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Non-technical summary

The increased diffusion of computers is one of the fundamental changes at workplaces in

recent decades and research on the productivity increasing effects of computer use as well

as on how computers have changed the demand for labor is now wide spread. However,

research on the wage effect of computer use still remains controversial. In particular, as

recent studies have called into question the ability to distinguish the effect of computers

from other confounding factors. The most cited paper that challenges the “causality”-

interpretation of the positive wage mark-up for computer users relative to non-computer

users is DiNardo and Pischke [1997], that also finds a positive correlation between wages

and pencil use at the workplace.

Using the same data set as DiNardo and Pischke, but a more recent wave, this paper

contributes to this discussion by showing that the pencil effect disappeared in 1998/99,

whereas the computer effect is still present. Building on the task-based view of technolog-

ical change, I demonstrate that computer users - but not pencil users - have experienced

a pronounced shift towards analytical and interactive tasks. The results further suggest

that computer users are rewarded for their higher levels of analytical and interactive task

inputs in the labor market.
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I Introduction

The widespread use of computers is one of the fundamental changes in industrial coun-

tries in recent decades. Today, there is a consensus that the implementation of computer

technologies has changed skill requirements and hence the demand for labor. Because

evidence suggests this change is skill-biased, computer use is also considered an impor-

tant explanatory factor for the recent changes in the wage structure.1 Publications on

wage differentials associated with on-the-job computer usage in the late-1990s, however,

sounded the death knell for this body of literature, with probably the most cited criticisms

of the “returns from computer use” literature coming from DiNardo and Pischke [1997],

who show that there is also a considerable wage effect from the use of pencils (and other

“white-collar” tools) in cross-section estimates. They argue that if we don’t believe that

pencils changed the wage structure, why should we believe that computers did?2

Using the same data set DiNardo and Pischke used, but a more recent cross-section,

I show that the positive association between pencils and wages disappeared in 1998/99

while it is still present between computers and wages. This result then begs the question

of why cross-section estimates suggested a positive association for both computers and

pencils up to the late 1990s. While a major aim of this paper is to revitalize the discus-

sion in this body of the literature, I also offer a speculative explanation. The explanation

relies on a task-based view of technological change. As put forward by Spitz-Oener [2006],

Autor et al. [2003] and Goos and Manning [2007] the “traditional” skill-biased techno-

1Comprehensive reviews of the skill-biased technological change literature can be found in Katz and

Autor [1999], Chennells and van Reenen [1999] and Acemoglu [2002]. For a recent discussion see Autor,

Katz and Kearney (2005b, 2005a). Autor, Levy and Murnane [2003] and Spitz-Oener [2006] provide

evidence on how skill requirements in the workplace have changed in recent decades.

2For direct criticism of DiNardo and Pischke [1997] see Lang [2002]. The major argument is that

computers can change the wage structure even if workers are not directly compensated for their computer

use when computers are complementary with other skills. Autor, Katz and Krueger [1998] provide

empirical evidence for this argument.
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logical change hypothesis is probably an insufficiently nuanced view of changes in the

workplace associated with the recent diffusion of computer technologies. The argument

is that computers substitute certain tasks - those that are expressible in rules and thus

programmable (termed routine tasks)- whereas they complement workers in performing

nonroutine analytic and nonroutine interactive tasks. One major result of this study is

that computer users - but not pencil users - have experienced a pronounced shift towards

analytical and interactive tasks between 1979 and 1998/99 for which they are rewarded

in the workplace.

This paper is organized in 5 sections. In the next section, I review the related literature,

present the data set and the variables of interest. Section III presents and discusses the

estimation results. Section IV offers a speculative explanation for the empirical finding.

Section V concludes.

II Related Literature, Data and Empirical

Framework

Non-random assignment of computer technology to workers is the central theme in this

body of the literature. Previous empirical studies have addressed the issue in one form or

another. All of these studies consider observed differences between computer users and

non-users, though there is a large difference with respect to the number of available ob-

servables in data sets. The methods used to account for unobserved heterogeneity range

from including proxies for individual ability into the regression specification to applying

panel data methods.3 The results are mixed, however, and depend largely on the under-

lying assumptions. The panel methods, for example, hinge crucially on the assumption

of time-invariant unobserved heterogeneity. In the presence of changing returns on un-

observed skills, differencing the data will not remove the wage effect of unobservables

3See Krueger [1993], who was the first to address the question of whether workers who use computers

at work are paid more as a result of their computer skills or Entorf and Kramarz [1997] and Entorf,

Gollac and Kramarz [1999], Bell [1996], who use panel data for France or the United Kingdom.
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that might be correlated with computer use. As DiNardo and Pischke [1997] already

emphasized, this factor may be a plausible explanation for the differing results in panel

analyzes for the United Kingdom and France - because the wage structure has widened

in the United Kingdom since the early 1980s but not in France. An argument that also

challenges the general credibility of panel estimates in this context is that identification

in panel methods is through status changers, i.e. individuals that started or stopped

using a computer. In the presence of downwardly rigid wages, panel methods lead to an

underestimation of the computer wage effect.

Neither the DiNardo/Pischke-study nor the studies using panel data sets “prove” the

computer coefficient to represent a pure selection effect. In contrast, the results are merely

suggestive. Yet the findings have generally been interpreted as corroborating the notion

that cross-section estimates are spurious. This is even more surprising as the major issue

- non-random assignment - is a common problem in empirical research. One prominent

example being the interpretation of estimates of the returns to education. In contrast

to the returns-to-computer-use body of the literature, researchers have devoted a lot of

effort to isolate the returns to education from the selection effect.

The analysis in this paper is based on the “Qualification and Career Survey”, which

is a survey of employees carried out by the German Federal Institute for Vocational

Training (Bundesinstitut für Berufsbildung, BIBB) and the Research Institute of the

Federal Employment Service (Institut für Arbeitsmarkt- und Berufsforschung, IAB). For

most of the analysis, I use the latest cross-section, launched in 1998/99. It covers more

than 30,000 individuals (men and women).4 DiNardo and Pischke [1997], in contrast,

used cross-sections from 1979, 1985/86 and 1991/92.

In addition to the main variable of interest, computer use, three types of variables

4I restrict the sample to West German residents with German nationality: in other words, East

German residents and non-German employees are excluded from the sample. Moreover, the sample

does not include self-employed, employees with agricultural occupations and employees working in the

agricultural sector. Persons younger than 18 or older than 65 are also excluded from the sample.
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are considered in the analyses: individual characteristics, company characteristics and

workplace characteristics. I include variables reflecting individual characteristics in order

to account for the fact that employees differ systematically with respect to characteristics

that affect both computer use and wages. For example, as more highly educated workers

are more likely to use computers at work and earn higher wages, I control for the level of

formal education of employees, work experience and tenure with the current employer. As

wages of civil servants are determined in a process that differs from the process for wages

of employees in private companies, a dummy variable for civil servants is also included in

the regressions.

One drawback of most estimates on individual-level data is that they generally do not

provide information on employers. Employer information may however be important if

it determines systematic effects on wages and computer use. The data set used in this

study allows me to take various company characteristics into account such as company

size, industry affiliation, innovation strategy and company performance. This ability is

a substantial improvement over other studies in this area. Based on previous empirical

research, I expect, for example, that larger companies and innovative companies pay

higher wages and that they are more likely to use computer intensively.

Another feature that distinguishes this data set from others is that it includes infor-

mation on the task composition of occupations.5 These tasks describe the occupational

context in which computers are introduced. In addition, this information on occupational

skill requirements allows me to further reduce unobserved heterogeneity.

The variables used in the estimates are constructed as follows (Summary statistics are

in Table A in the Appendix A):

Hourly Wages: The survey contains information on monthly earnings, according to 18

categories. I assigned midpoints to each category which are then divided by the number

5For a detailed discussion of task measures and an analysis of how the task composition of occupations

changed in West Germany since 1979 see Spitz-Oener [2006].
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of hours an individual usually spends at work.6 Compared to other data sets that are

usually used in comparable analyzes such as the Current Population Survey for the United

States or the IAB-Sample for Germany, this data set has the advantage that earnings of

highly paid workers are not censored from above. In all estimates, the logarithm of wages

is used as dependent variable. On average, employees in West Germany earned about 27

German Marks (about 16 US-Dollars) in 1998/99.

Computer equipment: The data set includes detailed information on the tools and

machines used by the employees in the workplace. The “computer use” variable is a

dummy that takes the value 1 if the employee uses a computer, terminal or electronic

data processing device on the job. 57 percent of employees have used one or more of the

above devices on the job in West Germany in 1998/99.

Individual characteristics: I distinguish three levels of formal education attained by

employees. Employees with a low level of education are those with no vocational training.

Employees with medium levels of education have a vocational qualification either from

an apprenticeship or they have graduated from a vocational college. Employees holding

a degree from a university or a technical college are classified as having a high level of

education. As shown in Table A, the majority of the survey participants, 70 percent, has

a medium qualification level, whereas 17 percent are highly qualified and only 12 percent

have a low education level.

The survey participants also indicate their first year of work. Based on these answers, I

calculate the years of (potential) work experience (1999 - first year of work). In addition,

employees indicate the year when they started to work for the current employer. This

information is used to calculate tenure (1999 - first year with current employer).

The data set includes information about previous unemployment spells (dummy vari-

able: “Have you ever been unemployed before?”), marital status, gender and whether sur-

vey participants were born in East Germany. It also contains information about whether

6Comparable procedures are often used in literature, for example, by DiNardo and Pischke [1997] and

by Entorf and Kramarz [1997].
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an employee is working as a civil servant. In addition, I constructed a dummy variable

indicating whether employees live in a city (place of residence is larger than 100,000

inhabitants).

Workplace Characteristics: The analyses by Autor et al. [2003] and Spitz-Oener [2006]

document how computer have changed the content of work towards analytical and in-

teractive activities and away from manual and cognitive routine activities. The data set

allows me to capture the content of jobs by considering task levels, and therefore, it gives

a description of the context in which computers are used. Survey participants are asked

what kind of activities they perform at the workplace. Based on these activities five cate-

gories are constructed, which classify the occupational skill requirements: analytic tasks,

interactive tasks, repetitive cognitive tasks, repetitive manual tasks and non-repetitive

manual tasks. Table 1 shows the list of activities that employees were asked for in the

questionnaire and how the activities are classified in the five task categories. On the

individual-level i, the task measures (Taskik) are defined as:

Taskik =
number of activities in category k performed by i in 1998/99

total number of activities in category k in 1998/99
∗ 100,(1)

where k=1: non-routine analytic tasks; k=2: non-routine interactive tasks; k=3: rou-

tine cognitive tasks; k=4: routine manual tasks; k=5: non-routine manual tasks. For

example, if the analytical task category includes 4 activities and employee i performs 2 of

them, the analytical task measure for employee i is 50.

The data set also contains information about the current occupation of the employees.

Occupations are grouped according to the (2-digit) classification of occupational titles by

the Federal Employment Bureau in 1999, leading to 78 occupational groups.

Company characteristics: Company size has been identified as an important compo-

nent of wage determination in previous studies, finding that larger companies pay ceteris

paribus higher wages.7 In addition, computer use increases in company size (see Table B

in Appendix A). Company size measured as the number of employees is captured by 7

7See, for example, Brown and Medoff, [1989], Schmidt and Zimmermann, [1991].
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size classes. Companies with one to four employees are classified to belong to the first size

bracket and companies with more than 1,000 employees to the last one. Based on these

size classes, 7 dummy variables are formed. Most of the survey participants, 28 percent,

belong to companies with a size class from 10 up to 49 employees, followed by the size

class from 100 up to 499 employees. Companies with more than 1000 employees are rep-

resented by 12 percent of the survey participants. About 20 percent of the interviewed

employees belong to small companies with less than ten employees.

The data set also includes information about the performance of companies. The survey

participants were asked whether the company was doing very good, good, rather bad or

bad. For each of these categories, I constructed a dummy variable. Table A shows that 18

percent of employees report to work in companies that are doing very well and 65 percent

work in companies that are doing well. 17 percent of employees work in companies that

are either doing rather bad or bad.

Companies are classified according to 48 detailed industry codes. Based on these codes I

group companies into three sectors: manufacturing, trade, and services.8 The inclusion of

these variables accounts for inter-industry wage differentials that are not already captured

by the observed individual and company characteristics.9

III Empirical Results

The most cited criticisms of the “returns from computer use” literature comes from

DiNardo and Pischke [1997] who show that there is also a considerable wage effect of the

use of pencils (and other “white-collar” tools) in their cross-section estimates. Table 2,

column 1-3, reports parts of their Table III. Panel A reports the coefficients for computer

use when separate regressions are performed for each workplace tool. Panel B shows

8I also ran regressions that included more detailed industry dummies. The results that I report in

Section III are robust to this change in specification.

9See, for example, Krueger and Summers, [1987], Dickens and Katz, [1987], Gibbons and Katz, [1992]

and Abowd, Kramarz and Margolis, [1999].
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the results when all tools are included together in the specification. Controlling for the

different workplace tools attenuates the coefficient for computer use in each period.

I reproduced their estimates for the most recent wave of the data set (Table 2, last

column). Relative to the result in Panel A, the estimated coefficient for computer use

decreases by around 30 percent due to the inclusion of the dummies for the different

workplace tools (Panel B). The coefficient of computer use still has a magnitude of around

15 percent. In contrast to the previous years, in which the different tools have always had

a significant positive impact on wages, only the coefficients for the use of calculators and

working while sitting remain significantly positive in 1998/99. The coefficient for using

a pencil is insignificant and using a telephone at work is now significantly negatively

correlated with wages. In what follows, I analyze this pattern in more detail.10

Table 3, columns (1)-(5), display the estimation results of “standard” wage regressions.

Unreported results show that the raw log wage differential for computer use in Germany

is 0.275 (about 31 percent) in 1998/99. This figure is slightly lower than the raw log wage

differential of 0.288 that DiNardo and Pischke [1997] report for Germany based on the

1991/92 cross-section of the BIBB/IAB data. Thus, in contrast to the period between

1979 and 1991/92, when the raw log wage differentials for computer use increased steadily

(although at a declining pace), as shown in the paper by DiNardo and Pischke, this

differential remained stable or even declined slightly in the 1990s.

Columns (1)-(5) show the results of specifications that are successively extended with

additional controls. Including individual characteristics such as the level of formal edu-

cation, work experience, tenure, gender, marital status or residence in a city reduces the

coefficient of computer use by more than 30 percent (column 1). The coefficients of the

controls have the expected sign, therefore I will not discuss them in detail. The results

can, however, be found in Table C in Appendix A. In column (2), workplace characteris-

tics are included in the specification. The higher the measure is for non-routine cognitive

10The correlation between tools ranges from 0.007 (between work while witting and pencil use) to 0.350

(between work while sitting and computer use).
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activities, both analytical and interactive, the higher the wages are. By contrast, wages

decrease in the measure for non-routine manual activities. Including the workplace char-

acteristics additionally reduces the computer coefficient by 30 percent (compared to the

coefficient in column 1). In column (3), company characteristics such as company size

and information about the innovation strategy of the company are included in order to

control, for example, for company size effects in remuneration. Industry dummies are also

included to account for cross-sectoral differences in computer usage and pay. In addition,

dummies indicating company performance are included. Most interestingly, the inclusion

of the company characteristics hardly affect the computer coefficient. By contrast, the

returns to education decreased and the dummy for employees born in East Germany as

well as the dummy for employees living in the city now are insignificant. Column (4)

includes 10 dummies for West German states that control for cross-state differences in

wage levels owing to, for example, differing economic conditions. These variables neither

affect the computer coefficient nor the coefficients of the other controls. The specification

in column (5) includes 77 two-digit occupation dummies. The occupation dummies have a

large impact on the estimated computer wage differential. The inclusion of the occupation

dummies in the specification is warranted as one major aim of this exercise is to show

that the estimated computer coefficient is robust to the inclusion of as many controls as

possible. However, the occupation dummies also bear the notion of over-controlling which

should be kept in mind when interpreting the size of coefficients.

From column (1) to column (5), the computer coefficient drops by more than 70 percent,

indicating that the largest part of the raw logarithm wage differential for computer users

has been due to observable differences that would have resulted in employees earning

different wages even in the absence of computers. The results indicate that observable

workplace characteristics such as workplace tasks account for the largest proportion of the

bias in the raw logarithm wage differential. Conditional on all the controls, however, the

results still suggest that employees who use computer on the job earn around 8 percent

9



higher wages. Without occupation controls the coefficient is even 0.122.11

Ideal control variables are only those that are attributes of the assignment to computer

use and the earnings process but are unaffected by the treatment itself (for example,

time-invariant individual characteristics such as gender and place of birth). Some of the

controls used in this study, such as work experience or the incidence of previous periods

of unemployment, might be affected by the treatment. Computer users are, for example,

less likely to become unemployed. Therefore, the treatment effect estimated here does not

capture the indirect effects of computer use on wages (for example, through productivity).

In columns (6) and (7) I use a less restrictive specification that includes interactions

between all covariates X (previously demeaned using sample averages) and the computer

use dummy Di. Hence, in contrast to the previous regressions, the coefficient on computer

use is not constrained to be homogeneous on average conditional on the observable vari-

ables. Although the previous specifications already include a large number of controls, the

remaining 13 (8) percent wage markup for computer users may still be due to character-

istics that are not observable in the data set at hand if these unobservables are positively

correlated with both computer use and wages. The aim of this approach, often termed

regression based matching or fully interacted linear matching, is to purge the specification

from the remaining covariance between unobservables and computer use.12 The specifi-

cation in column (6) does not include occupation dummies, whereas the specification in

column (7) includes occupation dummies. The results in column (6) show that including

the interaction terms reduces the estimated coefficient of computer use slightly to 0.120

percent (=average treatment effect, ATE). The interaction terms are jointly significant

(F(41,8852) = 3.24, p = 0.0000) and therefore provide evidence of the presence of heteroge-

11Unreported results show that the main conclusions from these regressions do not change when using

a consistent sample of 8936 observations (column 4). The raw log wage differential then is 0.248, the

coefficient of specification (1) even increases to 0.216 and the coefficient of column (2) increases to 0.171.

All being significant at the 1 percent level.

12See Wooldridge [2002], Chapter 18.
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neous effects.13 Table 4 shows the results for selected interaction terms. The empirical

evidence suggests, for example, that computer users with a university degree or with high

levels of analytical tasks benefit particularly in terms of wages. Differences in gender, by

contrast, do not have a significant effect on the gains from computer use.

The estimated average treatment effect for the treated (ATT) is 0.138 (S.E. = 0.020)

based on this regression, which is significantly different to the ATE.14 On average, treat-

ment effect heterogeneity seems to be important. The result that the ATT is higher than

the ATE suggests that there has been selection into treatment based on expected returns.

If computer non-user had started to use computer instead of those who actually did, they

would have enjoyed a significantly lower benefit.15

Column (7) shows the results when occupation dummies are inlcuded as additional

controls. This again reduces the estimated coefficient considerably; the ATE now being

0.061. The interaction terms are again jointly significant (F(112,8666) = 8.34, p = 0.0000).

The estimated ATT is 0.083 based on this regression. As in column (6), the ATT and

ATE are significantly different from each other.

As heterogeneous treatment effects appear to be important, results might differ de-

13The standard errors in column (6) and (7) are estimated using a design-matrix bootstrap approach

in order to account for the generated regressors in the specification. Because of the large number of

dummy variables in the specification the resamples are chosen to be twice as large as the sample in order

to guarantee that all coefficients can be estimated. The estimated covariance matrix then is doubled in

accordance with the rate of convergence of the estimator.

14 ˆATT = ˆATE + (
∑N

i=1 Di)−1(
∑N

i=1 Di(X − X̄)δ̂). Di = 1 indicates that employee i uses a computer

on the job, and Di = 0 that employee i does not. Di(X− X̄) are the interaction terms between computer

use and all the level variables X, where all the X had previously been demeaned by the sample averages.

The δ̂ are the estimated coefficients of the interaction terms.

15The main focus of previous studies was on the ATE, thereby neglecting the potential of parameter

heterogeneity. In a recent contribution, Dolton and Makepeace [2004] provide evidence for the importance

of parameter heterogeneity. By allowing for variation in the parameter values, they find in their panel

data set that some individuals benefit from computer usage in the United Kingdom. My approach of

estimating the ATT is more general than the approach Dolton and Makepeace [2004] are taking.
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pending on the particular assumptions made and assumptions on out of the sample pre-

dictions are particularly important in this respect. As a robustness test I therefore also

did matching on the propensity score that imputes the expected non-treatment outcome

for a computer user with observable characteristics X by the fitted value of a nonpara-

metric regression in the sample of computer non-users with similar X. The details on the

matching estimates can be found in Appendix B. The overall conclusions are, however,

that the results are invariant to the particular estimation approach taken.

I now take up the DiNardo and Pischke [1997] idea and estimate regressions that include

dummies indicating the use of various workplace tools instead of the computer dummy.

A subsample of these results, those for pencil use, are shown in Table 5. Unreported

results show that the first-order relationship between pencil use and wages is 5.7 percent

(significant at the 1-percent level). Similar to the specifications in Table 3, I successively

augment the specifications with additional controls. In contrast to the computer effect,

the estimated pencil effect disappears as soon as controls for individual and workplace

characteristics are included in the specification (column 2).16 The variables that have had

only attenuating effects on the coefficient of computer use, now result in the pencil effect

disappearing, and it takes very view controls to do so. Column (2) shows the results of

the regression specification including the minimum number of controls that are necessary

to eliminate the wage effect of pencil use. It is interesting to notice that the coefficient in

the comparable computer equation (Table 3, column 2) still is about 12 percent.

IV A speculative explanation

Why do the results for 1998/99 differ from results for previous years? One possible

explanation is that changes in occupational skill requirements have evolved differently for

computer and pencil users.17

16The detailed results are shown in Table D in Appendix A.

17DiNardo and Pischke [1997] noted that the computer coefficient increases strongly over time when all

tools are entered in the regression together while some of the coefficients of the other tools tend to fall over
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As put forward by Autor et al. [2003] and Spitz-Oener [2006] the “traditional” skill-

biased technological change hypothesis is probably an insufficiently nuanced view of

changes in the workplace associated with the recent diffusion of computer technologies.

The argument is that computers substitute certain tasks - those that are expressible in

rules and thus programmable (termed routine tasks)- whereas they complement workers

in performing nonroutine analytic and nonroutine interactive tasks. In contrast to this

reasoning, I expect pencils neither to substitute for nor to complement certain tasks.

For this part of the analyses I use all 4 waves of the data set, that is 1979, 1985/86,

1991/92 and 1998/99. Table 6 shows how both changes in computer use (Panel A) and

pencil use (Panel B) are related to changes in the task composition of occupations in

recent decades.18 Each column represents a separate OLS regression of the annualized

changes in occupational task inputs on the annual changes in occupational computer

use or the annual changes in occupational pencil use, respectively. Annual changes are

calculated between successive waves, that is between 1979 and 1985/86, between 1985/86

and 1991/92, and between 1991/92 and 1998/99. The regressions are then performed on

the stacked data set. The specifications all include time dummies for 1985/86-1991/92

and 1991/92-1998/99 in order to control for within occupational trends in task changes

for the corresponding time period relative to the base period 1979-1985/86.

While the results shown in Panel A indicate that occupations that saw greater increases

in computerization witnessed significantly larger increases in analytical and interactive

task inputs and greater declines in routine manual and routine cognitive task requirements,

the results in Panel B are quite different. Two of the five equations turn out to be

insignificant: the relationship between changes in pencil use and changes in analytic

time. They concluded that this might indicate that the role of computers in the workplace is changing.

While this view is plausible as changes in computer technology itself (in particular the convergence

of information and communication technologies) have certainly altered its role in the workplace, the

explanation that I am going to outline here relies on recent research investigating changes in occupational

skill requirements owing to computerization.

18Panel A is from Spitz-Oener [2006], Table 6.
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and routine manual activities. Besides, the coefficients of the interactive and nonroutine

manual equation are significantly negative and the coefficient of the routine cognitive

equation is significantly positive. Thus, it turns out that these occupations have shifted

away from interactive tasks towards more routine cognitive tasks.

An inspection of underlying occupations shows that computer user and pencil user

belonged to a very similar set of occupations in 1979. Examples are office workers,

technicians and sales clerks. By 1998/99, however, these two groups work in different

occupations. Examples of typical occupations of computer user are still office workers,

technicians and sales clerks - thus the same as for both groups in 1979. Pencils user, in

contrast, appear more frequently in crafts occupations such as mechanics, electricians and

masons or in health care such as nurses and masseurs.

Table 7 shows OLS regressions of log hourly wages on task inputs. The estimated

coefficients may be interpreted as task prices. Column (1) shows the results without ad-

ditional controls. The coefficients for analytical, interactive and routine cognitive tasks

are significantly positive, whereas the coefficients for manual tasks are significantly neg-

ative. The size of coefficients drop when a dummy for computer usage is included in the

specification (column 2). The task prices for analytical and interactive tasks are, however,

still significantly positive, while the coefficient for the routine cognitive task category now

is insignificant. Comparing these results with those in column (3) and (4) shows that

the inclusion of additional controls don’t affect the estimates much for the computer co-

efficient and the coefficients of the analytical and interactive task measure. Whereas the

coefficient for the routine cognitive task measure now is insignificant. In column (5) I

additionally include interaction terms between the task measures and the computer use

dummy in order to test for complementarities in wages. This reduces both the level and

significance of the task measures and only the coefficients for analytical and interactive

activities remain significantly positive related to wages. Most of the interaction terms

are insignificant, however. The exception being the interaction between the analytical

task measure and computer usage, which suggests a complementary relationship between

14



the two variables. In addition, while the level effect of non-routine manual tasks now

is insignificant, computer users tend to have lower wages the larger their measure in

non-routine manual tasks.

V Conclusions

Non-random assignment is the major issue in empirical research. The body of the

literature that investigates the causal effects of education on earnings, for example, is

huge. Research on the causal effects of computer use on earning, by contrast, came

merely to a halt after DiNardo and Pischke [1997].

Using the same data set DiNardo and Pischke [1997] used, but a more recent wave,

provides opportunity to revitalize the discussion on whether computer users earn higher

wages than employees who do not use computers on the job. In contrast to their find-

ings for earlier years, I show that the positive association between wages and pencils

disappeared in 1999 while it is still present for computer usage.

I offer a speculative explanation for the findings. The explanation relies on a task-

based view of technological change and focuses on changes in skill requirements brought

about by the introduction of computer technologies in the workplace. The argument is

that computers substitute certain tasks - those that are expressible in rules and thus pro-

grammable (termed routine tasks)- whereas they complement workers in performing non-

routine analytic and nonroutine interactive tasks. Previous work already demonstrated

the pronounced shifts away from cognitive and manual routine tasks towards analytical

and interactive tasks owing to computerization [Spitz-Oener, 2006, Autor et al., 2003].

This study shows that computer users and pencil users performed similar tasks in the

workplace in 1979 but by 1999 their activities had diverged. In contrast to pencil users,

computer users have experienced a pronounced shift towards analytical and interactive

tasks between 1979 and 1998/99 for which they are rewarded in the workplace.
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Appendix A

Table A: Summary Statistics

Mean Std. Deviation Min. Max. Observations

computer 0.57 0.50 0 1 21816

Pencil 0.92 0.27 0 1 18775

(hourly) wages (in DM) 27.19 11.82 3.13 98.68 18561

Qualification

high education level 0.17 0.37 0 1 21816

medium education level 0.71 0.46 0 1 21816

low education level 0.12 0.33 0 1 21816

experience 20.76 11.58 0 47 21816

tenure 11.75 9.84 0 47 21816

Workplace Characteristics:

analytic task measure 14.01 23.80 0 100 18041

interactive task measure 30.26 28.18 0 100 21754

repetitive cognitive task measure 21.73 41.24 0 100 21813

repetitive manual task measure 17.43 30.83 0 100 21768

non-repetitive manual task measure 24.32 24.99 0 50 12319

Company Characteristics

product innovation 0.37 0.48 0 1 20802

process innovation 0.51 0.50 0 1 20857

very good company performance 0.18 0.39 0 1 14450

good company performance 0.65 0.48 0 1 14450

rather bad company performance 0.14 0.35 0 1 14450

bad company performance 0.03 0.17 0 1 14450

Other Controls

ever unemployed 0.30 0.46 0 1 22545

married 0.69 0.46 0 1 22677

civil servants 0.11 0.31 0 1 22677

born in East Germany 0.04 0.19 0 1 22677

woman 0.44 0.50 0 1 22677

lives in city 0.38 0.48 0 1 22677
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Table B: Computer Usage by Company Size Distribution

No. of employees Freq. Percent computer usage

(in percent)

1 to 4 1,707 7.8 42.9

5 to 9 2,716 12.3 45.3

10 to 49 6,186 28.1 50.1

50 to 99 2,790 12.7 57.1

100 to 499 4,457 20.2 63.8

500 to 999 1,447 6.6 68.3

1000 and more 2,721 12.4 72.1

Total 22,024
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Table C: OLS Regressions for the Effect of Computer Use on Wages

Dependent Variable: Log(Hourly Wages)

(1) (2) (3) (4) (5) (6) (7)

computer 0.182∗∗∗ 0.123∗∗∗ 0.122∗∗∗ 0.122∗∗∗ 0.076∗∗∗ 0.120∗∗∗ 0.061∗∗∗

(0.005) (0.006) (0.008) (0.008) (0.010) (0.020) (0.024)

Individ. Characteristics

high educ. level 0.437∗∗∗ 0.379∗∗∗ 0.330∗∗∗ 0.329∗∗∗ 0.222∗∗∗ 0.206 ∗∗∗ 0.089

(0.011) (0.014) (0.018) (0.018) (0.020) (0.049) (0.068)

medium educ. level 0.126∗∗∗ 0.102∗∗∗ 0.083∗∗∗ 0.082∗∗∗ 0.052∗∗∗ 0.081∗∗∗ 0.042∗∗

(0.009) (0.011) (0.014) (0.014) (0.014) (0.017) (0.024)

experience 0.017∗∗∗ 0.018∗∗∗ 0.018∗∗∗ 0.017∗∗∗ 0.017∗∗∗ 0.013∗∗∗ 0.014∗∗∗

(0.001) (0.001) (0.001) (0.001) (0.001) (0.002) (0.003)

experience2 *(1/100) -0.000∗∗∗ -0.000∗∗∗ -0.000∗∗∗ -0.000∗∗∗ -0.000∗∗∗ -0.000 -0.000

(0.000) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)

tenure 0.009∗∗∗ 0.008∗∗∗ 0.006∗∗∗ 0.006∗∗∗ 0.005∗∗∗ 0.005∗∗∗ 0.005∗∗∗

(0.000) (0.000) (0.000) (0.000) (0.000) (0.001) (0.001)

woman -0.092∗∗∗ -0.083∗∗∗ -0.098∗∗∗ -0.098∗∗∗ -0.088∗∗∗ -0.122∗∗∗ -0.110∗∗∗

(0.009) (0.010) (0.013) (0.014) (0.014) (0.022) (0.037)

married 0.105∗∗∗ 0.097∗∗∗ 0.088∗∗∗ 0.088∗∗∗ 0.083∗∗∗ 0.086∗∗∗ 0.082∗∗∗

(0.008) (0.008) (0.010) (0.010) (0.010) (0.015) (0.020)

woman*married -0.120∗∗∗ -0.107∗∗∗ -0.104∗∗∗ -0.103∗∗∗ -0.105∗∗∗ -0.129∗∗∗ -0.120∗∗∗

(0.011) (0.012) (0.012) (0.016) (0.015) (0.025) (0.032)

ever unemployed -0.022∗∗∗ -0.024∗∗∗ -0.037∗∗∗ -0.037∗∗∗ -0.036∗∗∗ -0.004 -0.008

(0.006) (0.007) (0.008) (0.008) (0.008) (0.012) (0.020)

born in East Germany -0.045∗∗∗ -0.031∗∗ -0.021 -0.019 -0.015 0.007 0.004

(0.013) (0.015) (0.018) (0.018) (0.014) (0.026) (0.037)

civil servant -0.064∗∗∗ -0.076∗∗∗ -0.094∗∗ -0.094∗∗ -0.107∗∗∗ 0.015 0.003

(0.009) (0.009) (0.041) (0.041) (0.045) (0.079) (0.103)

lives in city 0.016∗∗∗ 0.014∗∗ 0.008 0.005 0.002 0.002 -0.000

(0.005) (0.006) (0.007) (0.008) (0.008) (0.013) (0.020)

<Table continues on next page>
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<Continued from previous page>

Dependent Variable: Log(Hourly Wages)

(1) (2) (3) (4) (5) (6) (7)

Company Characteristics

product innovation 0.004 0.004 0.008 0.010 0.016

(0.008) (0.008) (0.007) (0.012) (0.016)

process innovation 0.036∗∗∗ 0.034∗∗∗ 0.025∗∗∗ 0.024∗∗ 0.018

(0.008) (0.008) (0.008) (0.012) (0.016)

very good company performance 0.044∗∗ 0.038∗ 0.045∗∗ -0.021 -0.017

(0.026) (0.021) (0.022) (0.033) (0.046)

good company performance 0.007 0.003 0.010 -0.031 -0.025

(0.025) (0.020) (0.020) (0.030) (0.046)

rather bad company performance -0.012 -0.016 -0.011 -0.025 -0.027

(0.021) (0.021) (0.021) (0.032) (0.046)

Workplace Characteristics: Measure of...

non-routine analytic tasks 0.087∗∗∗ 0.120∗∗∗ 0.120∗∗∗ 0.077∗∗∗ 0.057 0.048

(0.012) (0.016) (0.016) (0.016) (0.036) (0.060)

non-routine interactive tasks 0.154∗∗∗ 0.154∗∗∗ 0.155∗∗∗ 0.150∗∗∗ 0.193 0.179

(0.011) (0.014) (0.014) (0.015) (0.026) (0.036)

routine cognitive tasks 0.031∗∗∗ 0.005 0.004 -0.001 -0.003 -0.002

(0.012) (0.014) (0.014) (0.014) (0.018) (0.028)

routine manual tasks -0.006 -0.040∗∗ -0.037∗∗ -0.033∗ -0.040 -0.043

(0.017) (0.018) (0.018) (0.020) (0.024) (0.041)

non-routine manual tasks -0.119∗∗∗ -0.096∗∗∗ -0.095∗∗∗ -0.083∗∗∗ -0.032 -0.041

(0.011) (0.014) (0.014) (0.014) (0.022) (0.036)

77 occupation dummies No No No No Yes No Yes

7 company size dummies No No Yes Yes Yes Yes Yes

dummies for manufacturing & trade No No Yes Yes Yes Yes Yes

10 dummies for West German states No No No Yes Yes Yes Yes

computer ∗ [x− E(x)] No No No No No Yes Yes

R2 0.348 0.340 0.399 0.401 0.443 0.410 0.455

Number of observations 18547 15266 8936 8936 8897 8936 8897

Employees with low levels of education working in large companies in the services sector are the base category. Heteroscedasticity-consistent

standard errors are in parentheses in column (1)-(5). Column (6) and (7): computer ∗ [x − E(x)] means that the specification includes

interaction terms between computer use and all the level variables X, where all the X had previously been demeaned by the sample averages.

Bootstrapped standard errors using 100 resamples. ***, **, *-indicate significance at the 1, 5, 10 percent level.
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Table D: OLS Regressions for the Effect of Pencil Use on Wages

Dependent Variable: Log(Hourly Wages)

(1) (2) (3) (4) (5)

Pencil 0.033∗∗∗ 0.016 0.016 0.016 0.005

(0.010) (0.011) (0.013) (0.013) (0.013)

Individ. Characteristics

high educ. level 0.495∗∗∗ 0.398∗∗∗ 0.358∗∗∗ 0.357∗∗∗ 0.231∗∗∗

(0.013) (0.015) (0.020) (0.020) (0.021)

medium educ. level 0.151∗∗∗ 0.112∗∗∗ 0.096∗∗∗ 0.095∗∗∗ 0.057∗∗∗

(0.011) (0.013) (0.016) (0.016) (0.016)

experience 0.018∗∗∗ 0.019∗∗∗ 0.017∗∗∗ 0.017∗∗∗ 0.018∗∗∗

(0.001) (0.001) (0.001) (0.001) (0.001)

experience2 *(1/100) -0.000∗∗∗ -0.000∗∗∗ -0.000∗∗∗ -0.000∗∗∗ -0.000∗∗∗

(0.000) (0.000) (0.000) (0.000) (0.000)

tenure 0.009∗∗∗ 0.008∗∗∗ 0.005∗∗∗ 0.006∗∗∗ 0.005∗∗∗

(0.000) (0.000) (0.001) (0.001) (0.001)

woman -0.079∗∗∗ -0.075∗∗∗ -0.088∗∗∗ -0.089∗∗∗ -0.095∗∗∗

(0.010) (0.011) (0.014) (0.014) (0.015)

married 0.120∗∗∗ 0.103∗∗∗ 0.091∗∗∗ 0.091∗∗∗ 0.086∗∗∗

(0.009) (0.009) (0.011) (0.011) (0.011)

woman*married -0.119∗∗∗ -0.101∗∗∗ -0.095∗∗∗ -0.093∗∗∗ -0.098∗∗∗

(0.012) (0.013) (0.017) (0.017) (0.016)

ever unemployed -0.036∗∗∗ -0.033∗∗∗ -0.046∗∗∗ -0.046∗∗∗ -0.044∗∗∗

(0.007) (0.007) (0.009) (0.009) (0.008)

born in East Germany -0.056∗∗∗ -0.035∗∗ -0.024 -0.023 -0.010

(0.015) (0.015) (0.020) (0.020) (0.020)

civil servant -0.065∗∗∗ -0.081∗∗∗ -0.105∗∗∗ -0.105∗∗∗ -0.107∗∗

(0.009) (0.009) (0.040) (0.040) (0.045)

lives in city 0.023∗∗∗ 0.017∗∗∗ 0.011 0.007 0.002

(0.006) (0.006) (0.008) (0.009) (0.008)

<Table continues on next page>
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<Continued from previous page>

Dependent Variable: Log(Hourly Wages)

(1) (2) (3) (4) (5)

Company Characteristics

product innovation 0.002 0.002 0.005

(0.008) (0.008) (0.008)

process innovation 0.057∗∗∗ 0.056∗∗∗ 0.036∗∗∗

(0.008) (0.009) (0.008)

very good company performance 0.053∗∗ 0.048∗∗ 0.055∗∗

(0.023) (0.022) (0.023)

good company performance 0.008 0.004 0.013

(0.021) (0.021) (0.021)

rather bad company performance -0.012 -0.016 -0.009

(0.023) (0.023) (0.022)

Workplace Characteristics: Measure of...

analytic tasks 0.110∗∗∗ 0.139∗∗∗ 0.139∗∗∗ 0.082∗∗∗

(0.012) (0.017) (0.017) (0.017)

interactive tasks 0.185∗∗∗ 0.185∗∗∗ 0.186∗∗∗ 0.158∗∗∗

(0.011) (0.014) (0.014) (0.015)

routine cognitive tasks 0.047∗∗∗ 0.023 0.022 0.008

(0.014) (0.016) (0.016) (0.016)

routine manual tasks -0.032∗ -0.067∗∗∗ -0.064∗∗∗ -0.038∗

(0.019) (0.020) (0.020) (0.022)

non-routine manual tasks -0.171∗∗∗ -0.135∗∗∗ -0.134∗∗∗ -0.095∗∗∗

(0.012) (0.015) (0.015) (0.015)

77 occupation dummies No No No No Yes

7 company size dummies No No Yes Yes Yes

dummies for manufacturing & trade No No Yes Yes Yes

10 dummies for West German states No No No Yes Yes

R2 0.300 0.323 0.383 0.385 0.437

Number of observations 15951 13986 8037 8037 8001

Employees with low levels of education working in large companies in the services sector are the base

category. Heteroscedasticity-consistent standard errors are in parentheses. ***, **, *-indicate signif-

icance at the 1, 5, 10 percent level.
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Appendix B

Table B1 displays the results of the matching estimations when occupations are not

included in the specification estimating the propensity score. Column (1) shows that,

using nearest neighbor matching, the average wage effect of computer use for employees

who use computer is 7.8 percent. The coefficient is significant on the 1-percent level.

In the matching, 3,461 controls are used to estimate the potential missing outcome of

computer users had they not adopted computer technology.19 Owing to the restriction

that only observations within the region of common support are used, there are 400

computer users who are not considered in the analysis. Column (2) shows the results

when an Epanechnikov kernel is used in the matching process. This barely changes the

magnitude of the ATT, but increases the precision of the estimate.

Table B3, last column, shows the means of the main individual characteristics of the

computer non-users that are used as controls in the matching approach. It is evident

that, although there is a convergence between treated and controls with respect to most

of the observable characteristics, the difference in educational level is still significant.

Therefore, columns (3) and (4) of Table B1 show estimates that, in addition to having

close propensity scores, restrict matches to be within groups of employees with equal

levels of education. This extension increases the number of computer users that are off

the common support to 703. The estimate of the nearest neighbor matching declines

to 6.2 percent, whereas the coefficient of the estimate that uses an Epanechnikov kernel

increases to 8.2 percent. Both estimates are highly significant.

Table B2 shows the results when occupation dummies are included in the specification

that estimates the propensity score. Both tables show that the estimated ATTs are very

similar to those found when using regression based approaches (Table 3, column 6 and

7, respectively). This may be the case because (i) there is no common support problem,

19Owing to missing values in the matching variables, the sample reduces to 9,240 individuals (5,779

computer user and 3,461 computer non-user) in the matching specification.
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(ii) there is little heterogeneity in treatment effects or all the propensity scores are small,

and (iii) there is no serious mis-specification in the no-treatment outcome [see Blundell,

Dearden and Sianesi, 2003].

Figure B1 shows the kernel density estimates of the distribution of propensity scores for

computer users and computer non-users. The two distributions greatly overlap. However,

the results of the matching procedure reveal that 400 (703) of the 5,779 computer users are

outside the region of common support. In this application imputing the values that are

outside the common support by relying on a functional form assumption or discarding

the computer users without similar counterfactuals from the analysis does not lead to

different results.

The propensity scores in the analysis assume values between 0 and 1. The mean is

0.64 and the median is 0.73. This information does not suggest that propensity scores are

particularly clustered at certain points in the distribution.
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Table B1: Results of the Propensity Score Matching (Occupation Dummies In-

cluded)

Dependent Variable: Log(Hourly Wages)

(1) (2) (3) (4)

computer 0.078∗∗∗ 0.077∗∗∗ 0.062∗∗∗ 0.082∗∗∗

(0.032) (0.021) (0.025) (0.022)

Number of Treated 5,379 5,379 5,076 5,076

Number of Controls 3,461 3,461 3,461 3,461

(1) shows the ATT of computer use using nearest neighbor

matching (random draw version, bootstrapped standard er-

rors using 100 replications). (2) shows the ATT using kernel

matching (Epanechnikov kernel, bootstrapped standard er-

rors using 100 replications). (3) shows the ATT of computer

use using nearest neighbor matching (random draw version,

bootstrapped standard errors using 100 replications) with

the additional restriction that treated and controls have the

same level of education. (4) shows the ATT using kernel

matching (Epanechnikov kernel, bootstrapped standard er-

rors using 100 replications) with the additional restriction

that treated and controls have the same level of education.

Only observations that are on the common support are used.

The caliper is set to 0.001. The propensity score is esti-

mated using the level of formal education, age, age2, work

experience, work experience2, interaction between work ex-

perience and education, workplace tasks, born in East Ger-

many, ever unemployed, living in a city, woman, married,

married woman, 8 company size dummies, 39 industry dum-

mies, 3 dummies reflecting company performance, 79 occu-

pation dummies, 10 dummies for West German states and

a constant as regressors.
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Table B2: Results of the Propensity Score Matching (Without Occupation Dum-

mies)

Dependent Variable: Log(Hourly Wages)

(1) (2) (3) (4)

computer 0.137∗∗∗ 0.133∗∗∗ 0.146∗∗∗ 0.138∗∗∗

(0.028) (0.032) (0.025) (0.039)

Number of Treated 5,379 5,379 5,076 5,076

Number of Controls 3,461 3,461 3,461 3,461

(1) shows the ATT of computer use using nearest neighbor

matching (random draw version, bootstrapped standard er-

rors using 100 replications). (2) shows the ATT using kernel

matching (Epanechnikov kernel, bootstrapped standard er-

rors using 100 replications). (3) shows the ATT of computer

use using nearest neighbor matching (random draw version,

bootstrapped standard errors using 100 replications) with

the additional restriction that treated and controls have the

same level of education. (4) shows the ATT using kernel

matching (Epanechnikov kernel, bootstrapped standard er-

rors using 100 replications) with the additional restriction

that treated and controls have the same level of education.

Only observations that are on the common support are used.

The caliper is set to 0.001. The propensity score is estimated

using the level of formal education, age, age2, work expe-

rience, work experience2, interaction between work experi-

ence and education, workplace tasks, born in East Germany,

ever unemployed, living in a city, woman, married, married

woman, 8 company size dummies, 39 industry dummies, 3

dummies reflecting company performance, 10 dummies for

West German states and a constant as regressors.
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Table B3: Mean Comparison for computer Users and computer Non-Users

computer user computer non-user selected

prior to matching controls§

high education level 0.25 0.07∗ 0.17∗

medium education level 0.69 0.72∗ 0.74∗

low education level 0.06 0.21∗ 0.09∗

age 39.99 40.29∗ 40.20

experience 20.04 21.52∗ 21.22∗

tenure 12.37 10.82∗ 12.33

ever unemployed 0.26 0.34∗ 0.29

married 0.70 0.65∗ 0.70

woman 0.44 0.44 0.44

civil servants 0.15 0.05∗ 0.13

born in East Germany 0.03 0.05∗ 0.04

* indicates that the means differ with statistical significance of 5 percent

in a two-tailed t-test between computer user and either computer non-

user prior to matching (column 3) or the selected computer non-user

(last column).
§ computer non-users who are selected by the matching procedure.
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Figure B1: Kernel Density Estimations of Propensity Scores for computer Users

and computer Non-Users
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Table 1: Assignment of Activities

Classification Tasks

non-routine analytic researching, evaluating and planning,

making plans, constructing, designing, sketching

working out rules/regulations

using and interpreting rules

non-routine interactive negotiating, lobbying, coordinating, organizing

teaching or training

selling, buying, advising customers, advertising

entertaining or presenting

employing or managing personnel

routine cognitive calculating, bookkeeping

correcting of texts/data

measuring of length/weight/temperature

routine manual operating or controlling machines

setting up machines

non-routine manual repairing or renovation houses/apartments/machines/vehicles

restoring art/monuments

serving or accomodating
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Table 2: OLS Regressions For The Effect Of Different Tools on Pay

Dependent Variable: Log(Hourly Wages)

Germany Germany Germany Germany

1979 1985–86 1991–92 1998–99

A. Tools entered separately

Computer 0.112 0.157 0.171 0.204

(0.010) (0.007) (0.006) (0.006)

B. Tools entered together

Computer 0.066 0.105 0.126 0.146

(0.010) (0.008) (0.007) (0.007)

Calculator 0.017 0.053 0.044 0.051

(0.008) (0.007) (0.007) (0.006)

Telephone 0.072 0.043 0.045 -0.019

(0.007) (0.008) (0.008) (0.006)

Pen/Pencil 0.062 0.031 0.035 0.003

(0.007) (0.008) (0.008) (0.011)

Work while sitting 0.058 0.050 – 0.065

(0.007) (0.007) – (0.006)

Standard errors are in parentheses. Source of columns 1-3: Di-

Nardo and Pischke (1997, p. 299, Table III, 2nd part-left side).

Column 4: own regressions. Similar to the specification in Di-

Nardo and Pischke education, experience, experience squared,

dummies for part-time, city, female, married, female*married, and

for civil servants are included in the regressions.
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Table 3: OLS Regressions for the Effect of computer on Wages

Dependent Variable: Log(Hourly Wages)

(1) (2) (3) (4) (5) (6) (7)

Computer Use 0.182∗∗∗ 0.123∗∗∗ 0.122∗∗∗ 0.122∗∗∗ 0.076∗∗∗ 0.120∗∗∗ 0.061∗∗∗

(0.005) (0.006) (0.008) (0.008) (0.010) (0.020) (0.024)

Individual Characteristics Yes Yes Yes Yes Yes Yes Yes

Workplace Characteristics No Yes Yes Yes Yes Yes Yes

Company Characteristics No No Yes Yes Yes Yes Yes

77 occupation dummies No No No No Yes No Yes

7 company size dummies No No Yes Yes Yes Yes Yes

Dummies for manufacturing & trade No No Yes Yes Yes Yes Yes

10 dummies for West German states No No No Yes Yes Yes Yes

Computer ∗ [x− E(x)] No No No No No Yes Yes

R2 0.348 0.340 0.399 0.401 0.443 0.410 0.455

Number of observations 18547 15266 8936 8936 8897 8936 8897

Employees with low levels of education working in large companies in the services sector are the base

category. Heteroscedasticity-consistent standard errors are in parentheses in column (1)-(5). Column

(6) and (7): Computer ∗ [x − E(x)] means that the specification includes interaction terms between

computer use and all the level variables X, where all the X had previously been demeaned by the sample

averages. Bootstrapped standard errors using 100 resamples. ***, **, *-indicate significance at the 1,

5, 10 percent level.
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Table 4: Selected Interaction Terms

Dependent Variable: Log(Hourly Wages)

high educ. level * computer 0.136∗∗∗

(0.056)

medium educ. level * computer -0.003

(0.029)

woman * computer 0.042

(0.028)

non-routine analytic tasks * computer 0.077∗∗

(0.040)

non-routine interactive tasks * computer -0.034

(0.031)

routine cognitive tasks * computer 0.015

(0.028)

routine manual tasks * computer 0.011

(0.037)

non-routine manual tasks * computer -0.098∗∗∗

(0.028)

experience * computer 0.006∗∗∗

(0.002)

experience2 * computer -0.000

(0.000)

Note: Results based on specification in Table 3, column (6).
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Table 5: OLS Regressions for the Effect of Pencil Use on Wages

Dependent Variable: Log(Hourly Wages)

(1) (2) (3) (4) (5)

Pencil Usage 0.033∗∗∗ 0.016 0.016 0.016 0.005

(0.010) (0.011) (0.013) (0.013) (0.013)

Individual Characteristics Yes Yes Yes Yes Yes

Workplace Characteristics No Yes Yes Yes Yes

Company Characteristics No No Yes Yes Yes

77 occupation dummies No No No No Yes

7 company size dummies No No Yes Yes Yes

dummies for manufacturing & trade No No Yes Yes Yes

10 dummies for West German states No No No Yes Yes

R2 0.300 0.323 0.383 0.385 0.437

Number of observations 15951 13986 8037 8037 8001

Employees with low levels of education working in large companies in the services sector are the

base category. Heteroscedasticity-consistent standard errors are in parentheses. ***, **,

*-indicate significance at the 1, 5, 10 percent level.
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Table 6: Changes in Computer Use, Pencil Use and in Skill Requirements

Dep. Variables: Annualized Changes in Task Inputs

Analytic Interactive Routine Routine Non-routine

Tasks Tasks Cognitive Tasks Manual Tasks Manual Tasks

Panel A

∆ computer use 0.086*** 0.188*** -0.312*** -0.561*** 0.128

(0.032) (0.031) (0.105) (0.148) (0.085)

dummy 1985/86-1991/92 -6.160*** 3.536** -1.960 -2.462 -1.67***

(1.129) (1.767) (3.098) (7.712) (0.401)

dummy 1991/92-1998/99 -7.987*** 8.915*** 16.394** -7.436 -1.147**

(1.381) (1.440) (7.726) (7.065) (0.520)

R2 0.183 0.337 0.079 0.131 0.065

Number of observations: 237

Panel B

∆ pencil use 0.025 -0.112*** 0.913*** 0.074 -0.320***

(0.025) (0.023) (0.130) (0.059) (0.077)

dummy 1985/86-1991/92 -0.604*** 0.677*** -1.987*** -0.750 -1.036***

(0.139) (0.195) (0.407) (0.782) (0.424)

dummy 1991/92-1998/99 -0.821*** 1.488*** -2.106*** -1.522** 0.174

(0.202) (0.165) (0.829) (0.699) (0.591)

R2 0.150 0.279 0.431 0.028 0.128

Number of observations: 237

Source of Panel A: Spitz-Oener [2006], Table 6. Robust standard errors are in parentheses; re-

gressions are weighted by the number of individuals within occupation group; ***,**,*-indicate

significance at the 1, 5, 10 percent level.
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Table 7: Task Prices in 1998/99

Dependent Variable: Log(Hourly Wages)

(1) (2) (3) (4) (5)

Computer Use 0.144∗∗∗ 0.122∗∗∗ 0.146∗∗∗

(0.006) (0.008) (0.014)

non-routine analytic 0.239∗∗∗ 0.195∗∗∗ 0.193∗∗∗ 0.120∗∗∗ 0.058∗

(0.013) (0.013) (0.016) (0.016) (0.035)

non-routine interactive 0.357∗∗∗ 0.298∗∗∗ 0.249∗∗∗ 0.155∗∗∗ 0.147∗∗∗

(0.011) (0.012) (0.014) (0.014) (0.025)

routine cognitive 0.103∗∗∗ 0.075∗∗∗ 0.022 0.004 -0.001

(0.014) (0.013) (0.014) (0.014) (0.018)

routine manual -0.065∗∗∗ -0.008 -0.101∗∗∗ -0.037∗∗ -0.015

(0.018) (0.018) (0.019) (0.018) (0.024)

non-routine manual -0.241∗∗∗ -0.187∗∗∗ -0.160∗∗∗ -0.095∗∗∗ -0.027

(0.012) (0.012) (0.014) (0.014) (0.023)

non-routine analytic*Computer Use 0.075∗∗

(0.039)

non-routine interactive*Computer Use 0.012

(0.030)

routine cognitive*Computer Use 0.014

(0.028)

routine manual*Computer Use -0.032

(0.037)

non-routine manual*Computer Use -0.103∗∗∗

(0.028)

Individual Characteristics No No Yes Yes Yes

Company Characteristics No No Yes Yes Yes

7 company size dummies No No Yes Yes Yes

dummies for manufacturing & trade No No Yes Yes Yes

10 dummies for West German states No No Yes Yes Yes

R2 0.112 0.136 0.342 0.363 0.365

Number of observations 15679 15679 8897 8897 8897

Note: Specification in column (4) is identical to specification in Table 3, column (4).36
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