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1. Introduction and Main Results

Most students who begin to learn stochastic integration are primarily interested in Itö's
stochastic integral of a stochastic process with respect to a Brownian motion. This is due
to the fact that such integrals have an enormous number of applications in many fields,
including the natural sciences, engineering, social sciences, economy, finance, and almost
all branches of mathematics. On the other hand, in most of the common literature on
stochastic integration which focusses on the Itö integral wlth respect to Brownian motion
the details of a certain argument necessary for the construction of the integral. (see below)
are not given or only hinted at. The purpose of the present paper is to provide the beginner
with these details in a rat her se1f-consistent and elementary way.

Consider a standard one-dimensional Brownian motion" B = (Bt, t E JR+) on some
probability space (0, A, P), and suppose that we are given a stochastic process X =
(Xt, t E JR+) with values in the extended reals lR. One is interested to construct the Itö
integral J: Xt dBt,O ~ a <b ~ +00, of X with respect to B. The assumptions which are
typically made in the literature are that '

(i) X is adapted to the filtration F = (Ft, t E IR+) generated by theBrownian motion,
and

(ii) X belongs to £2(0 x [a, bJ, A Q9ß([a, b]), P Q9A).

(ß([a, b]) stands for the Borel a-algebra over [a, b], and A for the Lebesg~e measure.) Then
one tries to cOnstruct J: Xt dB{ as the £2(0)-limit of approximations of Riemann-type

L X4 (Btk+1 - Btk),

k

(1.1)

where the tk define a partition of [a, b], and Xn is a suitable approximation to X. (For
other approaches, aiming at more general stochastic integrals, we refer the interested reader
also to, e.g., [CW 83]' [Pr 90]' [RY 91]' [WW 90] änd the referenees eited there.)
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The key to all constructions of the Itö integral is, of course, the Itö isometry. The
approximation Xn of X above (in £2(0 x JR+)) is usually obtained through a sequence of
steps as follows. First one niakes X bounded by "cutting it off" from below and above,
e.g., xn := (X V (-n)) 1\ n.

Clearly, Xn is still adapted to:F. The next step is to make Xn pathwise continuous. This
is most of the time done by smoothing through an integration procedure like

X~ :=n rt X;ds.
lt-l/n

(We have not been very careful about what happens for t and a near zero, cf. Section 3
for a more careful discussion.) However, here we meet the problem that the last operation
does in general not preserve the adaptedness of xn to :F because it involves uncountable
many values of the time parameter. But then we cannot use the Itö isometry for the sum
in (1.1), and our construction of the Itö integral breaks down.

One remedy is to assurne in addition that X is separable, e.g. [Fr 75], hut this is
not done in :qlost of the literature and therefore generates some incompatibility. Another
possibility, which can for example be found in the book by Dynkin [Dy 65], is to make a
slightly stronger measurability assumption than adaptedness, namely, to suppose that X
is progressive with respect to :F:

Definition 1 Let X = (Xt, t E JR+) be a stochastic process on a prob ability space
(0, A, P) which is equipped with a filtration :F = (:Ft, tE JR+) of suh-(T-algebras :Ft of
A. X is called progressively measurable with respect to :F or :F-progressive, if for every
t E JR+ the restriction of X to 0 x [0, t] is measurable with respect to the product (T-algebra
:Ft Q9 8([0, t]).

If the filtration :F is understood from the context, we shall also simply say that X
is progressively measurable or just X is progressive. It follows from a fact in elementary
measure theory, that every process X which is progressively measurable with respect to a
filtration :F is also adapted to :F. In general, the converse is false.

We return to the construction of the Itö integral of X, and assurne for the moment
that X is progressive with respect to the filtration :F generated by the Brownian motion B.
Then it follows from the "first part"of the theorem of Fubini-Tonelli that xn as defined
by (1.2) is actually adapted to :F. Therefore we Gan proceed with the construction of the
Itö integral in the usual way: xn is approximated in £2(0 x IR+) by a step function with
steps "sticking out into the future". For this process one defines the Itö integral as in (1.1),
shows for it the Itö isometry and finally takes appropriate limits in £2 (0) to reverse the
approximation steps done above. The details canbe found in every book on Itö integration
and are omitted here.

As mentioned above, our temporary assumption that X is progressive is stronger I

than the commonly made assumption that X is adapted. The essential clue towards the
resolution of this apparent inconsistency is the following theorem of Chung, Doob [CD
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64] and Meyer [Me 66]. ,Before stating the. result, we recall that the process X is called
measurable if the mapping X :n x IR+ -+ IR is measurable.

Theorem 1 Let X be an IR~valued measurable. stodiastic process adapted to a filtration
:F. Then it has a measurable :F-progressive rriodification.

This theorem has been proved by Chlin'g and 'Doob in [CD 64] under the additional
assumptio:h that X is separable. in the above form, i.e., with~ut the separability assu"mp~
tion, Theorem 1 is stated in the book [Me 66] by Meyer (whiCh is most of the time quoted
for this result). The argument in [Me 66]h£1s been judged by Karatzas and Shreve "lengthy
and rat her demanding" [KS 88, p. 5]. Actually, the proof in [Me 66] has a gap, which has
been fixed in [DM 78]. Theproof in [DM .78] makes indeed use of rat her heavy machinery:
the Dunford-Pettis compactness theorem and aversion of the Eberlein-Smulian theorem.
In [KS 88] then the progressive modification of X is used to construct its Itö-integral
(under the additional assumption that the underlyirig probability space is complete).

I

The proof of Theorem 1 in [DM 78] ,(cf. Theorem IV.3D there) has essentially two
parts. The first is to establish that a measurable process X has an 'approximation by
processes of the form

Xn(t) =L Hn,k lAn,k (t),
k

where the An,k are Borel setswhich form a partition of the time parameter domain, and the
Hn,k are random variables. In order to prove this, one combines elementary measure theory
with the monotone dass theorem. In the second part, one replaces the Hn,k (which are
dose to X on An,k) by values 9f X, so that the expressions Hn,k lAn,k become progressive
processes. For' example, if 'An,k is an interval of the form [Sn,k, tn,k] one may choose
H";',k . XSn,k' because the fa'ct' that XSn,k is :Fs~,k -measurabl~ i¥lplie~ that

is progressive. For a general Borel set An,k which does not have a minimum the situation
becomes more involved. In this case, Dellacherie and Meyer replace Hn,k by a weak .cl (P)-
limit of a sequence (Xti, i E N), where the ti E An,k decrease to the infimum of An,k. Once
one has thenew progressive processes, say' (.in, n E N), one may choose

X = limsup Xn
n

to obtain a progressive modification of X.

In the present paper we carry this proof out in detail. However, instead of the weak
.c1(P)-convergence mentioned above, we use weak .c2(P)-convergence. This has the ad-
vantage that we can avoid the Dunford-Pettis and Eber1ein-8mulian theorems and use
instead a very simple result, namely the dassical "Theorem of Choice", which, e.g., can be
found in [RN 55]' Its proof uses only very elementary Hilbert space theory (the projection
theorem and the "Riesz representation theorem), and this way, the proof of the desired
result becomes in our opinion rather simple (though still somewhat lengthy).
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Lemma 2.2 Let (E, E) be ameasurable space, (M, d) a separable metric space. Assurne
that f is a measurable mapping frorif E i1itoM. TheIi fis a uniform pointwise limit of a
sequence of countably valued, measurable step functions.

Proof For given n E N, we construct a countably valued, measurable step function fn
so that for all x E E, d(fn(x), f(x)) < l/n, in the following way: Let {Ym, m E N} be a
dense subset in M. For m, n E N, Bn,m denotes the open ball of radius l/n with center
Ym: Bn,m ::::::{y E M; d(Ym, y) < l/n}. Furthermore, define

m-I

An,m := Bn,m \ ( U Bn,k).
k=1

Then for every n E N, {An,m, m E N} is a cover of M of pairwise disjoint Borel sets. Now
we set

fn(x) := Ym for all x E f-I(An,m).
in is clearly of the desired type'. Let x E E, n E N. Then x E f-I(An,m) for some m E N,
and fn(x) = Ym E An,m, so that d(fn(x), f(x)) < l/n. 0

Consider again a general metric space (M, d) and a sequence of countably valued
mappings from E into M. Then the union of the images of E under these mappings is still
a countable subset of M, and its closure in (M, d) is a separable subspace of (M, d). Thus
we can combine Lemmas 2.1 and 2.2 into the following

Corollary 2.3 Let f be a mapping from a measurable space (E, E) into a metric space
(M, d) equipped with its Borel a-algebra. Then the following two statements are equiva-
lent:

(i) f is measurable and takes values in a separable subspace of M;
(ii) f is the uniform pointwise limit of a sequence of countably valued, measurable step

functions.

Let (0, A, P) be a probability space. Rp denotes the space of P-equivalence classes
[Y]p of extended real valued random variables Y on (0, A, P). By Rp,b we denote the
space of P-equivalence classes of P-a.s. bounded real valued random variables. We equip
Rp,b with the norm 11.112 of L2(P).

Let X be an extended real valued stochastic process on (0, A, P). For simplicity we
shall only consider IR+ as time parameter domain; - the modification of the arguments of
this paper for other domains are straightforward. Throughout we consider X as a mapping

X: 0 x IR+ -----+ IR
(w, t) r----+ Xt(w).

Also the notation X(w, t) for the evaluation Xt(w) of X at (w, t) will be convenient here
and there. With X we can associate the following mapping

---X: IR+ -----+ R P

t r----+ Xt:= [Xt]p.
Without loss of generality, we shall consider from now on only processes X which are such
that X takes values in Rp,b. We call X (P-a.s.) bounded, if there is M ~ 0 so that for all
t E IR+ and (P-a.e.) w E D, IX(w, t)1 :s; M.
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Lemma 2.4 Assurne that X = (Xt, t E JR+) is a measurable stochastic process so that
for all t E JR+, Xt is bounded. Then the following two equivalent statements hold:

..••.•...

(i) X is measurable and takes its values in a separable subspace of Rp,b;
..••.•...

(ii) X is a uniform pointwise limit of countably valued, measurable step functions.

Proof If we choose E = JR+, £ = B(JR+), M = Rp,b, and d as defined by /1.112 on Rp,b,
then the equivalence of (i) and (ii) is just the statement of Corollary 2.3.

First we reduce to the case that X is bounded. Assurne that we have shown that for
everymeasurable bounded process Y the properties (i) and (ii) hold for Y. Let X be a
process as in. the hypothesis of the lemma, and for n E JN set

xIn) (w) := (Xt(w) An) V (-n), w E 0, t E JR+.

Then x(n) is bounded, and by our assumption we have that ~) is measurable and takes
values in a separable subspace of Rp,b' For every t E JR+, xIn) converges pointwise on 0
to Xt. Since we can bound IXt - xIn) 1

2 from above by 41Xt1
2, the dominated convergence

theorem implies that the sequence (x(n), n E JN) of mappings from JR+ into (Rp,b, /1./12)

converges pointwise to X. x(n) being'measurable, we obtain from Lemma 1.1 thi:tt X
is measurable, too. Furthermore, as the limit of separably valued -~), X is separably
valued, too. Thus, from now on we may and do assurne that X is bounded.

We denote by 1i the set of all bounded processes X so that for X property (i), and
consequently also property (ii), holds. We show that 1i is a vector space which admits all
the properties in the hypothesis of the monotone class theorem (Theorem A.l in Appendix
A). That 1i is a vector space with 1 E 1i is trivial from (i). Next we show that 1i is
stable under uniform limits. Assurne that (Xn, n E JN) is a sequence in 1i which converges
uniformlyon 0 x JR+ to X. Then in particular for every t E JR+, (X n (., t), n E JN) converges
uniformlyon 0 to X (., t), and therefore for every t E JR+, (x:(t) , n E JN) converges in
L2 (P) to X (t). By assumption, for every n E JN the mapping t ~ x: (t) from IR+into
(Rp,b, 11./12) is measurable, and by Lemma 1.1, the same holds for t ~ X(t). Moreover,
since for all n E JN,x: is separably valued, so is X. (Set Moa = Un x: (IR+), which is a
separable subspace of (M, d). Let Mo be the closure of Moa. Then also Mo is separable.
For every t E IR+ we have X(t) = limn X:(t), X:(t) E Mo. Hence X(t) E Mo, because
Mo is closed.) Thus.X fulfills (i) and we have X E 1i, so that1i is closed under uniform
limits.

Now ass urne that (Xn, n E JN) is a uniformly bounded, increasing sequence of positive
processes in 1i which converges to X. Clearly, X is bounded, too. By.the dominated
convergence theorem, for every t E IR+, Xn(t) converges to X(t) in L2(P). Then .we can
argue as in the previous case and find that 1i is closed under limits of uniformly bounded,
increasing sequences.

Let C denote the set of processes ~ of the form
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with a, b E IR+, a < b, A E A. Clearly, C is dosed under multiplication, and O"(C) =
A0 B(IR+). By the monotone dass theorem (Theorem A.1 in Appendix A) 1-£ contains all
bounded measurable processes. 0

Let X be as in the hypothesis of Lemma 2.4, and let the sequence in statement (ii) of
Lemma 2.4 be denoted by (Xn, n E N). Then for n E N, Xn is of the following form

00

Xn(t) =L [Hn,k]P 1An,k (t),
k=l

where (An,k, k E N) is a sequence ofpairwise disjoint Borel subsets which form a partition
of IR+, and (Hn,k, k E N) is a sequence of random variables. Hence statement (ii) of
Lemma 2.4 reads explicitly as folIows:

Corollary 2.5 Let X be as in the hypothesis of Lemma 2.4. Then there exists a sequence
(Xn, n E N) of processes of the form

00

Xn(w, t) - L Hn,k(W) 1An,k (t),
k=l

so that

(
2) 1/2sup IE(X(., t) - Xn(., t)) ---+ O.

tElR+ n-too .

Lemma 2.6 Let (Ei, Ei), i = 1,2, be two measurable spaces and li, i= 1,2, be measur-
able mappings from (Ei, Ei) to (IR,B(IR)). Set

Then 11 0 12 is EI 0 E2-B(IR)-measurable.

The proof of Lemma 2.6 is an elementary exercise in "turning the prayer-wheel" of
measure theory: Begin with indicators, move on to their linear combinations with positive
coefficients, take increasing limits to get the statement for all positive measurable functions
li, i = 1,2, and finally decompose general fi into positive and negative parts. Details are
left to the interested reader.

Given a filtration F = (Ft, t E IR+) and t E IR+, we set Ft+ :. ns>t Fs'

Lemma 2.7 Let A E B(IR+), T = inf A, and let Z be a random variable. Set Y = Z 01A.
Then Y is in the following cases F-progressive:

(a) T E A and Z is Fr-measurable, or

(b) T rf- A and Z is :Fr+-measurable.
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Proof We only give the (almost trivial) proöf for case (b), case (a) is similar (and even
easier). If t ::; T, then Y(s) = 0 for all s E: [0, t], and hence the restrietion of Y to n x [0, t]
is Ft08([0, t])-measurable. Let t > 7. ThenF7+ c Ft, and therefore Z is Ft-measurable.
Moreover, 1A restricted to [0, t] is 8([0, t])-measurable.Now we can apply Lemma 2.6 to
conclude that the restrietion of Y to n x [0, t] is Ft 0 8([0, t])-measurable. 0

Lemma' 2.8 Suppose that X is an F-adapted process, t E 1R+, and (tn, n E N) is a
sequence which converges to t. Assume furthermore that (Xtn, n E N) converges weakly
in £P(P) to a random variable Z. Then the following statements hold:

(a) If (tn, n E N) is decreasing to t, then Z is P-e-a.s. equal to an Ft+ -measurable random
variable.

(b) If for all n E N, IIXtnllp ::; M, then also IIZllp ::; M.
Proof

(a) Let Zn := Xtn, n E N, so that a comparison with Lemma B.1 in Appendix B shows
that Z is P-a.s. equal to a rand9m variable which is measurable with respect to the
a-algebra nn a(Xtk, k ~ n). On the other hand, since X is F-adapted, we have that
a(Xtk, k ~ n) C Ftn. Finally, we observe that nn Ftn = Ft+, because Ft C Fs for s ~ t.
(b) With the notation Bi := {Y E £q(P); IIYllq ::; I}, we have

IIZllp = sup lE(Z Y)
YEBi

= sup lim inf lE(Xtn Y)
YEBi n

::; lim inf sup lE(Xtn Y)
n YEBi

= liminf IIXtnllp
n

.:::;M.

Now we are ready for the proof of Theorem 1.

o

Proof of Theorem 1 We do the proof in several steps.

Step 1 With the following argument we reduce to the case that X is in addition bounded.
Suppose that we can show the statement of Theorem 1 for every bounded, measurable and
F-adapted process. Consider Y = arctan X. Then Y is bounded, m~asurable and C
adapted, and by our assumption Y has an F-progressive modp.cation Y. Set X = t~n Y.
Then X is progressive, too, and for t E IR+ we have P(Xt = Xt) = P(arctanXt = yt) =
P(yt = Yt) = 1. Hence X is also a modification of X. Therefore, we can from now on
assurne that X is bounded.
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Step 2 By Corollary 2.5 we know that there exists a sequence of processes (Xn, n E JN)
of the form

00

Xn(t) =L Hn,k 1An,k (t),
k=l

(2.1)

where the An,k E B(IR+) form a partition ofIR+, and (Hn,k, n, k E JN) are random variables,
such that

lim sup //X(t) - Xn(t)//2 = 0,
n~oo tEIR+

where //.112denotes the semi-norm of £2(P). By choosing a subsequence - if necessary
- we may ass urne that for every n E JNwe have

sup IIX(t) - Xn(t)112 S 2-n.
tEIR+

This entails that for all n, k E JN,-

sup IIX(t)- Hn,k112 S 2-n.
tEAn,k

Step 3 We replace the Hn,k in (2.1) by other random variables so as to make the resulting
process F-progressive as folIows: Let n, k E JN, and define Tn,k := inf An,k'

Gase 1 Tn,k E An,k' Set
Xn k:= XT k', n,

Then we have

supIIX(t) - Xn,kll S sup (IIX(t) - Hn,k112+ IiHn,k - XTn,k 112)
tEAn,k 2 tEAn,k

S 2-(n-l).

By Lemma 2.7a, Xn,k 0 1An,k is F-progressive.

Gase 2 Tn,k tj. An,k' Choose a sequence (tm, m E JN) in An,k 'which is decreasing to
Tn,k' Consider the sequence (Xtm, m E JN) which is bounded in £2(p). By Theorem C.2
in Appendix C, we may assurne -, by selecting another subsequence, if necessary - that
(Xtm, m E JN) converges weakly in £2(P) to some random variable Xn,k' By Lemma- -
2.8a, we may choose Xn,k as FTn,k+ -measurable. Therefore,the process Xn,k 0 1An,k is
F-progressive by Lemma 2.7b. Moreover, by Lemma 2.8b we have

sup IIX(t) - Xn,k112 S 2-(n-l),
tEAn,k

because (Xtm - Hn,k, m E JN) converges weakly in £2(P) to Xn,k - Hn,k'
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Step 4 For n E :INdefine
00

xn := ""'" xn k Q9 lA k'L....t, n,

k=l

IE view of Lemma 2.6 it is clear that Xn is measurable and by Step 3, for every n E :IN,
Xn is F-progressive. Moreover, we have

sup IIX(t) -' Xn(t)//2:::; 2-(n-1).
tElR+

- -X := limsup Xn.
n

But this implies that for every t E R+, (Xn(t), n E :IN)converges P-a.s. to X (t), uniformly
in t E IR+. (The argument is the same as proving, e.g., that £2-convergence implies a.e.
convergence of a subsequence.)

Step 5 Define

Then X is still measurable and F-progressive, because it is the pointwise lim sup of map-
pings of this type. On the other hand, for every t E IR+, X(t) is P-a.s. the limit of
(Xn(t), n E :IN). Hence wehave for every t E IR+, p(X(t)= X(t)) = 1, so that X is a
modification of X. 0

3. Proof of Theorem 2

Let X be as ~ the hypothesis of Theorem 2, and consider a measur~ble F-progressive
modification X of X which exists according to Theorem 1. Because X is a modification
of X, we have that for every t E IR+,

1-2n IXt - Xtl dP = O.

The theorem of Fubini-Tonelli entails that X E £2(p Q9 A) and

!IX - XII.c2(P0-\) == o.
Therefore, it suffices to show the statement for X.

For n E :IN,set
Xn:= (X An) V (-n).

Then Xn is bounded by n, and for all n E :IN,we have IXnl ~ lXI. Since lXI E £2(PQ9A), we
may apply the dominated convergence theorem, and conclude that (Xn, n E :IN)converges
to X in £2(P Q9A). Therefore, in the sequel we may assume that X is bounded, say by
M>O.

Let wEn and extend X(w,.) to IR by setting it identically zero on (-00,0). Let
cp = 1[0,1], and for n E JN",CPn(u) = ncp(nu), u E:IR. Put

t E:IR,
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and restrict, Xn(w,.) to JR+. According to Lemma D.2 in Appendix D, for every w E
D, Xn(w,.) is uniformly continuous on JR+. Lemma D.5 in Appendix D implies that
(Xn(w, .), n E N) converges in £2(JR+) to X(w, .). It is plain to check that IXn(w, t)1 :::; M
for all n E N, (w, t) E D x JR+. Thus the dominated convergence theorem implies that

as n -+ 00.

It remains to show that Xn is F-adapted. Let t E JR+. Writing the convolution CPn *X
as an integral, we have

Xn(w, t) = n It. X(w, s) ds
t-1/n

= n1t
l[(t-l/n)VO,t](s) X(w, s) ds.

X is F-progressive so that its restriction to D x [0, tJ is FtQ9B([O, tJ)-measurable. It is trivial
that 1[(t-1/n)vO,t] has the same properties, and therefore the integrand is Ft Q9B([O, tJ)-
measurable. But then the (first part of the) theorem of Fubini-Tonelli states that w f----t

Xn(w, t) is Ft-measurable. 0

Appendix A: Monotone Class Theorem

The following powerful version of the monotone dass theorem can be found, e.g., in [DM
78J. For the convenience of the reader we give a detailed proof.

Theorem A.l Let (E, E) be a measurable space, and 1£a vector space of bounded, real
valued functions on E which contains 1. Assurne that the followiilg holds:

(i) 1£ is dosed under uniform convergence;
(ii) 1-l is dosed under limits of uniformly bounded, monotone increasing sequences of

nonnegative functions.

If C is a subset of 1-l which is dosed under multiplication, then 1-l contains all bounded,
0-(C)-measurable functions.

ProoJ Let C' be the algebra generated by C and 1, i.e. JE C' is of the form

n

J = ao+L ak fk
k=1

for certain n E N, ao, a1, ... , an E IR, J1, ... , Jn E C. Since 1 E 1-l, C c 1-l and 1-l is a
vector space, we have C' c 1-l.

Let JA denote the set of all algebras T of functions in 1£ so that C' c T. JA is partially
ordered by inclusion. Consider a chain. Ti c T2 c ... c Tn c ... in JA. Then JA contains
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also Uk ~: If I, 9 E Uk ~, then we can find k so that I, 9 E ~, and therefore I . 9 E~,
and I .9 E Uk ~. Similarly, we cafi show that I + ag belongs to Uk ~ for any a E lR.
HenceUk ~ is an algebra, it contains C' and Uk ~ c1l. Therefore Uk ~ E JA, and
Uk ~ is an upper bound for the chain Ti c 72 c ... c ~ c ... By Zorn's lemma, JA has
a maximal element which we denote by Ta.

We are now going to prove thatTa shares all stability properties of 1l. Note that
1 E Ta, because C' c Ta and 1 E C'. .

We show that Ta is closed under uniform limits. Assume that (In, n E N) is a sequence
of functions in Ta which converges uniformly to I: Since Ta c 1l and 1l is stable with
respect to uniform convergence, we have I E 1l. Assume that I tI. Ta. We bring this in
contradiction to the maximality of Ta as folIows: Let TO be the algebra generated by Ta
and I so that our assumption implies that TO is strictly larger than Ta. The contradiction
follows if we can show that Td EJA. C' c Td is trivial, anq so it remains to show
that Td c 1l. Clearly, the uniform convergence of (In, n EN) to I entails the uniform
convergence of (11:, n E N) to IP, P E N. Since 11: E Ta, we have 11: E 1l, and the stability
of 1l with respect to uniform convergence implies IP E 1l. Similarly, for every 9 E Ta,
9 . 11: E Ta c 1l and these functions converge uniformly to 9 . IP, so that 9 . IP E H. Thus
we have Td c 1l and the proof of the stability of Ta with respect to uniform convergence.

Next we prove that Ta is closed under taking absolute values. Let I E Ta and recall
that III is bounded, say by M > O. By Weierstraß' theorem the function x t----t lxi can
be approximated uniformlyon [- M, M] by a sequence (Pn, n E N) of polynomials Pn'
Then Pn 0 I belongs to Ta and converges uniformly to II I, and therefore II I belongs to Ta.
Consequently, Ta is also closed under the operations 1\ and v.

Now we can show that Ta is closed under increasing limits of uniformly bounded
sequences of nonnegative functions in Ta. Let (In, n E N) be such a sequence. Then it
has a limit I in 1l. Also (I1:,n E N) is monotone increasing to IP for all P E N.' Hence we
have fP E 1l. For 9 E Ta, we decompose 9 = g+ - g- with g=t 2:: 0 in Ta, by the previous
step. Then g=t . f1: increase to g=t . fP. Therefore we have g. fP E 1l. Thus, as before, the
assumption f tI. Ta leads to a contradiction.

Consider the family
V := {A c E; 1A ETa}.

Since Ta is an algebra it follows that. V is stable with respect to intersections. 1 E Ta
implies that E E V, and the fact that Ta is a vector space entails that V is closed under
formation öf complements. Finally, the stability of Tawith respect to uniformly bounded,
monotone increasing limits of positive functions translates into the stability of V with
respect to countable unions of monotone increasing sequences. Thus V is an intersection-
stable Dynkin system and consequently, a a-algebra. It is clear, that Ta contains all
bounded V-B(JR)-measurable functions.

Finally, we show a(C) c V to conclude the proof: This implies that every a(C)-
measurable function is V-measurable, hence in Ta and consequently in H. To this end,

12



we remark that we have O"(C) C O"(Ta), since C C Ta, so that it suffices to prove that
O"(Ta) C D. This in turn folIows, if we can show that for every f E Ta,

B := {x E E; f(x) 2: I} E D,

because then we also have {x E E; f (x) 2: a} E D for all a E lR. To prove B E D, consider

() {
1 if f (x) 2: 1

1B X = o otherwise,

and define
9 = (f !\ 1) V 0 E Ta.

Then (gn, n E N) decreases to 1B, or in other words, 1 - gn increases to 1CB' Thus we
have 1CB E Ta and hence also 1B E Ta. Consequently, B E D and the proof is finished. 0

Appendix B: Weak J:,P -Convergence and Measurability

Let (0, A, P) be a probability space, and assurne that (Zn, n E .N) is a sequence of random
variables in £ß(P), p 2: 1, which converges weakly in £P(P) to a random variable Z. For
n E :IN" set

A-n := O"(Zk , k 2: n),

and furthermore define
A-oo :. n A-n.

nEN

Lemma B.I Z is P-a.s. equal to an A_oo-measurable random variable.

Proof First we show that for every n E N, (Zk, k 2: n) converges weakly in £P(P) to
lE(Z I A_n). To this end, let Y E £q(P) with p-l +q-l == 1, and observe that by Jensen's
inequality we have that lE(Z IA-n) E £q(P). Then we have for every k E N with k ~ n,

lE(Y (lE(Z IA-n) - Zk)) = lE(YlE(Z - Zk IA-n))
= lE(IE(Y IA-n) (Z - Zk)),

and by hypothesis the last term converges to zero as k tends to infinity.

Consequently, for every n E :IN" there exists Nn E N, where N is the family of P-null
sets in A, with Z = IE(Z IA-n) on the complement of Nn. Set N= Un Nn E N. Then
for all n E N, Z = lE(Z IA-n) on the complement ofthe null set N.

Since Z E £P(P) for some p 2: 1, we have that Z is P-integrable. ~Therefore we can
now apply Theorem VII.4.3 in [Do 53] with the result that the sequence (Zn, n E -N) given
by Zn := lE(Z I An), n E -N, converges P:.-a.s. to E(Z I A-oo), as n tends to -00. If we
denote the exceptional set for this convergence by M, then we have that Z = lE(Z I A-oo)
on the complement of the P-null set Nu M. 0
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Remarks The theorem of Doob we used in the last step of the proof is a very simple conse-
quence of Doob's second martingale convergence theorem (Theorem VII.4.2 in [Do 53]' or,
e.g., Theorem 19.9 in [Ba 91], Corollary 2.4 in [RY 91]), which is a convergence theorem for
martingales indexed by -1N. It is very easy to use alternatively Doob's second martingale
theorem directly for the second step in the proof.

If one wants to avoid to use Doob's second martingale theorem or its above mentioned
consequence, one can simply set

Z :== .{ Z on CN
o on N

after the first step in the proof. Then Z is measurable with respect to the er-algebra

n An,
nE-lN

where An de~otes the augmentation of An by the P-null sets in A. For the application
of this result to Theorems 1 and 2, one has then to augment the filtration considered
there appropriately. For example, the conclusio'n of Theorem 1 would read that X has a
measurable modification which is progressive with respect to :F, where :F is the filtration
obtained from :F by augmenting it with the P-null sets in A. The statement of Theorem
2 has to be adjusted accordingly. Of course, this gives somewhat weaker results than
Theorem 1 and Theorem 2, but for all practical purposes the differences are immateria1.

Appendix C: Theorem of Choice

In this appendix we give a proof of the classical theorem of choice as one can find it, e.g.,
in [RN 55]. We begin with a (well-known) lemma.

Lemma C.1 Every Hilbert space is weakly complete.

Proof Let 1i be a Hilbert space with inner product (., .), norm 11 . 11 and dual 1i*.
Assurne that (un, n E 1N) is a sequence in1i, such that for every v E 1i, ((un,v), n E 1N)
is Cauchy. We have to show that there exists,u E 1i so that for every v E 1i, we have that
(un - U, v) --1- 0, as n tends to infinity.

Let v E 1i. Because ((un, v), n E 1N) is a Cauchy sequence it converges, and there-
fore this sequence is bounded. I.e., ((un, .), n E 1N) is pointwise bounded on 1i. The
Banach-Steinhaus-theorem implies that ((un, .), n E 1N) is bounded in 1i*. By the Riesz
representation theorem we know that the norm of (un,.) in 1i* is equal to Ilunll. Thus
(un, n E 1N) is bounded in 1i, say Ilunll ::; M, M > 0, for all n E 1N.

For v E 1i, set
L(v) :== lim (un, v).

n-+oo

14
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Clearly, v t---+ L(v) .is linear (as the limit of linear mappings). Moreover it is continuous:

'. '

'IL( VI) - L( V2) 1.=, Il~m '(un,'VI - .V'2) I
n~oo .

::; limsup I(un, VI - V2)!
n~oo

Therefore, by the Riesz representation theorem there e:xists 'u. E 1£ with Lv = (u, v). D

Theorem C.2 Every botinded sequence in a Hilbert space contains a weakly convergent
subsequence.

Proof Let (un, n E JN) be a sequence in a Hilbert space 1£ which is bounded by M > O.
Let 1£0 be the closure of the span of the elements in (un, n E JN). Then 1£0 is a Hilbert
subspace of 1£. .

First we show that there is a subsequence (uni) and an element U E 1£0 so that
for all V E 1£0, (Uni, V) --+( u, V) as n' ~ 00. By construction,1£o is separable, and we
let (Vk, k E JN) be a dense subset. Then for each k, ((un, Vk), n E JN) is a sequence of
real numbers, bounded by M . Ilvkll. The Bolzano-Weierstraß theorem implies that this
sequence contains a convergent subsequence. By the diagonal process we can hence extract
a subsequence (uni) so that for every k E JN, (uni ,Vk) converges. I.e., the subsequence (Uni)
converges weakly on a dense subspace.of 1£0' Since (uni) is bounded, (Uni) converges weakly
on all of 1£0' (Let V E 1£0 and e > 0 be given. Choose k E JN so that Ilv - vkll < e/2M,
and choose n~ large enough so that for all n' ~.n~, I(un" vk)l::; e/2. Then

I(un" v)1 ::; I(un" vk)1 + I(un" V - vk)1
e'::;2" + M IIv - vkll

::;e.)

In particular, for every V E 1£0, ((U~/, v)) is a Cauchy sequence: (uni) is weakly Cauchy
in 1£0. Since 1£0 is Hilbert we can apply Lemma C.I so that there exists U E 1£0 with
Uni --+ U weakly in 1-l0.

Now let W E 1£. By the projection theorem (1£0 is a closed subspace of 1£), W admits
an orthogonal decomposition w = Wo + wl with Wo E 1£0, wl orthogonal to 1£0. In
particular, w..l is orthogonal to the elements of the sequence (uni) and to u: (Uni, wl)= 0
for all n', (u,wl) = O. Therefore (Uni - u,w) = (uni - U, Wo) --+0 as n' ~ 00. D

Remark The reader might think that we can conclude the statement of this theorem
directly from the Banach-Alaoglu theorem. This is not so, because the weak topology
is in general not metrizable, and therefore sequential compactness does not follow from
compactness.
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Lemma D.3 Let (Ei, Ei, Mi), i - 1,2, be two Q"-finite measure spaces, I a positive
EI 0 E2-B(R)-measurable mapping from EI x E2 into R. For p 2: 1,

11 J f(., y) dJ.L2(y)IIO(Pl) ::; J IIf(., y)IIO(Pl) dJ.L2(Y).

Set '
in(x) := <Pn* i(x), x E R, n E N,

which is well-j.efined and uniformly continuous by Lemma D.2. We denote by In the
restrietion of In, n E N, to I.
Lemma D.5 For every n E N, In E £P(I). Moreover, (In" n E N) converges in £P(I) to
I.
Proof The first statement follows from Young's inequality (Lemma D.4) for r = q = 1.
For the second consider

11I - Inll~p(I) ::; Ili- inll~p(lR)

= LIL (1(x) - J(x - y)) rpn(y) dyr dx

= LIL rp(y)(1(x) - 1(x - ~)) dyr dx

::;(L rp(y) 111-f-y/n Ilo(JR) dy f,
where we used Lemma D.3 in the last step. By Lemma D.1, the integrand of the last
integral converges pointwise to zero as n .~ 00. On the other hand,

Ili-y/nllp = Ilillp
= IlfllL:P(I),

so that 2<p IlfllL:P(I) is a uniform majorant. Thus the result follows from an application of
the dominated convergence theorem. 0
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