A DESIGN THEORY FOR

REQUIREMENTSMINING SYSTEMS

Inauguraldissertation
zur Erlangung des akademischen Grades eines Doktors der
Wirtschaftswissenschaften ddniversitdt Mannheim

vorgelegt
von
Hendrik Meth
im FSS 2013



Dr. Jirgen M. Schneider (Dekan)
Prof. Dr. A. Madche (Referent)
Prof. Dr. A. Heinzl Korreferenj
10.06.2013Tag der mindlichen Prufuing



far Marga



Table of Contents

LISE OF FIQUIES .ottt se st n e e as Vii
LISt OFf TADIES. ...ceiiieeee et rmmee e e e ix
LiSt Of ADDIEVIALIONS ......eeiiiieiiiiie et eemr e e e e s eeenr e e e e e X
A 1 o1 £ To I U1 1o ] o TP TSP TR TTTTPPPON 1
O R Y/ 0] 1)YZ= 11 0] o PP P SR TTTPPPPN 1

1.2 RESEAICH GOAIS....eeiiiiiiiiiiiei et eee e 2

1.3 Structure of the WOrK..........ooooiiiiiiiii e 4

2 FOUNALIONS......cciiiiieiie et eee sttt eeee bbbttt ettt e e e e e e e s emmmr et e e e e e e aaeeeeeas 5
2.1 Defining RequiremMents DISCOVELY......uuuuiiiiiiiiieeeeeceeeiii e e e ee e e e enne e e e 5

2.2 Relating Requirements Discovery to IS Development........cccccccoveeeiieeeeeeeennnn. 8
2.2.1 Traditional Requirements DISCOVELY..........uuuuuiriiiiiiiiieeeiiieieeeeieeeaeeeeens 8

2.2.2 MarketDriven Requirements DiSCOVELY............uuurrrrrrirerimamiernrneneeeeees 11

2.2.3 Agile Requirements DiSCOVEIY.........oiuuurriieeiiiieemriiieee e e 12

2.2.4 Distributed Requirements DiSCOVEIY........cceiiiieeeeeeiiiieeeiiiiee e 14

2.2.5 UserCentered Requirements DISCOVEIY........ccuvveerriiirimemirieeeeeenneee 15

2.3 SUIMIMIAIY. .. cetuieiei e et e e e et e e e et e e e et e e e et e e annmsetan e e e esan e e e essn e eess e eeennnaeees 17

3 REIAIEA WOTK ...ttt ettt eeme e e 18
3.1 ANAlYSIS FramMEWOIK......ccoiiiiiiiiiiiii e 18

G FZ N U 010 PRSP 19
3.2.1 Abstraction Identification SyStems............ccccvvvriiiiiieemiiiiiiieeeeeeee 20

3.2.2 Requirements Identification SysStems...........ccoooovvvviiiccciiiiieeeeeeiiee e, 20

3.2.3 Requirements Modeling SYSteMS..........uuuuiiiiiiiiiireriiiiiiiiieeeeee e e e e 21

3.2.4 Requirements MiniNg SYSTEMS............uuuuiiriiiiiiieeeiiiiiiiieieeeeeeeeee e e e e 22

3.3 Designi Processing CharacCteriStiCS............uuuuuriuunniicreeeeeriiiiininneeeeeeeemeesenns 22
3.3.1 Degree of AULOMALION.......cciiiiiiiiiieieeesimme e emme e 23



3.3.2 Automation TEChNOIOGY.........cuvuuuriiiiiiii e e e e ereere s 24

3.4 Designi Knowledge Base CharacCteriStiCS.......uuuuiiiiiiiiiiececiiiiieiee e 29
3.4.1 Origin and Volatility of Knowledge...........cccooeeiiiiiiiiiicce s 30
3.4.2 Structure and DomaiBpecificity of Knowledge.............ccccvvviviiiiinnnnnns 31

3.5 EVAIUALION. ...cciiiiiiiiiee e 32
3.5.1 Evaluation APProach.........ccccoeeiiiiiiiii et 32
3.5.2 Evaluation Constructs and MEaSUILES...........ccccurrrrrrimemnisiiinniiiernnnnnn 33

3.6 Knowledge EXChange...........oouuviiiiiiiie e 35
3.6.1 Knowledge Grounding..........cccceiiiiiiiiiiiiimeeeeeeeeeeeeeeeesi e 35
3.6.2 Knowledge Contribution.............coovriiiiiiiie e 36

3.7 ReSUIS Of ANAIYSIS.....ciiiiiiiiiiiiiiiiieieee e e e e e e e e e e e e e e e e e e e e e anee 37
3.7.1 Application of Analysis Framework to RMS Research Works........... 38
3.7.2 Research Gap ldentification........ccccccceveiiiiiiceceeeeeee . A1

3.8 SUMMAIY....uiiiiiiii e st e e ern s ennneesnn e eennn e DO

1Y/ T=1 1 g T o] [0 o |/ PPUPPPPY” ¥

4.1 Design Science Research inlS........cccooeeiiiiiiieeeiii e 44

4.2 Framework Selection and Adaption............ccc.uveeeeeeieeeiiviviiiiieieeeeeeeeeeeeeeeeeee . 40
4.2.1 Procesoriented FrameWOrkS............uuuviiieiiiiiiinesiiiiiiieeieeeeeeeeeeeeeseeemes 46
4.2.2 Productoriented FrameWOrKS............uueeiiiiiiiiiiresiriirieieieeeeeeeaeeeeeseeemes 49

4.3 RESEAICN DESIGIL...uuuuuiiiiiii ittt eeee e e e e ————— 51
4.3.1 Prototype DesSign CYClE.....cccooeeiiiiiiiiiieeeeee e 52
4.3.2 Final Design CYCl........ouuiiiiiiiii e 53

4.4 Ontological and Epistemological Reflectians...........ccoovvviiiiiiceciiiiiiiieeeee 53

A5 SUMIMBIY. ...ttt e ettt e e e b e e e emen s 25

ATTIFACT DESIGN ...ttt reee e 56

5.1 PUIPOSE ANU SCOPE....ciiiiiiiieee i e e eneas 57
5.1.1 Justificatory KNOWIEAQE..........cccoviieiiiiiiiiii e 58
5.1.2 Design Requirements of RMS...........ccoooiiiiiiccei s 61



5.2 CoNCEPLUALIZALION. .......cceeeeiiieieeeeeteeee et e e e e e e e e aneeas 63

5.2.1 Justificatory KNOWIEAQE..........ccouvviiiiiiiiiiiceeee e 63
5.2.2 Design Principles of RMS ... eeeeceeee s 66
5.3 EXPOSItory INStantiation..............eeeiiiiesisceeeiiss s e e e e eeeeeeevieees e e e e e e eeeeeeeeeeennnnd 69
5.3.1 System ArchiteCture............cceeeeviiiiiiiiieee e eeeeeeeeeeeiiiviimmeeeeeeeeeeeeeeenn L O
5.3.2  PrOCESSING...ciiiieieieiiiiieeeeieitteeee ettt smme e e e e e e e e enas 72
5.3.3 Artifact DemONSIration............cooiiiiiiiiiiieene s 76
5.4 Principles of Implementation.............cccuuuueiiiiiieeriiiiieieeeeeeee e 7’7
5.5 ArtifaCt MULADIItY .......ccoviiiiieii e 78
5.6 Testable HYPOtNESES.........oooiiiiiii e 78
5.6.1 Expected Productivity Effects of DP1 Related to Recall................... 80
5.6.2 Expected Productivity Effects of DP2 Related to Recall................... 81
5.6.3 Expected Productivity Effects of DP1 and DR@lated to Precision......82
S.7 SUMIMAIY....c ettt eeeee e e et e e e e e e et smeea s e e e e e eetn e e e e eeenn s e e eeennes 83
Artifact EVAlUGLION .....oooviiiiiii e 85
6.1 INterim EValUation............ooooiiiiiiiiieees et e e e e e e e 85
B.1.1 DALASEL....ceiieiiiii ettt e e nnmmeereas 86
6.1.2 Research Model for Interim Evaluation...........cccccceeeeeivieeeciieie e 87
6.1.3 Evaluation ProCEAULE........ccoveeeiiiiiiiirccme et eeennn s 89
6.1.4 Evaluation RESUILS..........ccciiiiiiiiiiiiieeeiiiiiie e e e Q0
6.2 EX-POSt EVAIUALION.......ccoiiiiieeiiiiii e e e e e e e e e e e enas 92
6.2.1 Evaluation Methodology.........ccooueiiiiiiiiiiiieee e 93
6.2.2 Data Analysis and ReSUIS............uuuiiiiiiiiiieei e 101
6.3 SUIMIMAIY. ..ttt e ettt ettt reee e e e e e e e e et et e e e sesbbn e e e eennnnnes 105
Do U 3] o PP PPPPPPRRTRTRN 107
7.1 Discussion of Evaluation REeSUILS............cooiiiiiiiiiiccciieiieiiiii e 107
7.1.1 Simulation RESUIS.......ooiiiiiii e 107
7.1.2 EXperiment RESUILS..........oooiiiiiiiiieiieeee e 110
7.2 Discussion of Overall REeSUILS...........oooiiiiiiiiiiiiiee e 112



7.3 Discussion of Research Gap CONgruenCe..........cccoevvviivieeeieeeeeeeeeeeeeeeeiiinenns 113

T4 SUIMIMAIY.c.ceitiiiiiiie et e e e e e e et e e e reea e e e e eeeeeeeees s ssssba s mmme e e snsnnnne 114

S T @0 T 1113 [ o P PSPPSR 115
e J0 YU [ 101 0 0= U/ PP 115

8.2 Limitations and Future ReSearChl............cooeeiiiiiiieeeri e 116

8.3 CONLIBULIONS ... ..t enenranaa 119
8.3.1 Theoretical ContributionS..........cccoeeeiiiiiiiiee e, 119

8.3.2 Practical ContribULIONS........ccooveeiieiiiiiieeeeee e 120
APPENIX A: PUDIICALIONS ...ttt e Xii
Appendix B: INterview TranSCrPLS .......ccooviiiiiiiiiiiiiiimmme e eeerae e Xiv
Appendix C: Imported KNOWIEAQE...........oooviviiiiiiiii i XXVil
BiDIOGrapy ... e XXX

Vi



Li st of Figures

Figure 1: Requirements ENgiNeering PrOCESSES.........ceeeeiiiurieemeeeeiiireeeeeeeessssessmes 9
Figure 2: HumarCentered DesSigN PrOCESS.........cccuvvieeeeiiiceeereee e eeiiveeee e e e e 16
Figure 3: An Analysis Framework for RDS Research Works.............cccccovieemenee 19
Figure 4: Characterization of Abstraction Identificationt8ys...............cccceevevveeeeee. 20
Figure 5: Characterization of Requirements ldentification Systems..................... 20
Figure 6: Characterization of Requirements Modeling Systems.............ccccvvveeeu... 21
Figure 7: Characterization of Requirements Mining Systems...........cccceeveeme e 22
Figure 8: Processing Characteristics of RDS...........coooiiiiiimiie i 23
Figure 9: Linguistic Preprocessing Using NLP and’8Rhniques............ccccceeeeeninnneee 26
Figure 10: Comparison of IR Usage in Web Search Engines and RDS................ 29
Figure 11: Knowledge Base Characteristics of RDS...........ccccocovviimmeiiieiniie e 30
Figure 12: Evaluation Characteristics of RDS Research Works.............c.cccveemu.... 32
Figure 13: Knowledge Exchange Characterisifd)®DS Research Works................. 35
Figure 14: Analysis Result for Clelattbang et al. (2007)..........cccovvivriieeiicenrneee. 39
Figure 15: Analysis Result for Rago et al. (2011)........ccoevivieiiiiieeme e 40
Figure 16: Aggregated Analysis Results for Related Work.............cccccvvicmnneenn 41
Figure 17: Adapted GMDSR, Based on Vaishnaviléndchler (2007)...................... 48
Figure 18: ReSEaArCh DESIQN.......ccccciiiuiiiiei e ccmiieee et vmmmre e e e e e saane e e e e e 52
Figure 19: RMSSupported Requirements Mining ProCess............cccceevuvieccenveeeenne 58
Figure 20: Associating Design Requirements to Different Types of.DG................ 66
Figure 21: Deriving Design Prindgs from Design Requirements...........ccccvvvvveeeeee 69
Figure 22: Mapping Design Principles to Design Requirements and Design Feafles
Figure 23: REMINER System ArchiteCtUre...........cooiiiiiiiieen et 70
Figure 24: Requirements Mining Process Supported by REMINER...................... 12
Figure 25: Individual Ricessing Steps During Automatic Mining..............cc.vvvveeeee. 74
Figure 26: REMINER Screenshot: User interface for Manual Mining.................... 75
Figure 27: Research Model for #2ost Evaluation..............ccccveiivicmriciiecicie e 83
Figure 28: Research Model for Interim Evaluatian................covveiemmeiveeiieeenneeene 88
Figure 29: Effects of Orig of Knowledge on Requirements Mining Quality........... 91

vii



Figure 30: Effects of Proje@pecificity of Knowledge on Req. Mining Quality......... 91
Figure 31: Experimental ProCedUIe............coooiiiiiiiecce e 95
Figure 32: Requirements Document After Automatic Processing in Configuratia®2
Figure 33:Requirements Document After Automatic Processing in Configuration@®
Figure 34: Distribution of Relevant Knowledge...........cccouvvvveeiiiemiiee e 108

Figure 35: Analysis Result for Research Conducted in Thesis Project............... 112

viii



Li st of Tabl es

Table 1: Assignment of DSR Theory Components to Design Phases................... 51
Table 2: Ontological and Epistemological Stance of the Thesis...........ccccvvviemans 55
Table 3: Goals of Human Decision Makers and Design Requirements of.DSS...60
Table 4: Measurement$ Recall and Precision in the Context of RMS................... 79
Table 5: RMS ConfigurationS...........c..uviiiiiiiiiieemee et e e e 80
Table 6: Components of a Design Theory for RMS............coooiieeme e, 84
Table 7: Simulation Runs for Variable Origin of Knowledge...........ccccooiiivieennnnn 89
Table 8: Simulation Runs for Variable Proj&pedficity of Knowledge..................... 90
Table 9: Participants' Descriptive Data (Average Values)...........cccceeeevvveemrvereeeeens 94
Table 10: Measurements of the Dependent Variables.............ccoovveeciiiiiiennenn 101
Table 11: Recall and Precision for Different RMS Configurations...............ccc..... 102
Table 12: Results of RMANOVA for Recahd PreciSion...........cccccceeevecvieemeeeenns 103
Table 13: Results of Pairwise Comparisons for Recall................cccooveeeeeeeeeeinnee, 103
Table 14: Imported Knowledge Used for Simulation and Experiment................ XXIX



Li st

API

RMANCOVA
RMANOVA
RMS

of

Abbreviati ons

Application Programming Interface

Design Feature

Decisional Guidance

Design Principle

Design Requirement

Design Relevant ¥planatory/Predictive Theory
Design Science Research

Decision Support Systems

Enterprise Resource Planning

General Methodologof Design Science Research
Information Retrieval

Information Systems

Information System Design Theory
InformationTechnology

Java Database Connectyit

JavaServer Faces

Mean

Non-Functional Requirement

Natural Language Processing

Natural Language Bquirement

Natural Language RequiremeiiResource
Open Databas€onnectivity

PartOf-Speech

Requirements Discovery System
Requirements Engineering

Repeated Measures of AnalysiSCovariance
Repeated Measures of Analysisuvariance

Requirements Mining Systesm



SD
SPSS
SQL
UML
XML

StandardDeviation

Statistical Package for the Social Sciences
Structured Query Language

Unified Modeling Language

Extensible Markup Language

Xi



11l ntroduction

1.1 Motivation

In consequence of the pervasive existence of information technology in modern life, the
development of software became increasingly important withesoftware industry

and other industrial sector€ontemporary software development is confronted with
significant challenges includingncreased innovation, cost and time pressure, soaring
complexity and high quality deman¢Bohl 2010) Many software development projects
cannot cope with these challeng@scording to a recent studissued by the Standish
Group,only 32% of all stware development projects are finished successfully, while
the remaining projects invest moresources than planned, reduceirtheriginal
functional scope or entirely faiStandish 2009)

The successf IS' development highlydepends on the accuracy of the requirements
gathered from users and other stakehold@&mgpan and Browne 2012; Hickey and
Davis 2004) Requirements which have been overlooked, misinterpreted or
incompletely specified can cause high coBsehm and Basili(2001)estimate thathe
detection and removal of a software problem after delivery is 100 times more expensive
than the correction of a problem during the requirements or design phase. Therefore, the
efficient determination of complete armbrrect software requirements is of utmost
importance.

Approximately 80% of software requirements are recorded in natural lan{auipeet

al. 2004; Neill and Laplante 20Q3yithin informal requirements documentsterview
transcripts,discussionforums or narrative scenarios. Natural language is inherently
powerful and expressive and déwisbe used to communicate between a broad range of
stakeholders and usef@asamayor et al. 2011Eventhough it appears to be a well
suited meas to articulate and discuss requirements, severe problems emerge when
using natural language in specificati@mcuments as they might be ambiguous,
inconsistent and incomple(®Vilson et al. 1997)Moreover, a direct intepretation of

these documents by subsequent development tools is almost impo&sdadedingly,

! Information Systems



1.2Research Goals 2

natural language requirements are usually transformed from initially informal
statements into more consistent and unambiguous represen{diicimgs and Koerner
2010) This process is referred to asquirements discoverin the context of this
doctoralthesis.

Especially in large IS development projects, requirements discovery is a challenging
task as a huge number mditural language requiremetscomes available and needs to
be analyzed. In these cases, manual requiremeistovery can become time
consuming, erreprone, and monotonous, especially if it has to be repeated multiple
times when updates to previously existing documents become avdiableiola and
Gervasi 2006; Huffman Hayes et al. 200bhese problemieadto a low individual
performance and more spec#ily to a low productivity of requirements engineers
involved in this processAs a consequencehe question can be raised if and how

requirements discovery can be supporteddftware developmestystems.

1.2 Research Goals

Many systems have beeuggestedo support requirements discovery by the means of
technology(Ambriola and Gervasi 2006; Casamayor et al. 2010; Cldtarahg et al.

2007; Gacitua et al. 2011and ultimately to improve requie ment s engineer
productivity. Additionally to a first identification of requirementsr requirements
abstractionsthese systemalsosupport differenprocessing steps such as requirements
interrelation(Ambriola and Gervasi 2006; Harmain a@G@izauskas 2003; Sampaio et

al. 2007)or requirements classificatiofCasamayor et al. 2010; Clelahtliang et al.

2007; Vlas and Robinson 201ZJhe latter class of systems (systems to support
requirements identification and classification) is faclis the context of this thesis and
referred to aRequirementining SystemgRMS).

Although former works made major progress in the technical developmBiM$ffew

efforts have been made to systematically capture the prescriptive knowledge gained. An
according codification and abstraction of results in a design theory could significantly
extend the requirementiscoveryknowledge base and guide future researclhis

2 |n the following, this doctoral thesis will templyr e f err ed t o as Athesi si
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area.To increase the probability of an effective design, this thebould be grounded

on practical experiences in the area of requirements discawerhe one hanend
existing kernel theories which are relevant in this contexthe otherFurthermore,
existingRMS have been mainly evaluated through simulations, comparing the results of
the presented system with a previously defined gold standareh though these
evaluations allow precise measurements of absolute quality criteria, they dibow a
comparison to the as situation ofmanual discoveryMore specifically, theuestionif
RMSimprovear equi r ement s engi ne e rhardlyansweckd yeti d u a | p
As a consequengeéhis researchprojectaims at 1) derivinga theoretically grounded
design theory foRMS 2) implemening an artifact based onithdesign theory and 3)
evaluating if requirementsmining supported by this artifact results in increased
productivity (in comparison tenanual discovely The leading research question to
attain these goals isdow can a system be design&dich aims at improving
requirementsnining productivity ovemmanual discovery

Following a Design Science approathe theory which shall be derived structured
accading tothe eighh components of a design theory suggestedsiggor and Jones
(2007) Design requirementare identifiedbased ongeneral knowledge and kernel
theories design principlesre conceptualizednd mapedto design features which are
theninstantiated in an artifact. The artifact is used to measure effects of the identified
design principles on requirementsining productivity in two experimenisone in a
laboratory and one ia field settingThis thesiscontributes to the design theory body of
knowledge by providing a design theory RKS. Thedesign theory is a contribution to

the IS literature becaustMS represent an important class of design situations that have
not beeradequately describggkt by existing works. From a practigabint of view the

study can help commercial providers of requirements engineering software packages in
the design of their applications. Applied to commercial software developrient,
design tleory can guide developers by reducing the range of possible system features
and development activities to a more manageable sethasthcrease the probability

of success.
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1.3 Structure of the Work

The remainder ofthis thesisis organized in the followingchapters Chaptertwo
summarzes the foundations othis research In this chapter first requirements
discoveryas the superordinate process of requiremeriiéng is defined and relatd to
different requirements engineeringnd software developmenapproaches. Then
different types of requirements discovery systems and their technological characteristics
are presented.

In the third chapteran analysis framework for the related work of this thesis is
conceptualizedThe analysis framework is then dipd toresearch works the area of
RMS which represent the related work of this thedikis analysis results in the
identification ofresearch gap® be addressed in this thesis

In the fourth chaptey the overall methodology which iapplied in this thesis is
presentedincluding an introduction to the concepts of Design Science Research (DSR),
the research paradigm which is followed here.

Chapterfive thendescribs the first main result of this thesisdasign theory foRMS.

The description is structured along tleeht components of an IS design theory
suggested bgregor and Jond2007) including a presentation of the designed artifact.
In chaptersix, the results of two quantitative evaluations which have lbeeducted
over the course of thighesisproject are depicted. The first evaluation was performed
during the design of the artifact while the second evaluation was conducted b#ised on
artifactodés final version.

In the subsequenthapter sevenresults of bothevaluatiors and the overall research
projectare discussed.

Finally, in chapter eightthe contentsof this thesis are summarized, limitations and
future research opportunitieare outlined and both researchl @nactice contributions

are depicted.



2 Foundati ons

In the following sections requirements discovergnd related termsare defined and
characterized. Subsequently, requirements discovemgléded to existingsoftware

development and requirements determinagipproaches

2.1 Defining RequirementsDiscovery

I n general, a requirement is fia condition
a system or system component to satisfy a contract, standard, specification, or other
formally i mp o S(IEEE 1990 @.u B@e Reqsirements can inale
"specifications of the service the system should provide, the constraints on the system

and background information which is necessary to develop the sydRayson et al.

200Q p.1363. Following the suggestioof Ambriola and Gervagi1997)in the context

of this workt he ter m #f@r eq dor the fina prodoct ofrequirenerd d
determinatioras well as for early incarnations of the same information.

The determination anchanagement of requirements is generally associated with the
Requirements Engineering (RE) disciplirfeohl (201Q p.4§ characterizes RE as a
Acooperativaea, iintceareateinteal arp rl)o gathemgoandai mi ng
understandhg all requirements 2) agréeg on requirements between all stakeholders

and 3) documeintg requirements complying to defined specification formats and rules.
Requirements can be documented in natural lang(@ge a narrative scenario), in

models €.g., UML® modds) orevenfigures (e.g.a drawn user interfacaockup)(Pohl

2010) This thesisfocuses on natural language requirements (NLR). NLR can be
expressedin documents (e.g., informal requirements specifications, interview
transcripts, workshop memos, or narrative scenarios) as wiellaéiser resources (e.g.,

entries in issue tracking otest case management systems, support databases or
discussion forumsjVlas and Robinson 2012 herefore, in the following the term
Anatur al | anguage reqgisuseemehtetadrefodnaeéesoal(

document so.

% Unified Modeling Language.



2.1Defining Requirements Discovery 6

As depicted in the introductioMLR are usually transformed fromnitially informal
statements into a more consistent and unambiguous representation, often containing
additional i nformation about a requiremen
requirements.In RE research there are different terms describing thecgss as
requirements eliciteon (CastreHerrera et al. 2009yequirements analysigmbriola

and Gervasi 2006yequirements identificatiofCasamayor et al. 2010} requirements
classification(ClelandHuang et al. 2007)in absence of an agreegon term andn
analogy tothe Knowledge Discoveryprocess(Fayyad et al. 1996)vhich proceeds
similarly, this processs referedto a sReduiremerdDi scoveryo in the con
thesis.Within requirements discoverywo main process steps can be differentiated
requirements identification and requirements transformafolelandHuang et al.

2007; Vlas and Robinson 201Both the identification as well as the transformation of
requirements can be performed with and without system suppgwse two steps are
looked upon in detaih the following.

Within aNLRR, arequirement may be represented by anything from single words (e.qg.,

a data field to be implemented), over an entire sentence (e.g. the description of a
function) to a sequence of sentences (e.g. to specify dunational requirement).
Requirements ideffiltation mainly servestwo purposes:First, it separates texhat
desribesrequirements from text which is not relevant from a requirements point of
view. Second, it delimits each requirement within the document, resulting in multiple,
individual requirenents statemen{¥Ilas and Robinson 2012pepending on théextd s
degree of structure and preprocessthg amount of irrelevant content can largely vary.

In Open Source Software Development, for example, requirements aredeiftdified

from forums containing thousands of lines of social mamications, code segments or
slang which do not contain any requiremei@telandHuang et al. 2007)At the other

end of the spectrunrequirements could be identifieglithin already preprocessed,
semistructured use case descriptions which contain requirements in a very condensed
form. By ignoring or even eliminatinghonrelevant passages of a requirements
description, the requirements identification also results in a summarization of the source
information. In addition to this documewide summarization, requirements

descriptionscan also be abstractedto derive the main concepts and most significant
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terms of the domain under investigatidl om t he requi rement AThe
should provide information about tohe f I i gl
example,t he abstracti omgalféebi camtd mMuwurelpderd,ur e t
extracted to build up domaspecific knowledge for traveling applications.
Abstractions can besed to support subsequent identifications and transformatidos

provide a value in itselfThey can be usefdr exampeé in early requirements elicitation

steps to assist an analyst in gaining an understanding of an unfamiliar domain by
providing a collection of the core terminolo@goldin and Berry 1997)

Based on the identification of individual requirements, a subsequent transformation can

be conducted.Requirements transformatioman include muiple, nonexclusive
transformation steps which are introduced in the following. A widespread way to enrich
requirements with additional semantics is ttlassificationinto distinct categories
(Casamayor et al. 2010; Clelariiang et al. 2007; Vlas and Biason 2012)By using

requirements templates (e.g. the Volere requirements tefplagguirements are

classified into categories such as functional or-fumttional requirements and sub

categories of these (e.gerformance requirements as a-sakegory of norfunctional
requirements). An according classification can simpldy even be a prerequisite for)
subsequent modeling activitie€lassified requirements can lgeouped together to

derive specific model typg (e.g., a data model)n addition a classification structure

which isenvisioned in a template can hétpavoid omitting certaimspects ofoftware

(e.g., usability requirements)

After individual requirements have been identified, they can be interrelated to create
models.A requiremats specification for a purchasing applicati@m examplecould
describe individual data requirements for
enter purchase orders should include a data field to select a purchasing organization. In

case a purcksing organization is subdivided, it should also be possible to select a
purchasing gr oup o) . intefelation ntlgese rnwo g individ@me nt s
requirements could bénked in a data model, in which the according relationship

between purchasing orgaations and purchasing groups is depictedquirements

* http://www.volere.co.uk/template.ht(5.2.2013).
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interrelation is based on abstract terms, and therefsreusually performed after

requirements abstractidrasbeen conducte¢Kof 2004; Mich and Garigliano 2002)

2.2 Relating RequirementsDiscoveryto IS Development

In traditional IS development approachegquirementgliscoveryis asociated with a
formal processand distinct phasesummarized asRequirements Engineering
(Sommerville 201Q)In the following, traditional REis characterized with a focus on

the relation torequirements discoveryctvities. Eventhough taditional RE is still a
widely-followed approachyarious éternative development approach@sg, market

driven developmenthave emerged in recent years, resulting in different settings and
challenges for requirementdiscovery. Therefore, in addition to traditional RE,
requirements discovery is also related to alternative development and requirements

determination approaches.

2.2.1 Traditional RequirementsDiscovery

Traditional RE differentiatebetweentwo main processesequirements determination
and requirements managemébavis 1982; Pohl 2010)Requirements determination
includes the elicitation, analysis, negotiation, specification and validatmh
requirementg(Davis 1982; Pohl 2010)Requirements managementluides change,
traceability and releasmanagement for requiremeriiohl 2010; Sommerville 2010)
(Figure 1.

There is nogeneral agreement to which phassuirements discoverghould be
assigned. While somauthorsrelate it to requirements elicitatiq@astreHerrera et al.
2009; John and @r 2003; Kaiya and Saeki 2006; Kiyavitskaya and Zannone 2008;
Shibaoka et al. 2007/pthersassign it to requirements analy¢iSybulski and Reed
1998; Mich and Garigliano 2002; Park et al. 2000; Seresht et al..2008% one could
argue that it contains aspects of both plagssociating the identification task with
elicitation and the transformation task with analysis), dipiparent inconsisten@puld

also becausedby the inconsistency in definitions of the phases themselves. For
example Pohl(2010)regardsanalysis activities to be part of elicitation, without being a

phase on itown. Sommerville (2010) similarly sees elicitation and analysis tightly
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i nterwoven and combines them in bickey phase
and Davis(2004) in contrast see them as two separate phadeseover, the term
Arequirements uasreal yassi sa0 siysn oonfytmenf or Arequir
the RE literaturédCao and Ramesh 2008)

Requirements Determination

Elicitation <:::> Analysis <:> Negotiation <:::> Specification <'::> Validation

i & g

Change Management

Traceability Management

Release Management

Requirements Management

Figure 1. Requirements Engineering Pocesses

Despite thisdisagreement in allocation, the discovery of requirements depends on the
provision of unstructured or sefsiructured requirements descriptiomgich are
usually gained through elicitation methods in the context of traditiongPR& 2010)

The majority of these methods involves direct interactionbetween requirements
owners and requirements producé@oguen and Linde 1993Requirements ownsr

are usually stakeholders and users of the softweseo provide requirements
Requirements producersonduct a first documentationof requirements ancare
generally part of thgroductor development teamideally, requirements elicitation
would ultimatelyresult in a set of complete and correct requirementsventer due to
cognitive, motivational and communicative issues in the exchange between
requirements owners and producehss isoftennot the cas¢Davis 1982; Valusek and
Fryback 1985) For example, when a user is asked concerning his requirements for a
new system, he is challenged to verbalize his implicit knowledge. This requires a

immediatemental compilationand structuration opreviously unordered information
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resulting in significant cognitive work. Instead of delivering an optimal solution to this
task, users tend to be satisfied with a "good enough{\éalasek and Fryback 1985)

To respond to these issues, a plethora of methods as interviewingocus groups,
observations, document analysisrepertorygrids have been researchadd practiced
(Davis et al. 2006; Goguen and Linde 1993; Tuunanen 2@&)n though some
authorspropose the usage of one single method in any possible situation, an approach
fitting every domain, application and requirements context is yet to be ftnstdad,
Hickey and Davig2004) suggestan active selection process for elicitation methods,
incorporating problem, solution, and project domain characteristics as well as the state
of the requirements.

Many methods wed during requirements elicitation result in unstructured or -semi
structuredNLRR. Interview outcomesfor exampleare summarizeth interview notes

or even transcripts and results of focus groups are documentegeiing protoca or

in a simple emailln a subsequent requirements discowbgse documentreanalyzed

to identify single requirements and transform them into a more formal representation.
Therefore requirementdiscoverycan be seen as a connecting activity between the
requirements elicitatn phase and subsequent phases.

The traditionalRE approach is characterizday distinct, sequential phasesd an
upfront a rdeernfination ob requireen(Sillitti et al. 2005) Each of the
phases is selfontained, andhe processloes not move to the next phase until the
previous phase is cgteted. Furthermoreit is subject to a high degree of formality
enforcing $andards at the haraff between different phaseand involving an
abundance of documentatiqRobey et al. 2001)Although this isstill a widely
followed approach (particularly in custom software developmematjpus éternative
development approaches haeeerged in recent years armkcane increasingly
important(Ramesh et al. 2007; Sharp et 2007; Vlas and Robinson 2012; van de
Weerd et al. 2006)Caused by differentlelivery models (such as paged or open
source software) or alternative development paradigms (such as agile-oeniseeed
development), requirementiscoveryis often performed ina different settingthan in

the traditional development approaches. In the following, these differences and their

consequencesrepointed out
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2.2.2 Market -Driven RequirementsDiscovery

Software is increasingly developed by specialized compafgeware vendors)
implementing packaged softwa(8awyer 200Q) Packaged software (also known as
commercialoff-the-shelf or commercial software) includes all types of software sold as
tradable products (purchasedrr vendors, distributors or stores) for multiple types of
hardware and operating syste@armel 1997)In contrast to custorbuilt software,
packaged software is usually licensed, instead of(Sadyer 2000)

The development of packaged software (sometimes also called rdaviest
development) aimsat implemening standardized software products fomarkes
consisting of a potentialllarge number oflifferentcustomergKarlsson et al. 2002)n
contrast to traditional REn this devéopment approach clear differentiation between
requirements owners and producers is often not possliéers often act as
requirements producers:ustomer wishes (which later evolvi@to marketdriven
requirements are directly articulated and described natural language through
customers using issue tracking systems, emails or similar electronic communication
means (Regnell et al. 1998)Similarly, developersfrequently act as requirements
owners: technologyd r i v e n requi rements ar e Ai nvent ed
managers of the softw& company to differentiate the own prodtrcim a competitive
market (Karlsson et al. 2002; Regnadt al. 1998) The relative ease of requirements
creation in combination with a development model which aims at a large number of
customers can easily result in a big and continuous flow of incoming requirements, a
situation which is referred to a@¥equirements overload(Karlsson et al. 2002)in
addition due to equirements owners fno different companies, requirements are not
synchronized between different stakeholders resultingairhigh probability of
requirements duplicase overlaps and contradictio(an de Werd et al. 2006Even

for requirements without interdependencies, the initiatdgson quality is often poor
(Regnell et al. 1998)Prior to the first inspection through the software vendor,
requirements do usually not pass any quality control, do not adhere to specification
standards red are often formulated by authors not familiar with requirements

specification(Regnell et al. 1998)
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Consequently, product ownersidaother employees responsible for requirements
discovery at software vendors are facing two major challenges. First, during
requirements identificatigihe mainissueis the sheer amount dffferent NLRRto be
analyzedKarlsson et al. 2002)5econd, during requirements transformatotentially
inconsistent customer wisheseed to be processed intoonsolidated product
requirements(Natt och Dag et al. 2004 Consolidation is further impeded by the
continuousarrival of new requirements and the changes applied by customers to already
processed ones.

2.2.3 Agile RequirementsDiscovery

Traditional RE approaches face the problem that requirements are often changed, added
or dismissed during the course of a development project, a circumstance which cannot
be adequately handled in a linear, sequential developmede! (Rajlich 2006) As a
consequence, the resulting software often does not nthtchusesd needs after
deploymenton the one handwvhile on the otherimplemented features asmmetimes

not used (Petersen and Wohlin 2010)Addressing this issue, Agile Software
Development became increasingly popular in the last decade. It propagates i@e iterat
and incrementabkoftware developmenapproach(Larman and Basili 2003and the
compliance to a set of principles expressed in the Agile Manifesto:

filndividuals andnteractions over processes and tools
Working software over comprehensive documentation
Customer collaboration over contract negotiation
Responding to change over following a gan
TheAgile Manifesto(Beck et al. 2001)

These principles are also applied rejuirements determinatiomnd manifesin the
following differences to traditional REFirst, instead of formal specifications,
requirements are mainly specified via face to face communication and narrative user
stories(De Lucia and Qusef 2010y he latter represent short, natural language feature

descriptims ofthe system to be bui{Cohn 2004)In contrast to use cases, user stories
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describea singlerequirement to be fulfilled instead of a complete scendedfingwell

2011) User stories are written from the
cusbmer focus of the agile principleA. typical way to formulate a user story is the

A r eattidty-b usi ness inwahichaestakehoter describes in one sentence, in
which role he interacts with the system during an activity to achieve a busitess va
(Cohn 2004) While the choice of lean documentatioanincrease responsivergefo
cust omer s0 n dimededfortsafor dlocumerdation, at becomes problematic
when customers areot available or cannot come to consensus (in case of multiple
customers)(Cao and Ramesh 2008Furthermore, when people are leaving the
development team (or even the company) their work and knowledge is hardly
reproducible from documentation.

Second, instead of an initiapfront elicitation, requirements adeterminedteratively
(Ramesh et al. 20077As customers often do not have a complete picture of the set of
requiremens at the beginning of groject, this approach offers the opportunity to
explore requirements incrementa(lyeffingwell 2011) While the elicitation quality of
functional requirements can benefit frot@rative elicitation there ishowever a strong
concern thatit nedects certain nonfunctional requirements, such as scalability,
maintainabilty, portability, safety, or performancéCao and Ramesh 2008)n
traditional RE, these technical requirements are often contributed by developers or
architects, also viewing the system framtechnical perspective, which can get lost
when elicitation strictly focuses on the user perspective.

For requirements discovery, the focus on face to face communication reduces the
amount of documentedNLR, which are necessary for requirements discavery
Accordingly, the added value of requirements discovery in an agile setting can be
guestioned. Howeveras previously describedgontinuous extensive and direct
customer integration is an ideal which aaften notbe realized in practicdn cases
customers cannot be physically present for face to face communication, requirements
are still formulated and discussed using information and communication technology
(e.g, through emails, ticket systems or similar means). To complement requisemen
information from face to face communication, these sources therefore additionally need

to be considered and can be adequately analyzed by requirements discovery. An
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according strategy to combine personally with electronically communicated
requirements é&comes even moreportant when the agile principle of iterative and
incremental requirements elicitatiors iapplied and requirements discovery is a

continuous activity.

2.2.4 Distributed RequirementsDiscovery

Distributed development is a major trend in sofenemgineeringAgerfalk et al. 2009;
PriesHeje andPries-Heje 2011) It is usually conducted by virtual teams which are
working together but without being docated(Casey and Richardson 2008)irtual

teams can collaborate across geograplaicdlorganiational boundarieand are usually
linked by communication and information technolofyipnack and Stamp 1997)
According to a study bRobinson and Kalakotg2004) over 95% othe Fortune 1,000

firms utilize globally distributed development tearkhiltiple advantages are associated
with an according approach, including decreased costs through wage differences
between countries, a better access to highly qualiBenployees through global
sourcing and reduced implementation tiraesa resulof working fiaroundthee | o c k 0 i
different time zonegHerbsleb and Moitra 2001; Holméin et al. 2006)However, it

also creates new challenges, due to increased complexity. Working in a virtual team, the
complexity of communicatigncoordinationand collaboration camcreasee.g.due to
different cultural backgrounds and differing work practig&gerfalk et al. 2009; Li and
Maedche 2012)

In distributedRE, methods which rely on face face, synchronous communication are
often replaced by electronically mediated, asynchronous communi¢ktenten et al.

2010) Electronicallyidentified requirements enable the assurance of &ality and
rationale management which are of utmost importance for overall distributed
development and specifically for distributed REeisser et aR007; Hildenbrand et al.
2009) In recent years, using internet technologwltiple types of information and
communication support have been established to support distributed requirements
elicitation. Using wikis(Geisser et al. 200,/Jorums issue tracking systen{$cacchi

2002) or similar technologies, a leasarly documetation of requirements, often in

natural language, can be achieveédr requirements discovery, theS&RR provide
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abundant material for the identification of requirements. In this setting, the
consolidation of requirements is a major challengegegsirements statements can be
spread across different sources and media. To support this consolidation, systems which
enable a identification and classification of individual requirements have been

suggestedVlas and Robinson 2012)

2.2.5 User-Centered Requirementsiscovery

The i dea -cerff eraedi Ubegi gno was ali Nermahinghe opagat

1980s and beoae popular after the publication of two booddorman and Draper

1986; Norman 1988n which the author explains how the usability of products can be
improved byputting the user (and not the system) into the center of all design activities.

In this approach designers have the primary miesimplifying the usefsystem
interaction and make sure that the actual system usage éguatsleast comes close

to) the ntended usage. This aspired congruence prerequisites an extensive
understanding of the users and their tasksckv shall be accomplished bysérong
integration of usexrin all development phases. Additionally to usentricity, Gould

and Lewis(1985) recommendwo further principles which have been incorporated in

most useicentered procedure models, namdigmpirical measuremerisand an
fiterative desigd. While the firstprinciple recommends evaluating prototypes of the
software in early development stages through actual users, the second suggests to
continuously design, test and meastoebe able tdix usability problems.To apply
usercentered design in practice, different procedure models have been proposed (e.g.,

t he AStar L i (Hartsom ahdeHix M@88)e Itoh e AUsabil ity
Li f e c (Mayhea01999) or nGoal Di(Coepert et chl. 2DGF)s i gn O
Further mor eCeaat d@irHaudnamesi gn Processo has

standardization (s€&gure 3.
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Plan the
Human-Centered
Design Process

Understand and
Specify the Context of
Use

Tterate, /o emmmmmmmm——o

A
Evaluate Design N .
uate LJesig A Specify the User
Solution Against . .
. \ Requirements
Requirements \

Produce Design
Designed Solution Solutions to Meet User
Meets User Requirements

Requirements

Figure 2: Human-Centered Design Process

One of the distinguishinglements in comparison to other software engineering
approaches is the initial activity fAUnder st
specification of user requirements. Revisiting the goal of-csetered design to

increase usabilitythis activty reflects the fact that usability is no generic attribute, but
defines A[t] he extent t 0s pvénd ic Yh etalbachipseeordsu c t
speci yed tdoeelfsf ecti veness, edyecieney aodt esx
use @SO 1998)

An established method to capture the specific context of use is the contextual analysis,
proposed byBeyer and Holtzblatt 1998Yhe basic principle of contextual analysis is

the observation anthquiry of users at their actual workplace and during their daily

work activities. Applying this method, requiremeptsusability engineerkearn which

aspects of the current work practices (including the utill&@re helpful or hindering.

Furthermoreit canbe clarifiedwhich features of aifS are important or less important

® According to 1ISO 924210(ISO 2010)
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for a user. To get a comprelsare picture, contextual analysare usually conducted
with multiple users (even in similar working context§)Vixon et al. 199Q)
Requirements Hyineers should remain passive during contextual analyses, taking the
role of an apprentice who learns the users work context fron{Bayer and Holtzblatt
1998) Learning how and why something is done or not is one of the main goals of this
exercise.

During the specification of the context of use, a plethora of unstructured and semi
structued documents and materials is compiled which can be analyzed during
requirements discovery. This includes interview transcripts, observation notes or first,
narrative scenario descriptions describing a typical work pra¢Bharp et al. 2007)
Contextual analyses which involve observations may also result in audio or video
material containing requirements information. The combined analysis of textual and
norttextual informationtherefore represents an additional challenge in-cesetered

requirements discovery

2.3 Summary

In this chapter, topispecific terms and concepts which are relevant in the context of
this thesis were introduced. Starting with general definitions of regames and
requirements engineering, the specific process of requirements discovery was defined
and conceptualized'his specific process hdlsenbeen related to existing approaches

to develop software and determine requirememtghlighting thespecificimpact and

context of requirements discovery.



3Rel ated Work

In this chapteran analysis framework forelatedresearch workn Requirements

Discovery Systems (RD33 presented. First, an overview of the analysis framework is
depictedThen each of the frameworkoés di mensi ons
detail. In the last section of the chapter, the framework is applied to research in the area

of RequirementMining Systems (the focus of this thesis) and the reseaphagpich

will be referred tas outlined.

3.1 Analysis Framework

As previously described, unassisted requirements discovery can bedimeeming and

error prone. Therefore a plethora of systems have been proposed to support the process
(Meth et al. 2013a)Thesesystems are referred to as RDS in the following and are

analyzed along a multimensional analysis framework, whichdepicted inFigure 3

The framework consists of multiple dimensions (e.g., purpose), charactenbis
areassignedto a di mension (e.g. fdevaluation appr
values for characteristics (e.g. the char a
val ue ficont r o The érst twe dinpepsiongurpasd and desigaye used

to aralyze RDS from a technological point of view. First, analyzingptingoseof the

systems, a differentiation concerning the output of the systems is made. Second,
investigating thedesignof the systems, characteristics of the employed technology are
distinguished.The third and fourth dimension (evaluation and knowledge exchange)
complement the framework to enable a holistic assessment of RDS research works. This
includes an analysis of the chosevaluationapproaches and constructs as well as a
classification of the type oknowledge exchanggpplied in the research work. Each of

the dimensions their related characteristics and the different values of these

characteristicsvill be explained in detail in the following.

® parts of thichapter of the thesis are based on Meth et al. (2013a)

18
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Identification Identification
p of Abstractions of Requirements
)0S - - -
urpose Classification Interrelation
of Requirements of Requirements
. Degree of Automation Marnual Semmi- . Automatic
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Bas Dictionary Ontology
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Knowledge General Design Mid-Range Formal
Knowledge Grounding Knowledge | Theory Theory Theory
Exchange Knowledge Artifact Nascent Well-developed
Contribution Description Design Theory | Design Theory

Figure 3: An Analysis Framework for RDS Research Wrks

3.2 Purpose

The purpose of RDS is the support of the requirements discovery process in the
identification and transformation of requiremefitsm NLRR (e.g., documents, issue
tracking databases or emailslh 2.1, different types ofidentification, namely
requirements identification and abstraction identification and different types of
transformationnamely requirements classification aredjuirementsnterrelationhave

been introduced. Ithe following, these characteristics of the discovery proaessised

to characterize different classes of RDS.
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3.2.1 Abstraction Identification Systems

Identification Identification
of Abstractions of Requirements
Purpose ; - -
Classification Interrelation
of Requirements of Requirements

Figure 4: Characterization of Abstraction Identification Systems

Abstraction Identification Systems aim at the identification of abstractions NHORR

which will, for example, assist a requirements engineer in gaining an understanding of
anunfamiliar domain(Berry et al. 2012)In this context, abstractions are single words
within the requirements document which represent the main concepts and most
significant terms of the problem and application dom@iacitua et al. 2011)This
domain knowledge can thése used asa referenceanda starting point durindurther
requirements discovery. In particular the knowledge kalp to avoid information
overload and to overlook important aspects that might evolve into require(Bentg

et al. 2012 Systems that support abstraction identification through automatisms have
been proposed b@acitua et al(2011) Goldin and Berry(1997) and Sawyer et al.
(2002)

3.2.2 Requirements Identification Systems

Identification Identification
of Abstractions of Requirements
Purpose - - -
Classification Interrelation
of Requirements of Requirements

Figure 5: Characterization of Requirements Identification Systems

Requirements ldentification Systems focus on the pure identification of requirements,
without subsequerdiscoverysteps.However, mosbof the systems support addital
activities related to requirements determination. For example, in the system presented
by Kaiya and Saek(2006, NLRR are preprocessed to identify requirements and the
related concepts. A requirements engineer then manually maps these concepts to items

of an ontology from the same domain (if possible). Based on these mappings, the
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system then recommends furtlmequirements to be added. Through this procedhee,

overall comfeteness and correctnessrefjuirements descriptiorghall be improved

An enhanced version of this system is presente8hibbaoka et al(2007) Another
example isthe system developed b@astreHerrera et al.(2009) It supports the
identification of requirements theme®n the basis ofnitial statements, which are
entered manually yothe customers into aek-basedtool, a linguistic processing is
conducted to tag each statement withstrative terms. Based othese tags, the
statements are clustered to requirements themes. For each requirements theme, a

discussion forum is created to foster further dismurs among stakeholders.

3.2.3 Requirements Modeling Systems

Identification Identification
P of Abstractions of Requirements
Urpose Classification Interrelation
of Requirements of Requirements

Figure 6. Characterization of Requirements Modeling Systems

Requirements Modeling Systems identifjbstractand interrelaterequirements. The

resulting models and their graphical representation can foster the discussion of
requirements with stakeholders and enable a direct transition between requirements and
design activities(Sommerville 201Q) A plethora of systems has been proposed to
support requirements modeling: While some eayst generate standardized UML
models(Ambriola and Gervasi 2006; Harmain and Gaslkas 2003; Sampaio et al.

2007) others produce proprietary objariented modelgMich and Garigliano 2002)

models specifically tailored to security requiremgidgyavitskaya and Zannone 2008)

or models to describe the i1nteraction of
(Brasser and Vander Linden 2002; Lemaigre et al. 2008; Tam et al. 1998)
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3.2.4 RequirementsMining Systems

Identification Identification
of Abstractions of Requirements
Purpose Classification Interrelation
of Requirements of Requirements

Figure 7: Characterization of RequirementsMining Systems

Requirementdlining Systems identify requirements and classify them according to an
existing taxonomyDepending on the type of knowledge gexton (see3.4.]), they

can also include functionality for abstraction identificatiGlelandHuang et & (2007)
focus on onfunctional requirements (NBRas e.g. security, performance or usability
requirements. Based on thetino that each sugroup of NFRhas its unique keywords,
the system uses different knowledge bigmms to find and classify NFRom each sub
group. Casamayor et al2010) similarly aim at the detection of NERand employ a
semisupervised dagorization approach that only needs a small set of manually
classified requirements for the initial training of the classiflartheir system, the
classification mo d e | i s iteratively enhan:t
artif actRago etoal(20plypresent QAMiner, a system thatso aimsat
discoveng NFR. The systemhowever analyzes use case specifications, and relates
requirements to prdefined quality attributes (e.g., modifiability, performance,
availability, etc.) to avoid that these nfimctional aspects are understhtin the
resulting requirements specificationdas and Robinsoif2012) present an automated
approach for the identification and classification of both functional anefurational

requirements in natural language feature requesipef soure software projects.

3.3 Designi Processing Characteristics

To fulfill the previousy described purposes of different types of RI& systems
provide alternative processing characteristitsch will be presented in the following.

The characterization is centered on the concept of automation, being the core processing
concept of RDYClelandHuang et al. 2007; Natt och Dag et al. 200&eRGonzlez

" Each of the four systems will be analyzed in more ditaflie related work paragraph.
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and Kalita 2002; Sampaio et al. 200Fjrst, a differentiation of approaches along
different degrees of automation is maédter thatthe unarlying technology to enable

automation is introduced.

. Semi- .
) Degree of Automation Manual . Automatic
. Processing Automatic
Design | ., Lo = -
= Characteristics Automation Information Natural Language Other
Technology Retrieval Processing

Figure 8: Processing Characteristics of RDS

3.3.1 Degree of Automation

While there are some research works, which present system stgrpoutrely manual
requirrments discoveryAbrams et al. 2006; Ossher et al. 2Q08pst RDS incorporate
capabilities toat least pdially automate the procesblowever, existing works show
differences concerning thieegree of automatioprovided. Research suggests that while
systemsupport can cause an efficiency advantage in comparison to a purely manual
discovery(Cheng and Atlee 2007a complete automation @équirements discovery
tasks can lead to a loss of information or erroneous re&oidiislin and Berry 1997)

Berry et al.(2012)point out that the cognitive aspects of requiremeiigsoveryshould

not be underestimated, &DS may omit important requirements, and fail to detect
logically correct, but questionable requirements. Thus, automation approaches should
additionally involve human interactioithis indicates a conflict between the benefits of
automation and the necessaf human interventionAccording toParasuraman et al.
(2001) the appropriate degree oftamation in the support of human tasks should be
chosen according to a variety of evaluative criteria, including the reliability of the
automation and the costs of decision outcomes. While a full automation would replace
the human analyst, a seautomatedapproach would merely support him and thus
rationalize requirementdiscovery while still requiring an interaction with the system.

In contrast to (sem)automatic approaches, during manual requiremeistoveryan
analyst would start the analysis frostratch, without any potential requirements
recommended by the system. This said, it should be noted that in practice the degree of

automation should rather be seen as a continuumatharcategorical concept. While a
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fully automated approach might target replace anymanual requirements mining
activity, in most cases an analyst will still douleeck at least parts of the results of

the automatism to make sure that requirements have been captured correctly. In this
sense the differentiation between semtomation and full automation which will be
made inthe frameworkshould rathebe understood as the sign and usage focus of a
system Examples forsemiautomaticRDS include the systems presenbgdAmbriola

and Gervasi(2006, Casamayor et ak2010, Rago et al. (2011) and Sawyer et al.
(2002) examplesfor entirely automatic approaches are presefgdsacitua et al.
(2011, Goldin and Berry(1997, Kiyavitskaya and Zannon€008 ard Vlas and
Robinson(2012)

3.3.2 Automation Technology

Most RDS use Natural Language Processing (NLP)nformation Retrieval (IR)
techniques to automate requirements discoyBerry et al. 2012; Cheng and Atlee
2007) The according techniquesan be employedotachieve each of the previously
described requirements discovery purposesich will be outlined in the following.
There is plethora of different techniques from NLP, IR atiter research fields which
have been applied to RDS. fie subsequent assemblyetéfore does not claim
completeness, but shoutdtherbe seen as a compilation of prominent design choices
for RDS systems.

3.3.2.1 Linguistic Preprocessingto Prepare Requirements Oscovery

Before search techniques or other automated discovery techniques applibd, the
providedNLRRs need to be preprocessed. In this preprocessinegtexts are broken
down to a list of relevant, individual and harmonized words (or even parts of words).
This process idescribed in more detarl the following.

First, the textis split into single sentences and words, applying sentence segmentation
and tokeniztion (Palmer 200Q) Sentence segmentati@ms at identifying sentence
boundaries, which are usually indicated by punctuation m&yksing tokenization

word boundaries are localized and usedutther segment th&ext into single words.

Even thoughn English texts in most cases word segmentation can be performed after
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each space, there are some exceptions to this heuUfistiexamplea g e nsd(e.g.ve i

Johnds desk) i swonahile an afostrophigesim perbecaniractiors
(e. g. s h e Gam pdditior&alpvorce (s)ewhithsneed to be separate@almer
2000)

After tokenizationhas been performedirelevant words need to be eliminated to

improve the performance and precision safbsequenfprocessing, a process step

referred to astop word remova(Silva and Ribeiro 20035top words represent words

which are extremely common and therefore not helfdul NLP or IR processing
(Manningetal.2008) Exampl es for English stop words
Finally, the remaining words usually need toH@monizedHarmonizationcan help to

detect duplicates and improve the results of subsequent processing Baieps.

searchesfor example,using the exact same words as they originally aecbin a

NLRR generates multiple problems. Semantically similar words maypearin

varying forms,e.g.due to grammatical conjugation and declination, different spelling

(e.g., American vs. British spelling) or incastent capitalization of word$/anning et

al. 2008) Without harmonization these words would not be recognized as similar,
resulting in an unsuccessful seardius different harmonizationtechniques can be
employedwhich will be summarized in the followingrirst, curing normalization the

capitalization of words is harmonized and accents, diacritics and hyphens are eliminated
(Manning et al. 2008)Second,during stemming,words are reduced to their stems

(Salton and McGill 1986)Word stems in contrast to original words do not contain
grammatical alterations like plurals, gerund forms or tense suffixes.

Eventhough normalization and stemming cawcrease information retrieval success,

they can come to limits if words have multiple meanings depending on their actual word

cl ass. For example, the word fAorder o can be
functionality to ordears @atneoruinn g( fisSphagyv i Tyestoe
detail s of an nortdheer of)i.r sWh ee xeaamsartiviey wiiichr der 0 |
should be supported by the system, in the second ex#&ordieo describes an object or

data elementSimilarly, it is difficult to apply stemming to irregular verbs, for example

the word fAwentodo has no common stem with Ag

conjugations of the same verbherefore, alternatively to normalization and stemming,
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the NLP technique ofemmatizabn can be employedWhile normalization and
stemming aim at the reduction of words to a common partfjgrgductiord is reduced

to fiprodu®), lemmatization replasethe original word with a lemma. A lemma is a
word, which serves as a proxy for an entet of forms taken by this wordror
example,the conjugationgichoose choseand chosew would all be replaced by the
lemmarfchoose.

Lemmatizers usually require an input tuple of a) the word to be replaced and b) the
word class associated with this wore.g. noun, verb, adjective). In computer
linguistics these word classes are referred to as-gfaspeech (POS)Voutilainen
2003) POS taggings the process of assigning paftspeech labels to waosdJurafsky
and Martin 2009)Additionally to the use in lemmatizPOS tags can also be used to
improve IR reslis (which will be describethter or). Figure 9givesan overview of the

described NLP and IR techniques for linguigtieprocessing.

[ Tokenization ]
[ Stop Word Removal ]

- = em em em em em em em em em em em e e e em em em em = = = -

[ Normalization ] [ POS Tagging ]

A 4 4

[ Stemming ] [ Lemmatization ]

—— e e = = = —

Harmonization
Figure 9: Li nguistic Preprocessing Wing NLP and IR Techniques

3.3.2.2 FrequencyProfiling for Abstraction Identification

As described earlier, abstraction identification aims at identifying the main concepts and
most significant terms of eequirementslomain The previously described techniques

for linguistic preprocessing can help to identify and harmonize individual watds
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aNLRR. However, apart from stop word removal, no filtering or selection is applied to
reduce the set of words to the most important ones for a specific domain.

A common approach to achieve this is the usageeguency profiling(Gacitua et al.

2011; Goldin and Berry 1997; Sawyer et al. 2002)ts kasic form, frequency profiling

is based on the idea that the importance of a word in a text is proportional to its
frequency of occurrencgGoldin and Berry 1997)Consequently, the most frequently
used words in a requirements document (apart from stop words) are identified as
candidate abstractionsf which a requirements analyst could manually pick the final
set of abstractions.

Although the usage ofabsolutefrequency numbers already providegood results
(Wermter and Hahn 2006k can be improved bgnalyzing the relativérequency of
wordsin the given textSawyer et al(2002)describecorpusbased frequency profiling
which is based on the assumption that wordscitdre significant to a domain will be
revealed by an increased relative frequency of appearance in the text in comparison to a
normative corpusAs a normative corpus, they apply a 2.3 milhoord subset of the
British National Corpus which contains teamipts of spoken English. Whenever a word

is strongly overrepresented in the given text (in comparison to the normative corpus) it
qualifies to be identified as an abstractidhhile corpusbasedfrequency profiling
works wellfor single words, itannot be applied tmultiword termq e . g . Arequirem
engi neer 0,Gacitud btalf2@1l)suggesto calculate significance values for
multiword termsby using weighted averages of the individual wolaty-likelihood®.

Their results show #t an according apprdacansuccessfully capture multiword terms

andthushelp to further automate abstraction identification.

3.3.2.3 Techniques for the Interrelation of Requirements

A large variety of methods has been used in alternative combinations to support the
interrelation of equirement resulting in requirements mod@snbriola and Gervasi
2006; Kof 2004; Mich 1996; Omoronyia et al. 201M)steadof describing each
technique in isolation, an exemplary approach to combine different methods as

suggested bifof (2004)is presented in the following. The interrelation of requirements

8 Log-likelihood is a measure for the relative frequency of a word.
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in a NLRR basically breaks down toan interrelation of single words within this
resource. A first hint for an association between words in a docuraenbe drawn

from the structure of individual semtees.Kof (2004) suggests building parse trees
from each sentencén these parse trees,sentence predicate and its subject and object
are capturedand linked to each othefhe resultingset oftreesis then clustered to

derive further associations. First, parse trees of the same predicate are grouped into one
cluster. Tha, the resulting clustersare compared, searching for overlaps in their
subjects or objects. Overlapping clusters are joined amidt resnitial taxonomiesin a

last step,association mining (as suggested Mgedche and Staaf2000) is applied.

Words whch often occur in the same sentences are assumed to be associated.
Consequentlythe taxonomies holding theserds are linked to each other, resulting in
aninterrelatedequirementsnodel (or more specific an ontology).

3.3.2.4 IR Techniques for theldentification and Classificationof

Requirements

Web search engines (such as Google) are probably the mostweth applications of

IR techniques. In response to a set of entered search terms, a web search engine
generates a list of matching wses. Pior to the search, each of the websites has been
indexed, resulting in a list of words associated with the site. During the search, instead

of scanning entire websites, the search terms are applied to the lists of indexed terms
resulting in a fagr respase time.

The same principle can be applied to requirements identification. Requirements
identification in aNLRR is basically about differentiating those words which represent
requirements from further content which is rrefevant from a requirements poiof

view. To support this task, knowledge bases which contain requirenems are
provided.Thesetermsare assignetbr equi r ement s categories (e.
number 0 mi ght be assirgemead rtédontbendewdilsabautt e gor y
knowledge basewiill be presented irSection3.4. Figure 10showshow IR can be

applied in this scenario to support requirements identificatitach term in &NLRR

can be used as a search term. Using this search term, the IR algrites to identify

a matching requirements category by searching the requirements terms within the
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knowledge base. A terwill only be successfully identified as requirement if this
searchis successful, meaning that a requirements category is associated with the search
term with ample probabilify For classification, the requirements category with the
highest probabilitys thenassigned to the identified terrtf no requirements category

with sufficient probability is identified, the term remains unassigned.

mdexterm 1 |

website B
= (= P

lI
-‘

Knowledge Base
|
requirements [— ———
category A

term 1 »

. ._ requirements
requirements I | L — | category B
term 2

website C

Information Retrieval using
a web search engine

Information Retrieval using
aRDS

term in natural
language resource

Sl

Figure 10: Comparison of IR Usage in Web Search Bgines and RDS

3.4 Designi Knowledge Base Characteristics

As described earlier, many automation techniques used for requirements discovery
require the existence of a knowledge base. Knowledge bases coksigigdg items

which are made up dérmsand metanformation associated todgke termsTermscan

be wsed during requirements identification to act as an index during the retrieval
processTheyare usually linked tdurther informationfor example an assigrent to a
requirements categorfemaigre et al. 2008; Sampaio et al. 200dMowledge bases

can differ in the origin, volatility, structure and domapecificity of the included

knowledge which will be explaindaelow.

° For this purpose usually a threshold probability is defined.
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Knowledgc_(_)rlgm & Imported / Static Retrieved / Dynamic
5 Volatility
Knowledge
Design Ba: Structure Dictionary Ontology
Characteristics
Domain Specificity Domain-Specific Domain-Independent

Figure 11. Knowledge Base Characteristics of RDS

3.4.1 Origin and Volatility of Knowledge

Knowledge origin describes the way the knowledge bases required for knowledge re

use are populated. The creation of knowledge is either initiated by an upload of existing

=1

knowl edge to the system (ref eby knewdedge o as
retrieval from document s ( n(Stableetal.@l)t o as A
contrast to imported knowledge, retred knowledgecan usually be acquired in

combination with actual usage data.

In the context of requirementliscovery this could be information about how often

users have assigned a spectiiem to a specific requirements categoRetrieved
knowledgecan be added to the knowledge base as a byproduct of manual requirements

di scovery. For example, the data requiremer
overseen by automated requirements discovery raight then be identified and

classified manuallyThis manual activity has two effects. First, it adds an additional
requirement to the automatically discovered requirements from this resource. Second, it

adds a potential new knowledge item to the knowledge base, consisting of the term
Afrequenmbefrloyeandnut he assignment to the ¢
Through this mechanism a constant flow of potentially new knowledge items is created.
Consequentlyit has been integrated into a number of existing RCI8landHuang et

al. (2007) e.g.iteratively train thei nonfunctional requirements classifier based on the

anal yst 06 Kayaae Sabk@0&)similarly consider a refinement ainported
knowledgedrawing on the information extracted from the requiretsstatements, thus
incorporating retrieved knowledgeln contrast to the dynamic nature of retrigdve

knowledge provisionimported knowledge is only addédthe responsible knowledge
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engineer initiates a knowledge uploa@onsequently, the creation of imported

knowledge is rather static in comparison to the generation of retrieved knowledge.

3.4.2 Structure and DomainSpecificity of Knowledge

Knowledge bases cavary in structureand complexity. They often consist of either
dictionaries(Lemaigre et al. 2008; Sampaio et al. 20@0Hich hold assignments of

terms to requirements categories or ontolodi€aiya and Saeki 2006; Vlas and

Robinson 2012yvhich additionally include relations between different concapisile

dictionaries can help in the identification and classification of individual requirements,
ontologies can be used to improve the overall discovery rekaitga and Saeki2006)

for example,use ontologies to improve the completeness and consistency of the
discovered requirements. They achieve this by compdaheddentified requirements

with an existingdomain ontology. For example, an analyst could manually eap

requr ement which specifies a train reservati
item in a domain ontology for reservation
is related to thetie m i c iaghauld beopos§ible to cas@ reservation). Based on

this information,the system would inform the requirements engineer to additionally
consida&mceaeal AfunctionalityoNLRR.f not already
The discovery of requiremenpremisesto osme extentthe existence and application

of domain knowledge (Ambriola and Gervasi 2006; Hickey and Davis 200@ata
requirements such aesofipur émas er baflthighgr au mb
relevance for the domain of procurement applications, while they would bevamele

for a human resource applicati@®onsequentlythe automatediscovery of this type of
requirements can profit fromadomainspecificknowledge base which already contains
corresponding knowledge items. In contrast, other types of requirements, for example
performance requirements, can be identified with less domain knowlédue.
requirement fAThe responbe fameefot,ioahi $0f 8¢
examplecould be defined for an application in almost any kind of domain. In this case
related terms such as Aresponseo, Aiti meo a
domainrrunspecific knowledge item®ue to these diierences in domairspecificity

across different requirements categories, there might be dapeaific and domain
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unspecific contents within a single knowledge b@dsamaigre et al. 2008)rherefore
instead of a alternativeclassification in domahspecific andi unspecific knowledge
basesthe proposed analysis framework allows both da&sgions at the same time. An
example of a rather domaimspecific knowledge base is described Biasser and
Vander Linden(2002)who present a systeto capture interaction requirementshile
an examplefor a domairspecific knowledge bases provided byKaiya and Saeki

(2006)(as depated in the last paragraph).

3.5 Evaluation

RDS related research aims at knowledge contribution through the development and
investigation of artifacts. It can therefore be associated to design refdawter et al

2004; Simon 1969)Works which follow a design research approach are usually
characterized by two main research phases. In the build phase an artifact is designed.
Then, in the evaluation phagbe effectiveness of the artifact is asses3edenablea

holistic assessment of RDS research work, the previously introduced framework
therefore includes a dimension to describe éhaluationphase ofthese works. The
according framework characteristics and their values are presented in the following.

. Proof of Case ) ) Controlled
Evaluation Approach Simulati )
2 Concept Study rhuiaton Experiment
Evaluation
Evaluation Constructs Complet Corcectn Effici Oth
. ompleteness orrectmess
(Dependent Variables) P aency o

Figure 12 Evaluation Characteristics of RDS Research Wirks

3.5.1 Evaluation Approach

Hevner et al.(2004) distinguish two experimental design evaluation methods: A
controlled experimentinvolves studying the presentedystem in a controlled
environment which can be done e.g. by comparing ¢énfopnance of an analyst using
the systemwith the performance of an analyst devoid its support. In contrast, a
simulationcomprises the execution of the artifact with test @d&vner et al. 2004)n

the context of RDS, @erformance evaluation based on a simulation is possible by
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comparinga s y souteutri@ asgold standard set of requirements, which is the output
created manually by an expert or a group of experts.

Additionally to experiment evaluations, two further types of evalua@wadrequently
applied in the context of RD@Veth et al. 2018: A mere demonstration of the
presentedystem e.g. by an application to a reabrld example without data collection
and analys is classified as proof of concepin the following, while an evaluation in
practice, e.g. in an industrial environment, will be denotedcasea studyAccordingly,

the identified workswill be categorized to evaluate their approaches either by 1) a

controlled experiment 2) a simulation 3) a proof of concept or 4) a case study.

3.5.2 Evaluation Constructs and Measures

To evaluate the effectiveness &DS, the assessment of the completeness and
correctness of the identified requirements is a common prgGasamayor et al. 2010;
ClelandHuang et al. 200, Rago et al. 2011)Completenessnsures that all the
information required for a problem definition, i.e. all properties that are desired to hold
true, are found @owgh and Getvasie2008)meecarriecinesot i 0 n

a requirements specification is determined by the included share of reguisewhich

match existing needs. The IEEE Recommended Practices for Software Requirements
classfya requirements specification as correct
therein is one t hdlEEEt1998p 4 oft ware shall me et
An operationalization of these constructs is possible by drawing on metrics from the
information retrieval domain, specifically precision and re¢&alton and McGill

1986) Recallis defined as the proportion of relevant items that are actually retrieved in
answer to a search query and is very commonly used as a measure for completeness
(ClelandHuang et al. 2007; kavitskaya and Zannone 2008; Sampaio et al. 2007)
Precisionis the proportion of retrieved items that are relevant to the query and is often

used as a measure for correctness,llysimacombination with recall.

RDS strive to generate requirements desons with high recall and precision.

However, mproving recall and precision at the same time is a challenge, as maximizing

the number of retrieved requirements to improve recall is often done at the cost of also

retrieving more irrelevant items whialeduces precision. Trading off precision for
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recall or vice versa, one might argue thatR@S, recall is the more important measure

of both, as errors of commission are easier to correct than errors of onjBsron et

al. 2012) While an omitted requirement needs to be identified within a potentially
longer source document, requiring significant time for manual searching, a wrongly
identified document can easily be deleted from the list of the all identified requteme
This requires however, that the resulting list of requirements is significantly shorter
than the source documentccordingly, recall and precision are sometimes
complemented with a third measure describing the summarization provided by the
system Summarization measures the volumeaof s y sdutputid selation to the

input document sizesystemsproviding a high level of summarization simplify manual
corrections of automatically identified requirements as the analyst can concentrate on
reviewing the relatively short output of thgystemin contrast to its longer input
document. Particularly for abstraction identificatisystems summarization plays an
important role, as this type afystemsaims at distilling the key abstractions of an
initially long document.In the analysis frameworkhe concept summarizatiors
subsumedu nder t h eOtherg tCeo s rt yogether swjtho further concepts
which areonly seldom applied

In addition to measures for requirements quality, which represent thenoaitof the
discoveryprocess, it is also worthwhile to observe the process leading to this outcome.
In various worksprocessefficiencyis assessed additionally to quality aspéCigland

Huang et al. 2007; Kiyavitskaya and Zannone 2008; Sampaio et al.. Z08&yvery
efficiency can be measured by the time required to transform an unstructured input
document to a set of structured requirements. In the caR®&fthis time period can

be split into two phases: the automation phase and the manual phaseth@/tileation

of the automation phase is determined by the runtime of the automation algorithm, the
duration of the manual phase represents the time for manual corrections of the
al gorithmdéds findings. I't can beasaistssed t ha
critical than the duration for manual adaptions, as the automation can run in a
background job without absorbing the analy
adaptions should be observed critically, especially in evaluations which mmpa

automated with manual approachés.summary,to enablea holistic evaluation o&
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s y st effeclivenessthe analysis framework considdmsth aspectsréquirements

mining quality and efficiency).

3.6 Knowledge Exchange

Through the description of amar t i f act 6s design and eval u.
contributes to the body of knowledge. However, an increase in knowledge contribution
can be achieved if design research is based on existing theories or even contributes
theory itself (Gregor and Hevner 2013Yhorough theory grounding can extensively
leverage existing knowledge and thereby increase the likelihood of designs that are
actually effectve. Codification and abstraction of results in a design theory can help to
generalize th findings of design research. An according conceptualization extends the
contribution of design research beyond the search of specific solutions to specific
problems and has been intensively discussdaiSR (Baskerville and Priesieje 2010;

Gregor and Jones 2007Both the knowledge grounding and contribution are
summarized in a fourth dimension of thealysisframework, entittedi Kn owl ed ge

Exchange .

General Design Mid-Range Formal
Knowledge Knowledge Theory Theory Theory
Exchange Artifact Nascent Well-developed

Description Design Theory Design Theory

Figure 13: Knowledge Exchange Characteristics of RDS Research @rks

3.6.1 Knowledge Grounding

In accordance witlGas et al. (2012) four categories of knowledge to ground design
researchare differentiatedl) formal theories 2) midange theories 3) design theories

and 4) gened knowledge.Formal theories( s omet i mes al so referreiq
Theorieso) represent theories from within
natural and social sciend®Valls et al. 1992) They are mainly descriptive theories

which can be used to guide the design and derive testable propositions for the
evaluation of the artifadiKuechler and Vaishnavi 2008; Walls et al. 199&hile the



3.6 Knowledge Exchange 36

grounding on kernel theories is generally regarded as a rigorous basis of DSR, it is often
difficult to apply them to the specific, practical context of an arti{Betskerville and

PriesHeje 2010) Therefore, Kuechler and Vaishnavi2008) suggest mid-range

theories which are based on formal theories but provide additional explanatory
knowledge to increase applicability to practical problewkile formal and mierange

theories do not originate from actual design activities, the knowledge grounding can

also be based on previodssign theoriesGregor and Hevng2013)refer to this reuse
ofprescpti ve design knowledge as fiexaptationo,
new problems. Exaptation is appropriate in scenarios, where an artifact in one field is

not available or suboptimal and is designed by applying prescriptive knowledge from

artifact of a different field. Finallyempirical ai nonempiricalgeneral knowledgean

be used to ground design reseatChechler and VaishnayR012)refer to this type of

knowl edge as Atacit t heoryo, conslasedti ng of
justificati ons f o r(Kugchier and Varslhnavia201®.al@geThis d e s i g n ¢
informal type of knowledge enables DSR to explore domains in which more formal
knowledge does not exist or is spafisaechler and Vaishnavi 2012)

3.6.2 Knowledge Contribution

Kuechler and Vaishnav{(2012) classify DSR works concerning their kn@asbe
contribution into three different groups. The first group consists of works which only
present the implementextifact, without further discussingow and why it works and
which design practices have been employed in its implementation. Design knowledge
and justification of design features in these works remain tacit and the entire knowledge
is captured within the artifact. The authetatethat ths type of knowledge contribution

is appropriate for groundbreaking innovations in which the artifact itself provides
sufficient novelty to compensate scarce theoretical contributions.

The second group of works contributes additional knowledge in the &@rran
Information System Design Theof\5DT). An ISDT as suggested biyalls et al.
(1992) abgracts the design efforts to maequirements and design principles (meta
design) which prescriptively support the design of future instantiations within the same

class of systemsMoreover, an ISDT explicitly codifies the knowledge which is
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captured iran artifact whth allows other researcheas well as practitioners to leverage
the generated knowledge without the need to analyze the artifact itself.

As a third type of knowledge contribution (and a potential third gra€&pgchler and
Vaishnavi(2012)suggest the construction of a mmhge theory whichhiey refer to as
design relevant explanatory/predictive theqiyREPT). A DREPT should capture
knowledge which cannot be adequately presented in an ISDT, namely the linking
effects between kernel theory constructs and ISDT constrActsiISDT is mainly
occupied with the explanation of the build process. In contrast, a DREPT focuses on the
explanation of the how and why of the observed effects.

Similarly, Gregor and Hevner(2013) differentiate three levels of knowledge
contribution for DSR. kvel onerepresents the specific implementation ofatifact in

a specificcontext. Knowledge an be contributedior exampleby a specific software
product or process. Level two comprises more general and abstract descriptions of the
design, referred to asascent design thear®n this level, kowledge is contributed in

the form of general operamal principles or a general architecture rather tbén
specific characteristics and featureSomponents of nascent design theory might by
constructs, design principles, modelmethods or technological rules. Level three
represents a knowledge contriloumt about the embedded phenomena, referred to as
well-developed design theor{dSR projed resulting in midrange or grand theories
would be examples for this type of contribution. The different levels supposed by
Gregor and Hevnef2013) are associatedvith increasing degrees of abstraction and
knowledge maturity (rising from level one to level three)

The typology suggested b§regor and Hevne(2013) is similarly utilized in the
analyis framework for RDS worksHowever, on the first contribution level
additionally to the artifact it¢e an informal description of theartifact in the

corresponding paper is expected (which is usually part of the publication).

3.7 Results of Analysis

In this thesis, the design and evaluation of a RequirenMimisig System RMS) is
described. Therefore, in the following description of relatedk, this type of RDS is

focusedon. The analysis comprisea detailed description dhe fourRMS which were
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briefly introduced insection3.2.4 and adepictionof the research gap which will be

addressed.

3.7.1 Application of Analysis Framework to RMS Research Works

The system presented IGlelandHuang et B (2007)r ef er r ed -ctloasass fi RFR
supports the identification and classification of 4#onctional requirements.
Furthermore, through the identification of abstractions it enables the creation of
retrieved knowledge.Requirements statements apgocessed serautomatically.
Requirements can be categorized manually as veetheough automation algorithms
which employ IR and NLP technique®ased on a first provision of imported
knowledge, the knowledge base is iteratively extentdezlighrequirenents enginesd
feedback to the automation results. The knowledge base is structured as a simple
dictionary consisting of a list of termassigned to different sedmtegoriesof NFR.
Although the initially imported knowledge is domaindependent, the knowledge base

can be customized to a domain through retrieved knowl8dgesystem is evaluated in

a series of simulations, comparing the artifacts automatic results with a predefined gold
standard. The evaluation uses recall and patias measures for the completeness and
correctness of the results and one additionabsure (specificity)While the authors
mention the time necessary to manually classify their sample set of requirements, they
do not include an analysis of the timengstheir approachlhe design is only grounded

on general knowledge and contributicar® restricted to a description of the artifact,
without further abstraction or codification of the desigigure 14depictsthe overall

analysis result.
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Figure 14: Analysis Result for Cleland-Huang et al. (2007)

The approach suggested Ggsamayor et a{2010)possesses a lot of similarities to the
work presented b¥lelandHuang et al(2007) It also aims at thedentification and
classification of NFR in a seraiutomatic approach and uses a similar knowledge base
and knowledge creation approadtowever, their approach differs in its processing
characteristicsThe authorscomplement IR and NLP techniquesth an Expectation
Maximization algorithm (EM). The core idea of this algoritimthe context oRMS is

the creation of knowledge from both classified and unclassified requirements. Unlike
other mechanisms it requires only a very small number of previouslyifieldss
requirements in the knowledge base. The proposed system is evaluated in a simulation
measuringprecision and recall (to assess correctness and completereegsudre (a
combination of precision and recall in one variable) and accuracy (the poopwoirtrue
results; both true positives and true negatives; in the population.). Again, the design is
only grounded on general knowledge and contributions are restricted to a description of
the artifact without further abstraction or codification of theigie.
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QAMiner, the system presented Bpgo etal. (2011)similarly aims at the identification

and classification of NFR in a semutomated approach. However, their system follows

a different knowledge base approach. Instead of a dictionary, QAMiiizes domain

specific ontologies, which are imported to the system before discovery tarts.
evaluate their system, a simulation using the standard measurements of precision, recall
and accuracy is conductedceagain Knowledge exchange is restadtto the usage of
general knowledge anddescription of the artifact without further theorizifggure 15

depicts the overall analysis result
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Figure 15: Analysis Result for Rago et al.(2011)

Finally, in the work byVlas and Robinsof2012) a system to support the identification

and classification of requirements for open source software is presented. Unlike the
former related works, this system is not restricted to NFR and works in a fully
automated fashiont applies IR and NLP techniques, extended by additional methods
to sypport classification. Imported nbwledge in form of ontologies can be used
allowing both domairspecific and domatimdependent knowledge items. The system

is evaluated in a simulamomeasuring recall, precision anagnkasureln addition the
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time needed for the automation is measured to assess the efficiency of the approach.
Although theauthas explicitly claim tofollow a DSR approach, knowledge exchange

is restricted to the usagé general knowledge and a description of the artifact.

3.7.2 Research @Gp I dentification

Figure 16shows the aggregated restutis all four works within thisanalysis. Different
shades of red visualiza characteristic can be obged in many works (dark redgw

works (lighter red) or no work (wia).
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Figure 16: Aggregated Analysis Results for Related Wk

The result of the analysis is twofold, showing a heterogeneous picture for the
investigated desigohoices and a homogenous picture for the evaluation and knowledge
exchange in the analyzed works. While apparently many different design choices have
been investigatecevaluations are focusauh simulationscomparing the results of the
presented system ithh a previously defined gold standaré&ven though these
evaluations allow precise measurements of absolute quality criteria, they do not allow a
comparison to the as situation ofmanual discoveryConsequently, the question of

whether thesystemsrealy improve requirements quality anequirements mining
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efficiency cannot be answered. Unlike first intuition would tell us, even efficiently
working automatedrequirements miningdoes not necessarily outperformanual
requirements miningDue to the ambigity and inconsistency oNLRR, results of
automatedrequirements miningn most cases require manual rewadi correct
mistakes of the automatism, adapt its findings, or add requirements which were
overlooked (ClelandHuang et al. 2007) Therefore, even automated approaches
resulting in high (but not 100%) initial recalhd precision might generate larger total
efforts as manualdiscovery if times for rework are also taken into account.
Consequently, the mentioned works could be complemented with a study investigating
whether the use of an accordant system actually wmegrindividual performance by
comparing it to a manual approach.

Furthermore, while the analyzed works include detailed descriptions of their specific
implementations, a codification and abstraction of the demands to be fulfilled by the
system and the coapts addressing each of these demands is missiogrrésponding
conceptualization has been intensively discusseDSR (Baskerville and Priebleje

2010; Gregor and Jones 20@#)d enables a generalization of design approaches going
beyond the description of specific solutions to specific problems. Applying this
approach toRMS, the theoretical contribution drawn froprevious works can be
extended substantially.

Finally, the suggested systems are not theoretically grounded. They are based on
general empirical and neempirical knowledge drawn from prior studies. These studies
might report on situational and ngenerakable settings and experiences anasttho

not provide an appropriate basis to conceptualize a design theory with significant reach.
The work described in this thesis intends to addrese tieps by 1) deriving a design
theory forRMS based on knowledgdrawn from both theoretical and ntmeoretical
sources?2) implementing an artifact according to this theawyd 3) testinghe theory
through an evaluation of the artifact
supportednining productivity withmarual discovery

c

om
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3.8 Summary

In this chapter, an analysis framework for RDS has been conceptualized and applied to
RMS as sukclass of systems. Following an overviewhe framework, individual
dimensions and characteristics have been introduced and exempliffedexisting
research. This comprised a depiction of alternative pusppsecessing and knowledge
base characteristics of RDS as well as different evaluation and knowledge exchange
approaches in RDS research. Finally, the framework has been appRMSavhich
represent the class of systems to be focosdad the context of this thesis. Finally, the
results of this malysis were used to defimesearch gagpwhich will be addresseith this

thesis.



4 Met hodol ogy

DSR has become astablished approach to enable the conduction ofaigopdesign
oriented research in the IS domain. This thesis strivegato theoretical design
knowledge about RM®ased on rigaus methodology. Therefore, a DSR approach is
followed which will be exptated in the following chapter. For this purposestfan
overview of DSR in ISis provided, discussing artifacts and theories as potential
outcomes (oproduct9 of DSR and their conceptualization in the degigocess The
dualist nature of design asqgauct and process is then further elaborated presenting
examples of proceswiented and produariented frameworks to conduct DSR,
including a selection of frameworks to be applied in tiissis project. Using the
selected processriented framework,hie research design of the thesis is then presented

and finally reflected from an ontological and epistemological perspective.

4.1 Design Science Research in IS

Design Sciencés rootedin the seminal worlby Simon (1969)in which the idea of a
science of the artificial to complement natural scienc@rigpagated This science
centers around the desigor synthesispf artifactsby humans and was subsequently
applied to IS. In the IS context, different types of artifacts can ereliftiated, such as
constructs, models, methods and instantiatidmarch and Smith 1995)According to
March and Smith (1995onstructs provide the vocabulary of a dom&or. example,
tablesand relationships are constructs witlkimtity relationship (ER) modelin@sregor

and Jones 2007Models visualize relationships among construets.examplethe ER
model of arentire database systdma model. Methods can be understood as activities
or step to perform a taski-or examplethis may be an algorithm to sort data or a
guideline to be followed when loading data to a system. Finally, instantiations represent
the implementation of artifacts it and software development systenfiglarch and
Smith 1995) In the context of this thesis, using the taxonomy, an instantiation of a
RMS will be designed.

While some scholars ehacterized DSR as a paradigm which primarily aims at

problemsolving through the creation of innovative artifagtevner et al. 2004; March

44
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and Smith 1995)other researchers emphasized the value of a design theory as the core
contribution of DSR (Gregor and Jones 2007; Walls et al. 19925 early
representatives of the latter group/alls et al. (1992)specifically called for the
development of design theories, articulating prescriptive knowledge based on theoretical
grounds. These prescriptions should desdniine an artifact shall be designed in order

to achieve a given godh response to this call, design theories have been articulated for
a diverse range of systemsfor examplesystems to support emergent knowledge
processegMarkus et al. 2002)systems that support convergent and divergent thinking
(Muller-Wienbergen et al. 20119r processbased knowledge managemenstsymns
(Sarnikar and Deokar 2009Although the call for theoretical contributions of DSR has
been emphasized in the current DSR disco(@segor and Hevner 2013; Kuechler and
Vaishnavi 2012)other scholars have suggested to reduce the complexity of design
theories(Baskerville and Priebleje 2010)or even questioned the concept of a design
theory itself (Hooker 2004) In line with the argumentation dBregor and Hevner
(2013) the author of this thesis takes up the stance that through the abstraction and
codification of prescriptive knowledge in a design theory the knowledggilmation

and impact of DSRan be significantly improved.hereforein this thesisadditiorally

to a RMS instantiation, a design thedoy RMSis derived.

The core of the design process comprises a stepwise refinement process in which
designers strive to map needs (specifiechefunction space) to solutions (specified in

the attribute spacg)lakeda and Veerkamp 1990)he elements of bottthe function

and attribute space appear, in different terminology, in many design theory frameworks.
While elenents of the function space are referred to asHmeefairementgWalls et al.

1992) general requiremen{8askerville and Priebleje 2010)or design requirements
(Muller-Wienbergen et al. 2011¢lements of the attribute space are referred to as meta
design(Walls et al. 1992)general componeni{®askerville and Priesleje 2010)or

design principts(Markus et al. 2002; Mler-Wienbergen et al. 2011n the context of

this thesis, the terms design requirement and design principle will be used. While design
principles characterize solutions in a technolagyostic fashion, the implementation

of an artifact requires an additional mapping process totdoty-dependent features
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of the artifact. In the following, the outcome of this process will be referred to as design

features.

4.2 Framework Selection and Adaption

Various frameworks have been proposed, describing how DSR should be conducted.
While some fraraworkstake aprocessperspective depictingfor example different
phasef DSR researciiNunamaker et al. 1990; Peffers et al. 2007; Sein et al. 2011;
Takeda and Veerkamp 1990; Vaishnavi and Kuechler 26i&rsprovide aproduct
oriented structuresuggesng different components which should be included in the
resulting design theory(Baskerville and Priebleje 2010; Gregor and Hevner 2013;
Gregor and Jones 2007; Kuechler and Vaishnavi 2012; Walls et al.. Ba@Kerville

and PriesHeje (2010)draw an analogy from these two perspectives to the dual nature of
theory versus theorizing. In this analogy, a design theory represents the product of
theorizing about a specific artifact.

This dualist nature is also inherent to the structure of this th@gige the research
design will bedescribedalong the phases of a procesgented framework, the resulting
design theory will be depicted using @oductoriented framework.To choose
appropriate processnd producbriented frameworks, different alternatives have been
analyzed. Tts analysis processhe reasons for selecti@and the performed adaptions

of the original frameworks for the reseandsign of this thesis will be describkdlther

on.

4.2.1 Processoriented Frameworks

Processriented franeworks describe DSR from aprocedural perspective,
differentiating different phases, their sequence and the associated knowledge flows.

An early approach to structure the design process accordingly was presented by
Nunamaler et al. (199Q) The authorsargue that system development represents a
valuable research methodologyhich can complement existing IS researdthar
Processdr Systems Development Researchsistof five phases: 1fonstructon of a
conceptual frenework, including an investigation of requirements and the search for

new approaches and ided¥ Development of a system architecturencluding the
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definition of functionalities, components and their interrela@®rSystem analysig
design including the investigation of different design alternatiesmplementation of

the system (or aprototype) including the actual system developmesmtd 5)
Observation of system use and experimentaluation ofthe systeminvestigating
effects of thes y s t usagé. s

The process provided bMunamaker et al. (1990kpresents an abatit model to
structure DSR activities in distinct phasé®wever the actual conduction of DSR is
not further explicatednd therefore leaves many quessiopen(Peffers et al. 2007)

As a consequencén a nore recentwork, Peffers et al. (20073uggest their Design
Science Research @thodology (DSRM). The comprehensive framework includes
principles, practices, and procedures and is made up of six sequential ghases:
Problem identification and motivation 2) Definitiah the solutionobjective3) Design

and Developmen®d) Demonstratiorof the artifact5) Evaluationof the artifactand 6)
Communicationof the research result¥$he authors point out that DSR projects can be
initiated from different entry points: problecentered, objectiveentered, design and
developmententered and client/contegéntered.In contrast to other frameworks,
Peffers et al. (2007¢xplicitly point out the importance of communicating disciplinary
knowledge to both research and practteenmunities in form of publications geared
towards each target group.

Moreover theydifferentiate the demonstration of the artifact in a suitable context from
the atifact evaluation in which iteffectiveness and efficiency are measuiedthe
framework applied in this thesis, the latéespect will be explicitly considered through a
distinct demonstration phase between the development and evaluation of the artifact.
The framework which guided the design process of this thesis is baskd Ganeral
Methodology ofDesign Science Research (GMDS#® suggested byaishnavi and
Kuechler (2007) The framework is an extension of th#esign cycleproposed by
Takeda andveerkamp(1990) It includes process steps, their outputsl #he related
knowledge flows.St arti ng wi th t he pbasgaim whck she of
motivation for the DSR project is drawn from a reairld problem, a tentative design is
conceptualied i n the fASuggestiond phase. Based

phase the artifact i's I mplemented. After
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AEval uationo phase, a final feddacktbthesfiison i s d
pha®to reiterate.

Similarly to the DSRM,Vaishnavi and Kuechler (200®ive explicit prescriptions

about the conduction of DSR addition the author&@mphaize the explicit reflection

of design principles and other design results as well as an iterative, evatirateim

approach. These two characteristics properly match the goals of the research project at
hand. First, through the continuous reflection adhption of design results, an
appropriate mechanism to derive a sound design theory is provided. Second, through
multiple iterative evaluations, a tight integration of potential users can be accomplished
which eases the accompa goa tonneraase regfirenteriise ar t i
mining productivity. Thereforethe GMDSR was selected as guiding overall approach

for this research projecfor the context of this thesis, the GMDSR was slightly

extended by a demonstration phase between the develbmmeérevaluation of the

artifact, as suggested Beffers et al(2007) This demonstration phase allows the

collection of informal feedback from experts @aldition to formal evaluations. The

resulting processriented framework is depicted Higurel7.

Adapted General Methodology of Design Science Research

—>‘ Awareness of Problem ‘

v

‘ Suggestion ‘

v

—‘ Development ‘

Knowledge
Flows

v

—‘ Demonstration ‘

Y

—‘ Evaluation ‘

v
4{ Conclusion ‘

Figure 17: Adapted GMDSR, Based onVaishnavi and Kuechler (2007)
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4.2.2 Product-oriented Frameworks

The need for an ISDT was first articulated Balls et al. (1992)Follovi ng Si monds
call to develop a science of the artific(8imon 1969)they argue that the IS discipline
should articulate and developegcriptive theories tenablethe development of more
effectivelS. The according theories should integrate normative and descriptive theories
and describe design paths to be followed. Due to their prescriptive ,NnESOF€ are
different from explanatory and predictive theorid&/alls et al. (1992propose seven
components of an ISDT out of which four describe the dgsigduct:
1 MetaRequirementsvhich describe the class of goals ttieeory should be
applied to.
1 MetaDesign characterizing the class of artifacts todegbs the meta
requirements.
1 Kernel theoris including theories from natural and social sciencectwitan
guide the design.
1 Testable design product hypothesehich can be utilized to test if the meta
design actually addresses the metguirements.
The ISDT proposed bWalls et al. (1992provided the common basis feariousother
productoriented DSR framework&regor and Jones (200&)gue that although design
work and design knowledge in IS are important for both research and practice, little
attention has been paid to the problehspecifying design theory. Based on tB®T
proposed byValls et al. (1992and further seams of thought on design reseafely.,
Simon's (1969) reflections on a senceof the atificial) they suggest an anatomy of a
design theory consisting of eight separate componentBudgose and scopé€fhis
component describes Awhat the segudmetsn i s f o
or goals that specify the class of artifact to which the theory appligthermore the
scope, or boundaries, of the theang defined2) Constructs:T h e t heptites gf 6 s
interest, for example relations would be constructs in a design theomiatibmal
databases3) Principles of form and functiol he abstract dAbl aofeprinto
the associatedS artifact. 4)Artifact mutability: The extent to which changes to the

artifact are encompassed by the thegyyestable propositionstruth statements about
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the design theory (e.goredictions about outcomes that can be tested in experiments). 6)
Justificatory knowledge:Undelying knowledge or theoryto give a basis and
explanationfor the design7) Principles of implementationA description ofhow to
implement the theory in specifiarganizationalcontexts 8)Expository instantiation
The implementation of the artifaciproviding both a physical representation of the
theory and a vehicle to test it.
Baskerville and Priebleje (2010)argue that characteristics of design theories as they
are discussed in other papers are overly gmated and show that for example the
incorporation of kernel theories and testable propositions into design theories might not
be applicabler beneficial to all DSR projects. In contrast, the authors seek the simplest
possible delineation of a designetry and do this bylifferentiating between design
practice theories which describe the building process of the artifact and explanatory
design theories, describing the artifact itself. To determine the minimal components of
an explanatory design theorhely collect design theory characteristics from several
works. According to tair analysis, design theory assumed to be

1 prescriptive, focusing on improving things in c@st to understanding things

1 practical beinga basis for actioto solve problems

1 principles baseddefining principles both to guide the developmpricessas

well as the architecture of the artifact

1 a dualist constructigrmlescribing both a process and a product.
Explanatory design theories only describe the product part of tiaiésticonstruction
and arelimited to two components: €neral equirements and general components.
General requirementsan be described as conditions or capabilities that must be met by
the artifact. General componentsiescribe the abilities or qualitieghich represent a
generalized solution meeting the general requirements.
The resulting desigiheory of this thesisis presented along the eight components
suggested byregorand Jones (2007)nlike other produebriented frameworks, this
structureallows a complete and transparent coverageutéomes fromall phaseof a
DSR project Table 1depictsthe differences. The theory components suggested by
Walls et al.(1992) can only be related to three of the six phases (Awareness of the

Problem,Suggestion, Evaluation). Similarly, the structure suggestdgialsierville and
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PriesHeje (2010)can onlybe used to describe the outcomes of two phases (Awareness
of the Problem, Suggestion). In contrast, the theory componer@segbr and Jones
(2007) can be mapped to each thie DSR phases, allowing a holistic description of

design outcomes.

Design research DesignTheory Components
phased?
Walls et al. (1992) Gregor and Jones (2007) Baskerville and Pries
Heje (2010
Awareness of | Metarequirements| Purpose andcepe Justificatory | General requirements
Problem knowledge
Suggestion Kernel theories, Justificatory kiowledge, General components
Metadesign Principles of form and function
Development - ConstructsExpository -
instantiation
Demonstration - Constructsgxpository -
instantiation
Evaluation Testable design Testablepropositions -
producthypotheses
Conclusion - Artifact mutability, Principles of -
implementation

Table 1: Assignmentof DSR Theory Components to Design Rases

4.3 Research Design

In the following, the overall research design of this thesis project will be described
along the phases of tlaglaptedGMDSR Further detad on theartifact design process

will be provided inchapters. Details on the methodology for the artifact evaluatioth

be provided in chater6.

Design research suggests to design artifacts in an iterative fashion enabling continuous
reflection and incremental refinement of the desegults(Hevner et al. 2004; Takeda

and Veerkamp 1990 onsequdly, in this thesis projectwo design cycles have been

% Design research phaseased on the GMDSR Byaishnavi and Kuechlg2007)



4.3 Research Design 52

conductedas depicted inFigure 18 In the following, the utilized methodsand

performed activitiesn each of the design cycles are depicted in more detail.

Adapted Thesis DSR Project — Methods & Activities Thesis DSR Project -
General Methodology of Outcomes

Design Science Research*

. . Adaption of (Adapted)
] Avareness of Proven_| I oo Renurnens

. Literature Review & Adaption of (Adapted)
| Suseion |
Devel t Implementation of Implementation of Desi (Agzsllzi)s and
evclopmen Artifact Prototype Version Artifact Final Version an 3
: Artifact Versions

Prototype Design Cycle Final Design Cycle

. Demonstration of Artifact Demonstration of Artifact
_‘ Demonstration ‘ to Experts, Focus: Usefulness to Experts, Focus: Ease of Use Expert Feedback
Evaluation Sl Errpcame Evaluation Procedures
and Results
l‘ Abstracted and

4‘ Conclusion ‘ Reflection of Design and Evaluation Results Contextualized Design
and Evaluation Results

* Based on GMDSR as suggested by Vaishnavi and Kuechler (2007)

Figure 18: Research Desigh

4.3.1 Prototype Design Cycle

The prototype design cycle of the research projeatvas initiated by an intensive
literature review to creatproblem awarenesgesulting indesignrequirements fothe

artifact to be builtBased on thesdesignrequirements, a second literature review was
conducted to identify general knowledge and theories which can be applied to address
the identified problem. Using this knowledge, preliminary design principles were
conceptualized in theuggestiorphase. Thesdesign principles were then mapped to
design features andere finally implemented ina prototype version of the artifact
during thedevelopmenphaseT o col |l ect i nformal feedback o
it was then presented to requirements ereging experts in severalemonstration
sessions. In the followinghé prototype was analyzed in a quantitagvaluation This
evaluation focused ro the interplay of the two main design principleghich was
investigated in multiple simulationruns Resuts of the evaluation and the

1 The structure of the research design follakes GMDSR byaishnavi and Kuechler (2007)
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demonstrationsessionswere analyzed and reflectedlgng with the design results)

during theconclusionphase.

4.3.2 Final Design Cycle

During thefinal design cyclethe initial problem definition and conceptualization were
adapted based on the desigemonstratiomnd evaluation results of the previous cycle.
This led to an adjustment of the initidsignrequirements and design principl@he
adapted design priqples were again mapped to design features resultin@ in
modification of the artifact. To improve theartif a ¢ t 6 use, & wapresented to
usability experts in several demonstration sessiatéch resulted inmultiple small
adaptions. Then the fihaartifact version was evaluated in axperiment This
evaluationconsisted of a lab experiment, conducted with students and a replication of
the experiment in a field environment, involving experds; theseexperimentsthe
effects of each design principle on the performance of ithg@é requirements
engineers weremeasured.Finally, the design and evaluation results were again

abstracted and contextualized.

4.4 Ontological and Epistemological Reflections

In the following, the presented research design shall be reflected from an ontological
and epistemological point of view to point out the core assumptions of the research. In
this context following the definitions bByaishnavi and Kuechler (2007an ontological
stance describes the underlying assumption about the nature of realjtylfatgs real

and what is not) while an epistemoiog stance describes the underlying assumption
about the nature of knowledge (elgpow knowledgeanbe derived).

In DSR projects,questios of ontology andepistemologyare often treated rather
implicitly (Niehaves R07). Nevertheless,ni the existing discourse, some scholars see
Design Scienceas a third paradigmn addition b positivism and interpretivism
(Vaishnavi and Kuechler B0). Other researchemmphasizehe compatibility of DSR

with existingresearch paradigm$or examplepositivism (Marshall and Mckay 2005;

Niehaves 2007)An argument fothe former view is that design science amhgainng
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knowledge through the creation of artifacts which is epistemologically different from
other paradigméVvaishnavi and Kachler 2007)

However, afNiehaves (2007pointsout, the prescriptive knowledgegained inDSR is
inevitably embedded ifiurther types of justificatory knowledge such as theoretical,
descriptive and empirical knowledg&dditionally, the knowledge aatribution of DSR

is often not restricted to the knowledge embedded in the ari$aekplained irsection

3.6.2 but can also comprise theoretidalowledge.Consequently depending on the
approach to gain this theoretical knowledge, DSR can be conducted following a
positivistic approach{Hevner et al. 2004; March and Smith 19%9%) other existing
paradigms.Marshall and Mckay (2005jor examplepoint out that interpretive or
critical approaches to DSRvhich aimat understanishg and analyzinghe impacts oan

a ti f act @sandusdagm tbedfield can similarlybe applied.

Theresearchn this thesidollows a positivistic paradigm which wille explained in the
following, analyzing the general ontological assumptmathe epistemological stance

of this research. The b@& ontological assumptiorof positivistic research ighe
existence of single, objective reality, whichomprises facts thaian be accessed and
observed by the research€&arson et al. 2001; Vaishnavi and Kuechler 2007; Weber
2004). In the presented research design, the identified NLR and their classification, as
well as characteristics of the discovery process itself (e.g., the time needed to
accomplish requirements discovery) cansben as facts which are directiigservable

by the researcherghis stance is also expressed in the choicguahtitativeevaluation
methods like simulations and experimentich are generally associated with
positivistic researcfMarshall and Mckay 2005)

From an epistemological perspective positivistic researchpredominantly aims at
deriving theoretical knowledge through the definitiamd test of hypotheses and a
research focus on generalization and abstra¢@anson et al. 2001furthermore, there

is a concentration on description and explanation, while for example interpretative
approaches rather focus on understanding amerpretation(Carson et al. 2001,
Vaishnavi and Kuechler 2007)n the research at hand, assumed effects of design
principles on requirementmining productivity will be formulated as hypotheses.

Subsequently, through the instantiation of these design principles in an attitact
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hypotheses can be testethe @nceptualization of the artifact using generic design
principles for a class of systeniRNIS) favors the generalization and abstraction of the
results. The derived theoretical knowledge can help to explain how these design
principles, when implemented in an artifactan affect requirementanining
productivity.

Table 2summarizeshe ontologicahndepistemological stance of this thesis

Perspective ThesisStance

Ontologcal Single, objective reality exists

Facts can baccessed and observed by the researcher

Epistemological Derive theoretical knowledge through the definition and test of hypothes
Research focus on generalization and abstraction

Concentration on description and explanation

Table 2: Ontological and Epistemological $ance of theThesis

4.5 Summary

In this chapter, an overview of DSR as the overall methodology of this thesis was
provided. Design science terminology to describe different types of artifacts and
elements of their conceptualization (e.g., design requirements) in the context of this
thesis has been introducedoreover the dualist nature of design, being both a process
and a poduct has been discussed along the historic development of the DSR paradigm.
Subsequentlyprocess and producbriented DSR frameworks were presented. This
illustrationresulted in a selection of two frameworks which will be used in the context
of this tresis,an adapted version tfhe GMDSR suggested Bfaishnavi and Kuechler
(2007) to structure the design process aheé eight components of a design theory
proposed byGregor and Jones (200 structure the design produétfterwards the
research design of this thesis was depicted usingdaptedGMDSR as a blueprint for

two design cycles. Finally, the ontologicaldagpistemological stance of tkigesis was

discussed, characterizing the positivistic nature of the study.
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As previously introducedzregor and Jong2007)distinguish eight components of an

ISDT: (1) purpose and scope of the thed®) the constructs that are of interest to the

theory, (3) the principles of form and function (the blueprint or architecture of the

artifact) ( 4) the artifactds mutability (the ext
encompassed by the theqryp) a set of testable propositions or hypotheses, (6)
justificatory knowledge to give a basis and explanation for the dggigprinciples of
implementationand (8) a physical instantiation of the artifact.

This thesispresents each of theeight compnentsfor a RMS design theoryet in a

slightly adapted ordeand naming The order washangedto be able to trace the

artifacH sonceptualization in its actual sequence. The namingadagtedo provide a

consistent and homogenous terminology for titcomes of each conceptualization

phase: design requiremetitas the outcome of theroblem awaraessphase, design

principles* as the result of theuggestiorphase and design featuteas the capabilities

of the artifact implemented in théevelopmenphase. These changes result in the

following structure: In sectio®.1, based on justificatory knowledge, the purpose and
scope of the theoryds artifact i s presente
From these design requiremen&pplying additional justificatory knowledgedesign

principles are deriveth section 5.2 In the final artifact conceptualization step, design

principles are mapped to specific design features which are presented within their
expository instanti#on, including a summary of the conducted demonstration sessions
(section5.3). Thedepictionof the design theorwill be completedwith a description of

theprici pl es of i mpl ement at i o retestable bypotheseési f act O

for the experiment evaluation of the artifact (sectidrddo 5.6).

12 pars of thischaptethave been published Meth et al. (2012b).

13 Design requirements are referred tavastarequirementdy Gregor and Jong2007)

% Design principles are referred toginciples of form and functioby Gregor and Jong2007)
15 Design features are referred tocasstructsy Gregor and Jong2007).

56
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5.1 Purpose and Scope

The proposed design thedmgas the purpos® give explicit prescriptions about how to
develop systems that support requirements mifioig NLRR to improve requirements
mining productivity. Productivity is usually conceptualized as an wguiput ratio with

the work output as the numerator and the work input as the denominator of the ratio
(Cosmetatos and Eilon 1983n the case of requirementsining, the quality of the
elicited requirements represents the work outpdiiereasthe investedmining effort
representshe work input. The quality ofequirementsleterminedoy RMS is usually
assessethy a combined measurement ofe g u i r eomgatehessband correctness
(Casamayor et al. 2010; Clelahlliang et al. 2007; Gacitua et al. 201The invested
mining effort can be measured by the time required fomtin@ng process. In general,
mining productivity will be improved when either ahe requirements quality is
increased or b)he mining effort is decreased. The conceptualization in the following
sections will derive design requirements, design priasi@and degn features for a

RMS serving this purpose.

The proposed class of systems might be applied to a wide rangeRR. Sources
include the outcomes of formal requirements collections,(&@mn interviews or
workshops), informal requirements requests (emails or blog entriespr texts which

were originally createtbr other purposes (e,dest protocols or support messages).
Furthermore, RMS can be applied in the context of various software and requirements
engineering methodologies. For example,oaflined in sectior2.2, the systems can
support requirements mining in usmntric approaches focusimg a tight integration

of users in the development projeagt well as markeatriven approaches in which a
myriad of informal requirements statements is submitted rather anonymbusigth

cases the nature of the requirements mining task remains the same: A requirements
engineer(or a system needs to scan thrgh the provided NLRR to identify and
classify requirements. Doing this, two questions are repeatedly answered for the
processed texts: Does this text passage, sentence or word represent a requirement? And
if so, which kind of requirement is it? In the f@iing section, this iterative process is

furtherinvestigated, focusing specifically on systeapported requirements mining.
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5.1.1 Justificatory Knowledge

Figure B depicts the basic steps gystemsupported requirements mining whitte
thesisis basedn. Startingrom the provision of NLRR, requirements are identified and
classified by the RMS in a background process resultimyoposedrequirements. In
the following, an interactive approval procésperformeddriven by the requirements

engineerThis process results approvedand rejectedequirements.

Background r(ilz};;ignvalb
Provision of NLRR processing by Processing by
Requirements
RMS .
Engineer

Natural language Approved or
re uiremfr?tsg Proposed ]ige'ected
q Requirements )
resources Requirements

Figure 19: RMS-Supported Requirements Mining Process

Through the determination of proposed requirements, the RMS supports requirements
engineers in answering the two previously formulated questions: RMS advise
requirements engineersormcerning what is a requiremeand how to classify it.
Therefore, a an aBtract level the process can be seen as a series of consecutive
decision tasks in which the RMS acts as an advisor and a requirements engineer as the
advicetaker. In this analogy, the assignment of a text passage to a specific requirements
category can®seen as a single decision task which is repeatedly performed throughout
a NLRR. Decision making theory characterizes decision tasks according to multiple
characteristics, amongst others the decision task type (choice vs. judgment tasks), the
number of adisors (one vs. multiple), the advice trigger (solicited vs. unsolicited
advice) and the degree of interaction between advisor and judge (low vs. high
interaction) (Bonaccio and Dalal 2006Reflecting on the characteristics introduced
above, RMS6 support of requirements mining
consistingof choice tasks (assignment of distimetjuirementgategories) given by a

single advisor (the RMS) following a solicited but low interaction.
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To derive specific design requirements for RM%, is important tounderstandthe
general goals associated lwihe requirements mining proce3$ie generalization and
abstraction of the process to a series of decision making tasksjes an approach to
identify these general goalBecision makers follow different goals when confronted
with a decision task. Fst, they strive to reach a good or even optimal decision.
Therefore different strategies to optimizeecision qualityhave beerproposedWang

and Benbasat 2009However, additionally to decision quality, the idea that decision
making is also influenced by considerations of cognitive effort has been discussed since
the seminal works aBimon (1957) Simon coined the concept of Bounded Rationality
which suggestshat human decision makers are limited by multiple factors impeding the
achievement of an optimal decision, including their cognitive processing capacities
(Simon 1957) While Simon discussegnitive effortgather as a limitation leading to
sub@timal decision resultsognitive efforts werdound to also influence the choice of

a decision strategy. Decision strategy selection is often explained using contingency
models in which a cost and benefit tradeoff determines strategy c{iéeeh and
Mitchell 1978; Payne 1982)According to these nuels, decision makers follow the
dual goal to maximize decision quality aatithe same timeninimize their cognitive

effort.

To optimize the outcomes of this tradeoff, different types of decision support systems
(DSS) have been proposéSilver 1991)and effects of the usage of DSS on decision
behavior have been investigatdiodd and Benbasat 1991, 1999)SS aim at
improving decision results through the provision of adViceuilding on the idea that
advice characterized by higtdvice qualitywill result in decisions with a high decision
quality (Gardner and Berry 1995; Yaniv 200#jeally, at thesame time cognitive effort

will decrease, as the DSS already prepares the decision and the relevant information for
the decision maker. However, while DSS can improve decision quality and reduce
cognitive effort, the systems may also restrict users in deeision behavior which has
been ter med as 0 gShertl888) Systerns restricticenessvdefined s s 0

as the extetrto whichdecision strategieare preselectedhrough theDSS, offering the

1% 1n most studies advide defined as a type oécommendation from the advisor, favoring a particular
option(Bonaccio and Dalal 2006)
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decision maker only a limited choice of strategies which may not includ@miser)
preferred onegSilver 1988) Therefore, when implementing decision aids, designers
need to carefully consider that the benefits of a decision aid (e.g., reduced cognitive
effort) are not overcompensated by its restrictions.

Table 3summarizegjoals of humardecision makexr and desigmequirementof DSS

addressing them.

Goals of HumanDecision Makers DesignRequirementsof DSS

Maximize decision quality Increasadecision qualitypy providingadvice with high

advice quality

Minimize cognitive effort Reducecognitive efforbf humandecision nakerby

providingdecision support

Maintaincontrd over decision strategy Minimize system restrictivenedsy allowing userso control

selection thestrategy selection

Table 3: Goals ofHuman DecisionM akers andDesignRequirementsof DSS

Wang and Benbasat (200%)vestigated each of thesgesign requiementsas a
perceived factor determining the intention to dseision aidsin their study decision

aids are components of-eommerce platforms whiclare used to elicit consumer
preferences, automate thprocessing, and providmrrespondingroduct adice. They
hypothesize that perceived advice quality, perceived cognitive effort and perceived
restrictiveness determine the intention to use decision aids. Based on their experimental

results,all three factors showed significant effects on the intertbarse a decision aid.

As previously depicted, the requirements mining process can be seesea®s of
consecutive decision tasks in which the RMS acts as an advisor and a requirements
engineer as the advitaker. Thereforethe identified design requirements feystems
supporting decision making in general are assumed to also be applicable to systems
supporting decision making in the context of requirements mining. Consequertkig, i
following the identified design requmeents for DSS will be related to the specific

context of requirements mining, treating RMS as adabs of DSS
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5.1.2 Design Requirementsof RMS

DSS aim at improvingdecision quality through the provision of high qualdgvice.
Analogously, the qualityof recquirements proposed by a FBMcan be expected to
determine the quality of requirements approved by the requirements enghseer.
introduced earlier, RMS require a knowledge base to be able to identify and categorize
proposed requirementdn general, he qudity of requirementsproposedby RMS
mainly depends on the contents of the knowledge bsseé for the background mining
procesgCasamayor et al. 2010; Clelakliang et al. 2007)An extensive knowledge
base with correctlglassifiedrequirements has been found to result in a high quality of
proposed requiremen{€asamayor et al. 2010; Clelahidiang et al. 2007)Therefore,

the design focus of may RDS has been put on the improvementadvice quality
through the provision of high qualitgroposedrequirements(Gacitua et al. 2011,
Goldin and Berry 1997; Kiyavitskaya and Zannone 200&wever, revisiting the
analogy to decision makindiigh quality proposed requirements only represent a
prerequisite but not the final goal of the procesalyCan increase in the quality of
approved requirementwill address requirements engirs@sgoal of achievinga high

decision qualityAs a consequencthe following design requirement is derived:

DR1. Increase quality of approved requirement3he requirementsnining
process should be supported by systems which aimpabving thequality of

approved requirements.

To reduce theognitive effortof requirements engineers during the requirements mining
process, first the question needs to be answered which phases of this process depend on
human cognition. MstRDS implementadvicegiving in a background process without

any user interaction. Thegposed requirementssulting from this background process

are then presented to the requirements engineer for manual approval. Consequently,
during the actuamining process, theognitive effortof the requirements engineer is

only determinedby the efforts to transform proposed requirements into approved

requiremerd. In some caseghis might still involve intensive reflectiorHowever in
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mostcases, cognitive efforts will be reduced from an active consideration of all decision
options to aather passive approval of the given advice.

Additionally to the actual decision making procetzking a holistic view on the
cognitive effort of the requirements engineer, manual efforts to create and maintain the
knowledge base have to be taken intcoaintas welland should be minimizedn

summarythe following design requirement is derived:

DR2. Decreaseognitive effort to execute and prepare requirements mining
The requirementsnining process should be supported by systamsng at a
decrease of thecognitive effort to transform proposed requireents into
approved requirements as well as the cognitive efforts to create and maintain

the underlying knowledge base.

As presented isection3.3.1, RDS can provide different degrees of automation. Some
systems only support manual requirements discofAdoyams et al. 2006; Ossher et al.
2009) while others restrict requirements engineers to use theersys a fully
automated mod€Gacitua et al. @11; Goldin and Berry 1997; Kiyavitskaya and
Zannone 2008) Recapturing decision malsérgoal to maintain control over the
decision strategy selection and limiystem restrictivenessRMS should allow
requirements engineers enough flexibility to choose an appropriate type of processing
support.

Furthermore, system restrictiveness should also be limited concerning the knowledge to
be used during requirements mining. As introducedsdation 3.4, RDS can use
different types of knowledge (e.g., imported knowledge vs. retrieved knowledge). To
limit system restrictiveness, differemypes of knowledge should be usable during

requirements ming. Consequently:

DR3. Limit system estrictiveness during requirements mining The
requirements mining process should be supported by syatammg at minimal

procestg restrictions concerning the conduction of requirements mining.
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In the following the process of deriving dign principles from the previously identified

design requirements is described

5.2 Conceptualization

Similarly to the previousection to derive degn principles for RMS, an analogy to

decision making is drawnaedon existingtheoryon decisional guidance.

5.2.1 Justificatory Knowledge

To address the design requirements formulated in thesdéasibn the question arises

which type of system support to choose. Previously, the requirements mining process
was abstracted to a general decision making process and an analogy between RMS and
DSS was drawn. This analogy shall be further elaborated in the following, introducing
types of decisional guidance implemented in DSS from an existing typology. For the
further conceptualization, those types of guidance will be identified, which match the
previously describeddesign requirements. Based on this selection, design principles

will be derived in the subsequesactiors

5.2.1.1 Types of Decisional Guidance

Silver (1991) describes decisional guidance (DG) as the way a DSS informs or
influences decision makers in the structuring and execution @éide tasks. The
author definesa typology of DG based on three different charactecst First, a
differentiation concerning thdargets of guidance can be made.Silver (1991)
distinguishesDG to structure thelecision makingorocess and DG to execute it. The
former supports decision makers in selecting thet @giproach, method or strategy to
make a decisionf-or example, structural guidance could support choosing an existing

decision strategy such as additi;tompensation or elimination bgpects. Subsequent

" According toTodd and Benbas#1999) additive compensatiois a strategy in which eadditernative
is evaluated individuallyalong all relevant attribute$he decision maker assigaswveightand a value to
each attribute and then determines the total score of an alterridtiméation of aspectsis a strategy
based on a comparison of attribute valte thresholdsalues. Alternatives are eliminated if one of their

attributesdoesnot meet threshold
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to strategyselection executional guidance canlpealecision makey in the operational
conduction of the decision task. For example, the system could prompt the user to enter
values or calculate the overall value of an alternati8econd, the typology
differentiates alternativéorms of guidanceDG might be implemented in a suggestive

or informative way. Suggestive guidance recommends deaisakers which strategy

to choose or which values to enter. Informative guidance on the contrary only provides
decision makey with decisiorrelevant informatiorwithout recommending a choice.

For example, a description of the range of possible input values could be regarded as
informative guidancekinally, Silver (1991)distinguishes differentnodes of guidance
describing the wayBG is generatedDG can be predefined, dynamic or participative
Predefined guidanceonsists of contexdpecific information or recommendations
which are defined upfront by experts or regular useid imported into a knowledge
base In contrast, dynamic gdance is an adaptive mechanism which generates
information and recommendation based on the actual system [¥aggsimilarly to

RMS) usually utilizes knowledge bases to generate advizggnamic guidance
iteratively builds up additionaknowledge base costs.Finally, participative guidance

puts a stronger focus arses0 participation in the determination of guidarsecific
content. Forinstance in a decision task based on a decision table with different
alternatives, participative guidance could ibgplemented by adding functionality to
manipulate the table through ordering or summationthe following, the presented
types of guidance will be associated with the requirements mining process and the

identified design requirements.

5.2.1.2 Associating Decisioal Guidance to Requirements Mining

Investigating thetargets of guidancen the context of requirements mining, it is
worthwhile revisiting the process to be conducted. Requirements mining, as previously
introduced, can be seen as a series of consecdgeesion tasks in which the
assignment of a text passage to a specific requirements category represents a single
decision task which is repeatedly performed. Although this task requires substantial
knowledge in requirements engineering and the correspgiuisiness domain, it is a

standardized procedure, executathersimilarly every time it is performed. Therefore,
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unlike other decision tasks, it does hardly require support to structure the decision task
in advance of each single decision. But, esplycthleto the large number of decisions

to be made, it definitely requires execution support to reducereagents enginesd
cognitive efforts and maintain a high level of quality.

To determine appropriaferms of guidancean empirical study conductéy Parikh et

al. (2001) provides interesting results. The authors investighted different forms of
guidance influence decision quality and decision efficiency in an experiment study
involving 141 participantdn this study, participants were asked to examine a historical
data set and identify key characteristics of it. Basedhenidentified characteristics,
they shouldassigna suitable forecasting model to process this data séats Ibasic
constituents iflentification of decisionrelevant information and subsequent
classification of this information) the decision task redesthe decisions involved in

the requirements mining procesBarikh et al.(2001) found out that suggestive
guidance outperformed informative guidance concerrioth decision quality and
decision efficiency. The two dependent variables used in their $tigtysion quality

and decision efficiency)can be associated with thpreviously derived design
requirements DR1 and DR2. Revisiting the introduced analogy to requirements mining,
increased decision quality is associated with increased quality of approved requirements
and increased decision efficiency can be associatedandlicrease in mining efforts.
Therefore suggestive guidance expectedo be an appropriate means to address DR1
and DR2.

In the same studyrarikh et al(2001)analyzed how differemnhodes of guidancaffect
decision quality and decision efficiency. Their central finding was that dynamic
guidance outperformed predefined guidacoacerning decision quality and decision
efficiency. In analogy to the argumentation for the form of guidance, by associating
decision quality and decision efficiency with DR1 and DR2, dynamic guidance can be
expected to result in an increased qualityapproved requirements and a decrease of
mining efforts. Parikh et al.(2001) investigated different modes of guidance as
exclusive alternatives. However, dynamic, predefined and participative guidance can
also be combined to improve results. When applied complementary to dynamic

guidance, predefinednd participatoryguidance carprovide additional advice and
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hereby further increase decision quality and decision efficidhuyhermore, evisiting

the design requirement DR3additionally appliedparticipative guidance can allow a
higher degree of freedom to the final decision makackmight reduce his perceived
system restrictiveness. Therefore, in the context of requirements mining a

complementary use of different modes of guidance is proposed.

Design Requirements Types of Decisional Guidance*

Target: Process Execution

DRI. Increase quality of
approved requirements Suggestive Guidance

\

DR2. Decrease cognitive Dynamic Guidance

effort to execute & prepare
requirements mining

Participative Guidance

DR3. Limit system
restrictiveness during
requirements mining. ) Predefined Guidance

oo ge i | Forms of Guidance | | Modes of Guidance | *as suggested by Silver (1991)

Figure 20: Associating Design Requirements taDifferent T ypes ofDG

5.2.2 Design Rinciples of RMS

Which design principles can be derived from the identified typd3Gfo addresshe

initial design requirementd@ the context of requirements miningiggestive guidance

can be accomplished bmeans ofautomation resulting in a set of requirements
proposed by the automation algorithBuring themining of requirements frolNLRR,

a text is analyzed to identify relevant words and assign them to requirements categories.
This process can be decomposed into single stepsh are repeatedly performed and
follow specific rule§Ambriola and Gervasi 2006 onsequently, they can be translated

into algorithns that can automaticallype executed by a computer. Automation

addresses the first two design requirements identified in the previous section. First,
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automation can increase the quality of approved requireniRetiectingthe analogy to
decision makingthe quality of approved requirements can be expected to be positively
affected by the quality of proposed requirements. A carefully developed algorithm can
identify a significant percentageof the requirements within a natural language
document and can idefy requirementswhich may have been overlooked in a pure
manual discoverprocesgBerry et al. 2012)Moreover as the algorithm will not suffer
from fatigue or decreasing motivation as a human being might do, eaclofpar
document will be treated with equal attention which can additiorwahtributeto a

more complete set of requirements. Second, automation should lead to a decrease in
cognitive efforts, as each automaticalblassified requirement does not need be
identified and categorized manually the requirements engineer

During the manual approval of proposed requirements, the requirements engineer
decides whether to follow the advice of tR&S or not. In the case of requirements
mining, the ambiguity ath inconsistency ofNLRR often require a third option:
Requirements need to be adapted or added. In these d@sautomatism needs to be
complemented with functionality supportinganual discovery(Berry et al. 2012;
Kiyavitskaya and Zannone 2008)owever, any manuadaptationof automatically
identified requirements repsents additional effort for the requirements engineer. To
limit this effect, functionality fomanualidentification and classificatioshould provide

a high level of usability to enable efficient operatioAdditionally to the effects on

DR1 and DR2, cabilities for manual requirements identification and classification
also represent a way to enable participative guidance. Allowing the requirements
engineerfurther freedom in the mining process can hereby aisiaimize system
restrictiveness (DR3). In sumary, to support the mining process the following design

principle is proposed:

DP1. SemiAutomatic RequirementsMining: RMS should support efficient

automatic and manual requirememtsningwithin NLRR.

As illustrated earlier, automated requirementsing requires an underlying knowledge

base containingerms and a categorization of theserms Revisiting the identified
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design requirementand relating them to knowledge creati@ncorrespondinglesign
principle shouldprovide answers to the follomg questions: 1) How can the quality of
knowledge be increaseohd 2) How carfcognitive)effortsof the requirements engineer

to create knowledge be decreased?

Starting with the first question, the quality of the knowledge base can be assessed by its
competeness and correctness. A more extensive knowledge base witooldein
bettermining results if a sufficient level of correctness is sustained. One approach to
augment the knowledge base with according knowledge is the supplementation of
domainspecific knowledge. Documents that originate from the same domain share
specific requirements elements which are not included in general knowleztgaigre

et al. 2008)( e. g . , the data field Afrequent flyer
Similarly, specific writing styles or standards for single projects or entire organizations
can resultin needs to extend imported knowledgdelandHuang et al. 2007)There

are different ways how domaspecific knowledge can be generated. Addressing the
design requirement behind the second question, the proposed design is supposed to
support knowledge generation in a way that minimizes efforts for the requirements
engneer. Therefore, additionally to predefined guidance, a mechanism to support
dynamic guidance is needebhis can be realizelly feeding back results girevious
requirementsmining activities into the knowledge base and hereby create and use
retrieved knowledge additionally to imported knowledge. Although this process
requires some supervision to sustain quality, this type of knowledge supplementation
can be expectetb be a lot more efficidnthan manual creation of domaspecific

knowledge Consequentlythe following design principle igropose!:

DP2. Usage of imported and retrieved knowledg@MS should use dth
manually imported and automatically retrieved knowledge during automatic

mining.

An overview of theconceptualization process from design requirements via types of

DG to design principles is provided Figure 21 The figure shows how the identified
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design requirements of RMS can be addrebsedifferent types of DG. Furthermqriée

outlines which design principle of RMS is associated with which type of DG.

Target: Process Execution

DRI1. Increase quality of

approved requirements Suggestive Guidance .
DP1. Semi-

Automatic
Requirements
DR2. Decrease cognitive Dynamic Guidance Mining
effort to execute & prepare
requirements mining
DP2. Usage of
Participative Guidance imported and
DR3. Limit system retrieved
restrictiveness during knowledge
requirements mining. Predefined Guidance

Targets of Guidance Forms of Guidance Modes of Guidance

Figure 21: Deriving Design Principles from Design Rquirements

5.3 Expository Instantiation

In the final step of the conceptualization, the identifiedign principles a mapped to
design featuresDesign featuresare specific artifact capabilities to satisfy design
principles, for example the algorithm chosen fautomatic mining. Figure 22
summarizes the design of the artifact from design requirements via gesigiples to

design features and illustrates the mapping between these conceptualization steps.

In allusion to the class of systsnfnamely RMS) and the process to be supported

(requi rements mining) the i mplemented system
to former approache@Casamayor et al. 2010; Clelarilang et al. 2007; Vlas and

Robinson 2012) REMINER uses NLP and IR techniques to implement automatic
requirements mimg and additionally contains functionality to enable manual

identification and classification.
























































































































































































































