
Discussion Paper No. 15-031

Does Foreign Direct Investment  
Synchronise Business Cycles?  
Results from a Panel Approach�

Claudia Fries�� and Marcus Kappler



Discussion Paper No. 15-031

Does Foreign Direct Investment  
Synchronise Business Cycles?  
Results from a Panel Approach�

Claudia Fries�� and Marcus Kappler

Download this ZEW Discussion Paper from our ftp server:

http://ftp.zew.de/pub/zew-docs/dp/dp15031.pdf

Die Discussion Papers dienen einer möglichst schnellen Verbreitung von  
neueren Forschungsarbeiten des ZEW. Die Beiträge liegen in alleiniger Verantwortung  

der Autoren und stellen nicht notwendigerweise die Meinung des ZEW dar.

Discussion Papers are intended to make results of ZEW research promptly available to other  
economists in order to encourage discussion and suggestions for revisions. The authors are solely  

responsible for the contents which do not necessarily represent the opinion of the ZEW.



Does Foreign Direct Investment Synchronise Business

Cycles? Results from a Panel Approach∗

Claudia Fries∗∗ Marcus Kappler

April 2015

Abstract

This study readdresses the determinants of business cycle synchronisation. We test, on

the one hand, whether FDI promoting policies may have consequences for the business

cycle comovement between countries, and on the other hand, whether more plausi-

ble identification strategies change previous results. Our results suggest that linkages

through foreign direct investment contribute in most cases positively to the synchroni-

sation between country pairs. In contrast, the beneficial effects of trade integration for

the similarity of business cycles are less robust and thus less important for the trans-

mission of idiosyncratic shocks between countries than previously thought. Finally, we

find that larger differences in the sector structure between two economies result in a

bigger gap between their business cycles.
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1 Introduction

In this study, we identify the main sources of business cycle synchronisation across a set

of highly economically integrated countries. This research aim has a tradition in the lit-

erature that studies the conditions of optimum currency areas in terms of business cycle

synchronisation. This is highly policy relevant since a considerable degree of business cycle

synchronisation between member countries of currency unions is an important prerequisite

for a successful operation of monetary policy because of the one-size-fits-all interest rate.

Empirical evidence on the channels through which cyclical comovement is induced will add

to the knowledge necessary to develop structural policies that improve the efficiency of the

single monetary policy.

We extend the previous literature on the determinants of business cycle synchronisation

in two dimensions. First, we put special attention on the influence of intensified FDI rela-

tions when we identify the impact of the main determinants of business cycle synchronisation,

namely trade and financial integration and differences in the sectoral structure. FDI stocks

have increased strongly in the past decades, much stronger than trade linkages, and by now

a few large multinational firms represent a large share of economic output and employment

in many countries (Kleinert et al., 2012). Hence, they provide a basis for strong international

linkages through their cross-border activities such as intra-firm trade, firm-wide investment

plans or wage setting. In particular for the EMU, foreign direct investments are essential

elements for completing the internal market and thus promoting economic integration and

overall competitiveness of the region. While economic rationale and research suggest that

promoting FDI through investment policies is a valid instrument to remove barriers in order

to complete the internal market (Ilzkovitz et al., 2007), theory and available empirical evi-

dence are less clear about the effects of deeper cross-border capital links within a region on

business cycle synchronisation. Thus, there could be a potential conflict between European

policies that aim at fostering FDI linkages and the efficient policy-making by the European

Central Bank (ECB) if member states’ cycles tend to move apart because of desynchronising

forces of the FDI channel. Studying the question whether two countries that are strongly

linked through capital stocks show a higher comovement of output cycles than two countries

that are less connected through capital cross-links will clarify such concerns.

Our second contribution to the literature is a more technical one, as we argue below. It

is a necessary step forward in the empirics of business cycle synchronisation to use panel

instead of cross-section data to identify contemporaneous bilateral relations among the de-

terminants. Previous research mainly focused on data averaged over time and employed

cross-section regressions on country (pair) means of the explanatory variables. In such re-

gressions, business cycle synchronisation between two countries is usually measured by the

Pearson correlation coefficient of GDP cycles over the entire sample period. Some stud-
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ies impose a panel structure by computing correlation coefficients and averages over few

non-overlapping sub-periods of equal size (e.g. Schiavo, 2008; Hsu et al., 2011). These

approaches lead to an identification problem if the data are characterised by trends over

time since averages become time dependent and the building of arbitrary sub-periods will

randomly influence regression results. As will be shown below, in particular trade and FDI

intensity measures display strong time trends. A more systematic way of exploiting the

between and within variation of the data is to directly run panel regressions and, moreover,

take country-pair and period fixed effects into account. Country-pair fixed effects consider

unobserved heterogeneity between two countries that arises, for instance, due to geographical

or cultural proximity while period-specific effects capture common time shocks. The latter

are relevant for distinguishing the transmission of shocks through trade and FDI linkages

from common shocks as a source of output cycle synchronisation (e.g. Kappler, 2011). Thus,

panel estimations are much more capable of reconciling theory with empiricism than pure

cross-sectional or pseudo panel estimation approaches. So far, genuine panel data is used by

few studies only (see Kappler, 2011; Kalemli-Ozcan et al., 2013) which focus on one specific

determinant of synchronisation.

Our results show that the coefficient of contemporaneous effect of FDI linkages on busi-

ness cycle synchronisation is in most cases positive significant, but for inner European FDI

relations we do no find a significant impact. These findings imply that policies fostering

bilateral FDI integration do not harm synchronisation between countries. On the contrary,

they may even increase comovement. Furthermore, regarding trade integration, we find it

to be in fact not as robust as the cross-section effects reported by previous studies. The

correlation between trade relations and synchronisation may be largely driven by common

underlying factors. This finding is in accordance with literature highlighting the importance

of global shocks (see Kose et al., 2008, 2012; Karadimitropoulou and León-Ledesma, 2013).

Finally, increasing heterogeneity in the sector composition between countries is found to

have a negative impact on their cyclical synchronisation.

In the next section, we discuss the channels through which FDI may impact on the co-

movement of business cycles. Furthermore, we provide a short overview on the theoretical

motivation and the empirical results for the main determinants of business cycle synchroni-

sation based on the pertinent literature. In Section 3 we introduce our empirical strategy

and discuss the advantages of a panel over a cross-sectional approach. Section 4 contains

explanations about the measurement concepts and data for the variables of our model. Esti-

mation results and sensitivity tests are presented in Section 5, followed by some concluding

remarks in the final section.
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2 Literature

Despite the considerable degree of cross-boarder activities arising from foreign direct invest-

ment, so far theoretical analyses on the effects of financial integration on business cycles

focused almost exclusively on the case of portfolio investment and bank integration. The

studies by Russ (2007) and Cavallari (2007, 2008, 2010) are an exception. These authors

integrate heterogeneous firms in a monetary two-country business cycle model, which choose

whether to enter a domestic or foreign market and whether to serve foreign markets through

trade or through a foreign affiliate according to their productivity. Households participate

in firms activity by holding shares of all types of home based firms. Thus, the activities

of multinational firms foster the comovement of output across countries by increasing the

degree of (dividend) income interdependence.

As regards financial integration in a broader sense, Heathcote and Perri (2002) show

that in standard two-country, two-good international real business cycle (IRBC) models the

cross-country correlation between output is higher in the case of financial autarky than with

the existence of an internationally integrated bond market or complete asset market. In

open financial markets, firms can reallocate their resources more efficiently, i.e., to the coun-

try with higher productivity, if hit by a shock. Thus, increased financial integration lowers

the synchronisation of output. But if investors are subject to binding collateral constraints,

Devereux and Yetman (2010) and Devereux and Sutherland (2011) find that comovement

differs with respect to the type of financial integration. While integration in bond markets

continues to result in lower output correlation in their model, integration in equity markets,

where constraints are in place, leads to a transmission of technology shocks across countries

through the balance sheet of constrained (international) investors causing output fluctuations

to co-move. A similar mechanisms is emphasised by IRBC models incorporating multina-

tional banks, which were developed in the aftermath of the financial crisis of 2007 and 2008

(see Olivero, 2010; Enders et al., 2011; Ueda, 2012). In these studies, financial integration

is modeled by financial intermediaries (banks) operating at a global level. In consequence, a

negative country-specific shock to the capital of a bank spreads to another country because

of binding capital constraints faced by the international bank, which results in comovement

of international output fluctuations. In contrast, country-specific technology shocks do not

lead to synchronised business cycles just like in a conventional IRBC model such as Backus

et al. (1992).

The empirical literature suggests several additional transmission channels of business

cycle shocks through multinational firms which are not incorporated into business cycle

theory so far. First, FDI gives rise to increasingly international supply chains enhancing
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the spillover of idiosyncratic shocks from one country to another.1 Furthermore, Stevens

and Lipsey (1992) and Desai and Foley (2006) provide evidence that rates of return and

investment of affiliates within a multinational firm are highly correlated, pointing to cross-

border investment plans. Budd et al. (2005) and Jansen and Stokman (2006) both come to

the same conclusion, though the first study is based on a firm-level panel and the second

on macro data: Multinationals share their profits between their affiliates providing a further

transmission channel. Balance sheet effects (similar to what Devereux and Yetman, 2010

and Devereux and Sutherland, 2011 propose) may be another transmission channel since

the balance sheet of a multinational may be more susceptible to changes in the financial

conditions in one of its host countries due to its international exposure (see Desai et al.,

2008). But multinational firms may also benefit from their internal capital markets (see

Desai et al., 2004) and therefore perform better than local firms under strong financial

constraints as Hovakimian (2011) and Alfaro and Chen (2012) point out. Finally, when

engaging in business abroad, multinational firms trigger knowledge and technology transfers

which in turn may narrow the gap between GDP growth rates.

To summarise, from a theoretical point of view the direction of the influence of FDI on

synchronisation is not clear. Most of the possible channels, however, point to a positive

relation between FDI integration and cyclical comovement. But as Morgan et al. (2004)

point out, the sign of the relation may strongly depend on the type of shock. If the financial

sector of a foreign country is hit by a negative shock, a parent company may support its

affiliate with financial liquidity. If in contrast there is an adverse shock to productivity, the

parent may withdraw its support and shift resources to more profitable locations.

Most empirical studies on the determinants of business cycle synchronisation report a

positive impact of financial integration on output comovement irrespective of the measure in

use. De-jure measures like composite indices based on the IMF’s Annual Report on Exchange

Arrangements and Exchange Restrictions (AREAER)2 are employed as well as de-facto

volume-based or price-based measures like bilateral asset holdings and capital flows or return

spreads of equity or bond holdings (see e.g. Kose et al., 2003; Imbs, 2004, 2006; Schiavo, 2008;

Keil and Sachs, 2012). In contrast to these studies, Kalemli-Ozcan et al. (2013) use bilateral

international bank assets and liabilities and adopt panel methods including country pair and

time fixed effects to quarterly data. They detect a strong negative effect of their measure of

financial integration on business cycle synchronisation and ascribe this opposing result to an

omitted variable bias in cross-section analyses, which could not account for global shocks and

unobservable country pair specific heterogeneity. Davis (2014) argues that the integration

1IRBC models in the spirit of Burstein et al. (2008) capture vertical integration by explicitly including

trade in intermediate goods. They find this to be an important channel for synchronisation.
2See for instance the Chinn-Ito index (Chinn and Ito, 2008) or the restriction indices by Schindler (2009).

4



on differing financial markets may lead to different effects on synchronisation depending on

whether transmission occurs through the wealth (divergence) or through the balance sheet

channel (convergence). According to his estimation results, integration in credit markets

occurs mainly through the balance sheet channel yielding a positive effect on comovement.

Equity market integration, in contrast, has a negative effect which points to wealth effects

as the main transmission channel.

Only few empirical studies investigate the influence of bilateral FDI linkages on comove-

ment of business cycles. Considering the strong growth and large scale of foreign direct

investment positions, but also the various potential transmission channels arising from multi-

national firms discussed above, this economic linkage is more than just a financial link and

a relevant factor to be included. Empirical findings by Otto et al. (2001), Hsu et al. (2011),

Jansen and Stokman (2011) and Keil and Sachs (2012) lead to the conclusion that the pos-

itive effects of increased FDI linkages dominate. The latter two note that there is a shift in

importance from trade to FDI in the mid-nineties. Dées and Zorell (2012) in contrast do

not find a significant direct impact of FDI which may be due to their unusual unscaled FDI

measure.

In addition to FDI linkages, we include as major endogenous factors explaining business

cycle synchronisation trade integration and differences in countries’ sector structure. Trade

linkages are the most reviewed and robust determinant of business cycle synchronisation in

the literature.3 The positive direct effect of stronger trade relations found in the data is

in line with theoretical considerations according to which trade directly links foreign and

domestic demand and supply. Thus, trade seems to be an obvious channel for transmission

of demand and supply shocks. However, IRBC models have notorious difficulties to match

the empirical findings quantitatively (see Kose and Yi, 2006). Comparing estimations over

subperiods, Böwer and Guillemineau (2006), Jansen and Stokman (2011) and Keil and Sachs

(2012) find that the relevance of trade linkages for bilateral synchronisation has decreased

since the mid-nineties. New evidence on the dynamic relationship between synchronisation

and trade intensity by Kappler (2011) casts doubt on the importance of trade in the trans-

mission of cyclical shocks. His results support the common-shock view (see e.g. Kose et al.,

2008) as they point to common or global factors being the main drivers of synchronisation

which trigger changes in trade flows contemporaneously. In this study we focus on the con-

temporaneous effect of time-varying trade intensity while accounting for common shocks

through year specific effects.

Similarities in the sectoral structure of two countries may also be of importance for the

bilateral comovement of their business cycles. Countries with a similar industry structure

are supposed to exhibit higher comovement other things being equal since they will respond

3See Frankel and Rose (1998), Imbs (2004), Baxter and Kouparitsas (2005) to cite the most influential.
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in similar ways to global and sector-specific shocks. An idiosyncratic shock to a sector in

a country will more likely spread to another country if the countries are engaged in related

businesses. However, extant empirical evidence on the importance of sectoral similarity is

mixed. Differences in the sectoral structure are either found to decrease synchronisation of

business cycles significantly (for instance Imbs, 2004, 2006 or Inklaar et al., 2008) or to have

no significant impact (see Baxter and Kouparitsas, 2005).

3 Empirical Approach

Our estimations to identify the determinants of comovement in cyclical fluctuations are based

on the following equation:

ρijt = α1FDIijt + α2Tijt + α3SDijt + α4I1,ijt + µij + λt + εijt, (1)

where ρijt is our measure of business cycle synchronisation between country i and country j

at time t. FDIijt denotes the bilateral FDI intensity, Tijt is a measure for trade integration,

and SDijt represents the differences in the sectoral structure within country pairs. These

variables are treated as endogenous variables in the following. In I1,ijt we include additional

time and country-pair varying exogenous covariates. The disturbances follow a two-way error

component model, where µij denotes country-pair specific effects, λt common year specific

effects and εijt the remainder stochastic disturbance. A detailed description of all variables

and their measurement concepts as well as of their potential impact is given in the next

section.

Note that our three endogenous variables may not only directly impact on business cycle

synchronisation as described in the previous section, but may also interact with each other

and therefore have an indirect impact on synchronisation. To be specific, inter-industry trade

integration is supposed to rise as a result of increasing differences in the sector structure to

exploit endowment differences or comparative advantages. Intra-industry trade, in contrast,

may be fostered by more similar industries. Increased trade integration in turn results in

deeper specialisation according to classical trade theory based on comparative advantages

and economies of scale. This argument is valid for inter-industry trade. But as pointed out

by Frankel and Rose (1998) and Imbs (2004) among others, trade between industrialised

countries and especially between European countries is predominantly of the intra-industry

type. As such it could be a source for knowledge spillovers similar to FDI and therefore

augment similarity. In addition, trade is supposed to have a positive impact on FDI since

both are driven by common factors such as the productivity level of firms (see Helpman et al.,

2004). Inversely, effects could point in both directions: on the one hand, horizontal FDI may

substitute trade where trade costs are prohibitively high or firms want to be closer to the
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customer, on the other hand vertical FDI (i.e., off-shoring parts of the production) or export-

platform FDI may stimulate trade in intermediate as well as in final goods.4 Finally, higher

similarity may stimulate new FDI in order to benefit from technological knowhow abroad,

to be closer to the costumer or to reduce transport costs. The impact of FDI linkages on

the industry composition is, however, ambiguous. Due to FDI induced technology transfer,

countries might become more similar with respect to their industry composition, whereas

the slicing of the supply chain and the possibility to diversify risks gives rise to a higher

degree of specialisation.

To take these indirect effects into account, Imbs (2004) proposed the estimation of a

system of equations. In addition to the equation explaining the bilateral comovement of

business cycles, such a system contains one equation for each endogenous variable. Thus,

equation (1) could be amended by the following equations

FDIijt = β1Tijt + β2SDijt + β3I2,ijt + u2,ijt (2)

Tijt = γ1FDIijt + γ2SDijt + γ3I3,ijt + u3,ijt (3)

SDijt = δ1FDIijt + δ2Tijt + δ3I4,ijt + u4,ijt, (4)

where each endogenous determinant depends on the other endogenous variables and on

exogenous factors Im,ijt with m = 2, 3, 4 being the index of the additional equation. By

analogy with equation (1) the disturbances um,ijt are modelled as a two-way error components

structure:

um,ijt = µm,ij + λm,t + εm,ijt. (5)

Note, however, that we do not estimate the whole system of equations. We focus on identify-

ing the direct effects of the determinants of comovement in business cycles, i.e. we estimate

only equation (1) by means of a two-stage least squares approach. Nevertheless, we take the

whole system into account when instrumenting, since the instruments stem from the exoge-

nous variables Im,ijt with m = 2, 3, 4 included in equations (2) to (4). Even if we do not

estimate equations (2) to (4) “... much can be gained in specifying a system of simultaneous

equations as it permits identification of the coefficients of endogenous regressors using as

instruments exogenous regressors excluded from the equation of interest.”, as Cameron and

Trivedi (2005, p.762) state.

We acknowledge that an estimation of equations (2) to (4) would nevertheless be useful

to disentangle the indirect effects of the determinants resulting from their interdependence.

We would for example know whether trade linkages indirectly foster synchronisation by

enhancing FDI or decrease the differences in the sector composition. In an attempt to identify

these relations, we came across the same problem for all three equations: Our available

4For a analysis of the two-way linkages between FDI and trade see Aizenman and Noy (2006).
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instrument sets (see Subsection 4.2) were rejected by Hansen’s J test in almost all cases. One

of the possible reasons may be the close relation of trade and FDI, which are determined by

very similar factors. This makes it difficult to find an instrument which is correlated with

one and exogenous to the other of the two variables. If the exogeneity condition for the

instruments is not met, inconsistently estimated coefficients are the consequence. Therefore,

we refrain from estimating non properly identified indirect effects and from an estimation

of the whole system with a three-stage least squares (3SLS) estimator.5 Previous studies

reporting estimates for the indirect relations either worked with exactly identified systems

where overidentifying tests can not be applied assuming the exogeneity or without reporting

tests of their instrumentation (see Imbs, 2004, 2006; Schiavo, 2008; Inklaar et al., 2008; Hsu

et al., 2011; Dées and Zorell, 2012; Keil and Sachs, 2012).

In our analysis, we first conduct estimations based on a collapsed cross-section sample

with observations pooled over time in keeping with many previous studies. A pure cross-

section or between identification strategy employing means of time-varying variables, how-

ever, is subject to several objections. Identification over the variation in long-term average

behaviour between country pairs is based on the assumption of a stable relation between the

variables over time. Several studies like Frankel and Rose (1998), Inklaar et al. (2008) or

Keil and Sachs (2012) deal indirectly with the concern of missing stability by splitting their

samples into subperiods (which serves in Inklaar et al. (2008) also to generate more obser-

vations). If results for subperiods are considered separately, they point to a change in the

importance of trade and FDI over time, corroborating this concern. As we show below, mea-

sures of trade and FDI integration contain strong trends in their behaviour over time. Thus,

an interpretation of their means over the long term is highly questionable. Applying panel

estimation methods allows to capture the within variation in the data. In addition, cross-

section estimates may suffer from omitted variable bias, since some variables of interest are

not observable and a sound theoretical foundation of the estimated equation is not at hand.

Using panel data enables us to mitigate this problem by taking unobservable country-pair

specific effects into account which capture time invariant explanatory factors. Furthermore,

we introduce year specific effects to control for common shocks to both countries. This is

an important aspect in the light of the strong global shocks of the last years and cannot be

tackled in a cross-section approach. Cross-section data does not allow to disentangle whether

higher comovement is caused by transmission of idiosyncratic shocks, e.g. through trade,

or by common shocks. Hence, the impact of a strong global shock may in the cross-section

view be interpreted as stronger economic integration, i.e., increased transmission, because

the variables of interest contemporaneously move in the same direction.

5A 3SLS estimator, which takes contemporaneous correlations across equations into account and is thus

more efficient, would suffer from a bias due to inconsistent estimation of single equations in the system.
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For these reasons, in the main part of our analysis, we estimate the equation explaining

synchronisation with an appropriate panel instrumental variable approach. We employ the

error component two-stage least squares (EC2SLS) estimator proposed by Baltagi (1981)

and expounded in Baltagi (2008), which is a random effect 2SLS estimator based on a

weighted average of fixed effects and between 2SLS estimators. It differs from a conventional

random effects or generalised 2SLS estimator in taking into account not only endogeneity

stemming from correlations between country-pair fixed effects and explanatory variables but

also endogeneity between the explanatory variables as described by equations (2) to (4).6

4 Measurement Concepts and Data

4.1 Business Cycle Synchronisation and its Endogenous Determi-

nants

We measure bilateral synchronisation of business cycles ρijt as the negative absolute difference

between two countries’ real GDP growth rates following Giannone and Reichlin (2008),

Kappler (2011) and Kalemli-Ozcan et al. (2013):7

ρijt = − |∆Yit −∆Yjt| . (6)

This approach has an interpretation similar to the Pearson correlation coefficient—higher

levels of ρijt indicate a higher degree of bilateral synchronisation between country i and

j in year t. But it has several advantages over this traditional time-invariant correlation

measure of business cycle synchronisation. First, it reveals the variation in synchronisation

over time. Thereby the stationary nature of synchronisation becomes evident.8 Second, ρijt

is independent of the underlying sample period for each t, which is not the case for the mean-

based correlation coefficient as used in most studies, even if it is estimated over subperiods or

a rolling window. In addition, our growth rate based measure is not subject to measurement

errors and to critiques on filtering methods which applies to estimated measures of business

cycles, e.g. by the HP filter, and their correlations.

When measuring bilateral FDI and trade integration, we want to capture the economic

importance of these linkages for both countries. Therefore, we apply the following measure-

6The EC2SLS estimator employs more instruments than the G2SLS estimator by exploiting the restric-

tions in the error-component structure of the variance-covariance matrix and is thus more efficient (see

Baltagi, 1981).
7Detailed information on data sources are listed in Appendix A.
8This applies not only to the synchronisation measure used in our study but also to other time-variant

synchronisation measures proposed in literature, namely by Yetman (2011), Mink et al. (2007), Morgan et al.

(2004) and Alesina et al. (2003).
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ment concept

Tijt =
EXijt + IMijt

GDPit +GDPjt

(7)

FDIijt =
Outijt + Inijt

GDPit +GDPjt

, (8)

where bilateral export and import flows and FDI inward and outward stocks, respectively,9

are scaled by the sum over the GDP of both countries.10 So as long as a shock affects trade

or FDI and output proportionally, we observe no change in our intensity measure. We prefer

FDI stocks to flows, since the latter are of minor relevance with respect to their size (relative

to GDP). Furthermore, being mainly the adjustment of existing FDI relations, they are just

one of the channels through which existing multinationals affect business cycle comovement.

As described in detail in Section 2, the existence of FDI stocks/multinational firms opens

up several transmission mechanisms from international supply chains to technology transfer

including intra-firm investment and finance which constitute FDI flows. The stronger the

linkages between countries in terms of FDI stocks, the stronger these channels may work.

To capture differences in the sectoral structure between countries we resort to value

added shares szit for the sectors z = (1, ..., Z) of the OECD STAN database covering all

economic activities (including services) according to the International Standard Industrial

Classification (ISIC) rev. 3 to compute

SDijt =
Z∑

z=1

|szit − szjt| . (9)

This measure is equal to zero if countries have an identical sector structure and reaches

its maximum of two for completely disjunct sectors.11 We expect a negative coefficient in

our estimation since larger differences in the sector structure between two countries should

decrease their degree of synchronisation as they make the transmission of idiosyncratic shocks

less likely.

9With respect to data on bilateral trade flows and FDI stocks, we follow the approach proposed by

Feenstra et al. (2005): since in practice EXijt = IMjit and Outijt = Injit does not hold, we use the data

from the importing/inward FDI country if available which is assumed to be more reliable.
10In some studies total trade flows/FDI positions of both countries are used as scaling factor. The resulting

measures have a different interpretation from ours: they capture the importance of a particular bilateral

trade/FDI relation relative to overall trade/FDI of these countries. Thus, these measures assign the same

importance to large trade flows between very open countries and small trade flows between relatively closed

countries with small overall trade. We think that it is the economic value of linkages which matters for

synchronisation and not their share in countries’ overall linkage portfolio.
11Note that we calculate SDijt only for country pairs and years where the database covers at least 50%

of the economy wide value added.
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4.2 Exogenous Variables and Instruments

Equation (1) as well as equations (2) to (4) include a set of exogenous explanatory variables

denoted by Im,ijt. While variables in I1,ijt are exogenous explanatory variables for our equa-

tion of interest, all variables included in I2,ijt to I4,ijt but not in I1,ijt serve as instruments for

the identification of the coefficients of endogenous regressors in the synchronisation equation.

In the following we describe the set of variables in all Im,ijt.

In the synchronisation equation (1) we include in I1,ijt bilateral measures comparing

monetary and fiscal policy within country pairs. The discrepancy in monetary policy between

countries is captured by absolute differences between short term interest rates. This measure

is the higher, the higher the discrepancy between monetary policies, whereas for country

pairs which are both in the euro area it becomes zero12. Coordinated monetary policy may

increase synchronisation by enhancing similar reactions to a common shock or being itself

the source of a common shock. In a currency union, the stability of the exchange rate may

provide an additional indirect positive effect by stimulating trade integration. But in case

of idiosyncratic shocks, countries under a common monetary policy may lack the possibility

of adjustment to keep cycles moving together. Empirical studies find only weak evidence for

similarity in monetary policy as an enhancing factor (see Baxter and Kouparitsas, 2005).

Divergence in fiscal policy is measured as bilateral differences in the government budget

balance in percentage of GDP following Darvas et al. (2007). From a theoretical point of

view, the effect of fiscal policies on synchronisation is ambiguous depending on the type of

economic shock and on the type of fiscal policy. On the one hand, discretionary or rule-

based fiscal spending may be used to dampen the effects of country-specific or asymmetric

shocks implying a positive impact of fiscal divergence on cyclical comovement. On the

other hand, fiscal policy may also be employed in a pro-cyclical way or even be the source

of a country-specific shock and therefore loosen comovement. Empirical studies of Darvas

et al. (2007) or Inklaar et al. (2008) suggest that a higher discrepancy between fiscal deficits

has at best a negative effect on the comovement of business cycles or none as Clark and

Van Wincoop (2001) find. Although previous literature (see Inklaar et al., 2008) based on

cross-section identification shows that there are no major differences in the results between

an exogenous and an endogenous treatment of these two policy variables, the assumption

of no contemporaneous reaction of policy to cyclical fluctuations does not necessarily hold

in a panel model. We therefore consider an alternative specification where we include both

policy variables with a lag of one year instead of the contemporaneous variables. For the

12Differences in the short term interest rates may be seen as the lower bound of overall differences in

monetary policy. The extraordinary country specific measures used by the ECB in the last years show

that there may be additional differences even within a currency union, at least during times of crisis. In

consequence, the coefficient of monetary policy has to be interpreted as the upper bound.
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lagged variables the assumption of exogeneity is justifiable from a theoretical point of view.

Furthermore, it is known that business cycles usually react with a lag to changes in fiscal

and monetary policy. Qualitatively, there is virtually no difference in the results between

including the contemporaneous and the lagged values of the policy variables. At the same

time, a noteworthy change in the size of coefficients is observed for FDI integration which

results to be about 25% higher in some specifications when lagged policy measures are used.

As instruments for the endogenous regressors (and as covariates for the remaining equa-

tions) previous papers employ mainly time-invariant country pair specific variables like the

well-established gravity variables for trade or the indicators on the degree of de jure financial

openness by La Porta et al. (1998) for financial integration. In our panel estimation approach

all time-invariant explanatory factors are absorbed by country pair fixed effects. Therefore,

by our research design only time-variant variables are considered as instruments.

Theoretically, an optimal candidate for I2,ijt as an instrument and exogenous explanatory

variable for FDI integration would be a de jure measure of openness to FDI. As a change in

GDP growth is unlikely to cause a contemporaneous regulatory change, it can be assumed

that a bilateral version of a de jure measure of FDI but also trade openness is uncorrelated to

the synchronicity measure. The OECD provides an index on FDI Regulatory Restrictiveness,

but unfortunately only for a few years.13 But even more comprehensive data on the legal

situation like the indices by Schindler (2009) on direct investment restrictions or the more

general Chinn-Ito index (Chinn and Ito, 2008) measuring the degree of capital account

openness are problematic for panel data analyses since their within variation is low for most

countries and thus their explanatory power is limited. If we include one of these variables—

transformed into a bilateral measure by taking sums or differences—in I2,ijt our regressions

return an insignificant effect in the first stage no matter in which estimation specification,

while the coefficients of the second stage do not change. Therefore, we do not include

any de jure measure of capital or FDI openness in I2,ijt. Instead we use indicators for

de facto capital controls to explain the degree of bilateral FDI linkages. A better general

access to capital in each single country may be an important criterion for direct investment

decisions and therefore be favourable to FDI integration. The same holds true for trade

integration. Since the following measures are not based on truly bilateral data but are

computed by taking differences or sums of indicators for overall capital openness of each of

the two countries, it seems reasonable to assume their exogeneity with respect to bilateral FDI

integration. We include the bilateral sum of the gross private capital flow ratio to GDP as a

volume-based measure of capital openness. As an alternative, we use a price-based measure,

namely the return spread between share price indices which are constructed to represent share

price movements in national stock markets. According to theory, in perfectly integrated

13The index is provided for the years 1997, 2003, 2006 and on an annual basis since 2010.
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capital markets the law of one price should hold, implying equal returns on comparable

assets (Keil and Sachs, 2012). Smaller return spreads indicating a higher degree of financial

market integration are therefore expected to foster FDI integration. Additionally, we include

lagged FDI integration as suggested by Schiavo (2008) and a measure of overall economic

development of a country pair given by the bilateral sum of GDP per capita.

In explaining trade integration with panel data we can build on an established literature.

We follow Egger (2000) in including the following index measuring the similarity in the

economic size of countries in I3,ijt:

GDPsimilarijt = 1−
(

GDPit

GDPit +GDPjt

)2

−
(

GDPjt

GDPit +GDPjt

)2

. (10)

This index is the larger, the more similar two countries are in terms of GDP. Very similar

countries are supposed to have a high degree of intra-industry trade and therefore also of

general trade linkages. Furthermore, I3,ijt contains the same measure of overall economic

development like I2,ijt. Additionally, we include an index on the degree of bilateral (de jure)

economic integration which is taken from the Database on Economic Integration Agreements

by Baier and Bergstrand (2007), but which is only available until 2005.

Differences in the sector structure are explained by overall economic development (like

trade and FDI linkages) and by differences in economic development/wealth between coun-

tries measured by the absolute difference in GDP per capita. These two measures both draw

on the idea that economies manifest certain patterns regarding the industrial composition

in different states of development (Imbs and Wacziarg, 2003). This argument may be less

appropriate the more similar countries are with respect to their sectoral structure and stage

of development.

For most of the described instruments it is not possible to completely exclude a correlation

with our measure of bilateral cyclical comovement between countries by theory. Therefore,

we test the validity of instruments by means of Hansen’s J test, i.e., testing the validity

of overidentifying restrictions. In contrast to the Sargan test, this test is consistent in the

presence of heteroscedasticity. Note that for panel random effect estimators Hansen’s J test

can even be applied if there is only one instrument for each endogenous determinant. When

applying the EC2SLS estimator, the exogenous regressors (in our case the indicators for

monetary and fiscal policy as well as all year dummies) are subject to a GLS transformation

before the estimation. In the IV estimation (on the transformed data) the transformed

regressors are all treated as endogenous while for each of them their demeaned and re-

centered transformation as well as their group mean transformation are used as excluded

instruments. In contrast, for a fixed effects 2SLS estimator, where such a transformation

is not used, the test is not applicable in this case since the equation is just identified. In

addition, we control the first stage F-statistics to prevent using a weak instrument set.
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Figure 1: Cross-Sectional Means of Business Cycle Synchronisation and its Endogenous

Determinants

4.3 Data Overview

Since the emphasis of our identification approach lies on the within variation in the data, we

choose the longest possible sample at the expense of a reduction of the number of country

pairs. After the exclusion of South Korea because of its strongly differing synchronisation

patterns, there are 16 countries left yielding 120 country pairs.14 Due to the limitations in

time range given by the OECD’s bilateral FDI data and the OECD STAN database used to

calculate sectoral differences, we obtain a usable data set for the period from 1982 to 2009

at an annual frequency. The panel is unbalanced, however, with an increasing number of

observations for more recent years. Descriptive statistics for all variables are included in the

Appendix A in Table 5.

In Figure 1 we plot cross-section averages for each point in time of our synchronisation

measure and the three endogenous determinants. The plots reveal that all variables but

synchronisation exhibit significant changes in levels over time, casting the meaningfulness of

14These countries are: Austria, Canada, Denmark, Finland, France, Germany, Greece, Italy, Japan,

Netherlands, Norway, Portugal, Spain, Sweden, UK, US.
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long-term averages into doubt as they vary with the underlying period.

5 Results

In this section, we briefly report what a cross-section approach would imply for our data

set before we present detailed estimation results for the panel dimension. With respect to

the instrumentation, we start with a parsimonious specification where we include one (time-

variant) instrument for each endogenous variable. These instruments are the volume-based

measure of capital openness, economic similarity and overall economic development.15 In

the following, we discuss and test the choice of instruments by employing the other available

instruments discussed before.

5.1 Cross-Section

Before conducting panel estimates, we confront our data basis with the cross-section based

literature. We do this by estimating the synchronisation equation with cross-section data

obtained by averaging the data over time.16 To make the comparison more appropriate, we

additionally include a set of time-invariant exogenous variables. Our identification approach

based on time-variant instruments presented in Section 4.2 cannot correctly identify effects

in the cross-section where fixed effects cannot be taken into account. In such a setting,

we obtain low F-statistics for FDI and trade integration in the first stage pointing to weak

instruments. Including some time-invariant variables serves to at least partially control for

country-pair specific characteristics. We use standard gravity variables, namely the distance

between the main economic centers and dummy variables for common borders from CEPII’s

GRAVITY dataset17, as well as the bilateral sum of an index measuring share holder rights

provided by La Porta et al. (1998). These additional variables remedy the weak instruments

problem in the cross-section raising the F-statistics of first step estimations well above the

rule of thumb value of 10. In addition, Hansen’s J test does not report problems with the

validity of the instruments. Estimations are carried out based on pooled data over the entire

period from 1982 to 2009 as well as over the subperiods 1982-1998 and 1999-2009, that is

before and after the introduction of the euro.

We find that coefficients—especially those of trade and FDI intensity—vary strongly with

15Note, however, that the instruments are not assigned one by one to the single determinants by means

of the estimator, but are all together used in each first-stage regression explaining the endogenous.
16This is the common procedure in the cross-section literature for all time-variant variables. Bilateral

synchronisation, however, is usually calculated as the Pearson correlation coefficient between business cycles

of two countries.
17http://www.cepii.fr/CEPII/en/bdd modele/bdd.asp
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the underlying sample period. The shift in the coefficients over time does not necessarily

have to be a signal for a change in the strength of the underlying relation between FDI or

trade linkages and synchronisation but may simply be driven by the calculation of means

over time series containing trends. In addition, multicollinearity between FDI and trade may

be a big concern in the cross-section as we will show in detail in the next section. Thus, we

refrain from further interpreting the results which are reported in Table 6 in Appendix B.

5.2 Panel Approach

In this subsection we discuss the results of estimating equation (1), employing the error

component two-stage least squares (EC2SLS) estimator on panel data. All panel estimations

include country-pair specific effects and a full set of year dummies if not stated differently.

Hence, they focus on the transmission channels of idiosyncratic business cycle shocks.

Basic Specification with Parsimonious Instrument Set The results of our basic spec-

ification with the parsimonious time-variant instrument set as described at the beginning

of this section are reported in Table 1 column (1). The estimation points to a significant

positive influence of FDI integration implying that the synchronising effect dominates among

the various cross-boarder linkages in multinational firms. We do not find a significant impact

of trade relations on the comovement of business cycles. As we will show in the following,

the coefficient of trade integration is insignificant not only in our basic specification but also

in all alternative specifications. Differences in the sectoral structure in turn have a nega-

tive significant effect on cyclical comovement implying that the transmission of idiosyncratic

shocks between countries is the weaker, the bigger the differences in their sectoral structure.

Therefore, FDI and trade possibly exert an indirect influence on business cycle synchronisa-

tion by causing changes in the sectoral composition of economies. Differences in monetary

policy are estimated to have a negative impact on the cyclical comovement of a country

pair implying higher synchronisation in countries with similar short term interest rates. In

contrast, differences in the net lending position of governments have a positive effect. This

result may arise from the fact that governments incur debts when trying to buffer their

country from idiosyncratic shocks.

To validate our identification approach, we first checked the F-statistics of the EC2SLS

(and fixed effect two stage least squares, FE2SLS) first stage regressions. These signal no

problems of weak instrumentation for any of the endogenous covariates being all two-digit.

In addition, we find F-statistics from FE2SLS estimations to be higher than the single-digit

F-statistics of first stage between regressions emphasising that country pair specific effects

should not be neglected (see Baltagi, 2008). Second, we test the exogeneity of instruments

by means of Hansen’s J test which is reported in the lower part of Table 1. The degree of
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Table 1: Business Cycle Synchronisation: EC2SLS with Varying Instruments

(1) (2) (3) (4) (5)

Instrumentation Parsim. Econ. Diff. Return Spread EIA L.FDI

Period 1982-2009 1982-2009 1982-2009 1988-2005 1983-2009

FDI 0.249 0.269 0.285 0.489 -0.011

(0.124)** (0.134)** (0.123)** (0.168)*** (0.059)

Trade -0.157 -0.172 -0.194 -0.204 0.069

(0.198) (0.218) (0.192) (0.226) (0.160)

Sectoral Differences -0.039 -0.037 -0.038 -0.032 -0.040

(0.009)*** (0.009)*** (0.008)*** (0.009)*** (0.009)***

Monetary Policy -0.097 -0.095 -0.096 -0.093 -0.083

(0.024)*** (0.024)*** (0.024)*** (0.026)*** (0.024)***

Fiscal Policy 0.064 0.063 0.064 0.059 0.054

(0.012)*** (0.012)*** (0.012)*** (0.015)*** (0.012)***

Year Dummies Yes Yes Yes Yes Yes

N 1,793 1,793 1,791 1,447 1,750

Hansen’s J Test

χ2 (d.f.) 19.98 (25) 17.39 (27) 29.59 (27) 26.21 (21) 21.26 (28)

p-value 0.748 0.921 0.333 0.198 0.814

Notes: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1.

freedom of the χ2 distribution is given by the number of exogenous time-varying variables

after the transformation. The result of Hansen’s J test on the EC2SLS estimations confirms

the validity of our parsimonious instrumentation. In addition, we apply a Hausman test

based on the difference between FE2SLS and EC2SLS estimates. It turns out that the null

hypothesis of consistent EC2SLS estimations cannot be rejected for this and any of the

following specifications.

Alternative Instrumentation In order to test the dependence of our results on the

instrumentation, we add the alternative instruments discussed in Subsection 4.2 one-by-

one to the parsimonious instrument set. In Table 1 we report the estimation results as

well as the test statistics of Hansen’s J Test. We add in turn the measures of differences in

economic development (column 2), differences in return spreads (column 3) and the indicator

on Economic Integration Agreements (EIA) (column 4) and finally lagged FDI intensity
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(column 5) to the instrument set.18 The changes in the instrumentation do not come with

significant changes in the results reported for the parsimonious specification except for the

FDI coefficient when including EIA or lagged values of FDI. In the first case, the impact of

FDI is bigger, which is due to the data limitations of the EIA indicator. As mentioned in

Subsection 4.2, it stops in 2005 so that the crisis-driven years since 2007 are excluded from

the sample. The recent global crisis has provoked a particularly sharp plunge in FDI stocks

among industrialised countries (see Figure 1) which might be the reason behind the higher

coefficients in the shorter sample. When we estimate the parsimonious specification excluding

the years from 2007 onwards from the sample, we also obtain a higher coefficient for FDI

(0.397) at a 1% significance level but no remarkable changes regarding the other variables

(not reported). Including lagged FDI integration as an instrument yields an insignificant

effect of FDI integration on business cycle synchronisation.

Relation of FDI and Trade A potential reason for the insignificant effects of trade

integration could be its multicollinearity with FDI. Indeed, in the cross-section we observe

an unconditional correlation as high as 0.71 between the two variables, which makes cross-

section based estimations including trade and FDI even more questionable. In the panel

data the unconditional correlation still amounts to 0.65, but drops to 0.44 when we take

country-pair fixed effects into account and to 0.37 when, additionally, year specific effects

are included. Considering the correlation between country pairs and within country pairs

separately, it emerges that the high correlation is mainly driven by strong relations between

trade and FDI across country pairs, but not over time. The correlation between country pairs

amounts to 0.69 averaged over all years, whereas the correlation over time adds up to just

0.31 averaged over all country pairs (a detailed statistic on between and within correlation

is included in Appendix B, Figure 2 and 3). This said, multicollinearity seems to be more

of an issue when we look at shorter samples or at the cross-section.

As a further test of the importance of multicollinearity for our estimation results, we

compute estimations excluding in turn trade and FDI. To stick with our instrumentation

approach we drop GDP similarity and global capital openness, respectively, from the instru-

ment set in this step. But very similar results are obtained when keeping all instruments

from the parsimonious specification. In the first case, we obtain a somewhat smaller but

significant coefficient for FDI linkages in the synchronisation equation leaving the remaining

results qualitatively unchanged (see Table 2, column 1). Excluding FDI instead leads to

greater changes: the trade coefficient becomes positive but remains insignificant. If we re-

strain the sample to more recent years, though, the coefficient becomes significant but results

18In addition, we tried various combinations of bigger instrument sets, but in most of the cases Hansen’s

J test rejected these bigger instrument sets.
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Table 2: Business Cycle Synchronisation: EC2SLS Excluding Trade/FDI and Restricted

Country-Pair Samples

(1) (2) (3) (4) (5)

Country Group OECD OECD OECD EU EMU

Period 1982-2009 1982-2009 1988-2009 1988-2009 1988-2009

FDI 0.186 0.249 0.183 0.169

(0.088)** (0.115)** (0.182) (0.321)

Trade 0.160 -0.137 -0.169 0.116

(0.128) (0.183) (0.267) (0.435)

Sectoral Differences -0.037 -0.035 -0.040 -0.050 -0.053

(0.009)*** (0.009)*** (0.008)*** (0.022)** (0.027)*

Monetary Policy -0.089 -0.058 -0.101 -0.172 -0.236

(0.023)*** (0.023)** (0.024)*** (0.036)*** (0.055)***

Fiscal Policy 0.063 0.055 0.063 0.089 0.085

(0.012)*** (0.012)*** (0.012)*** (0.022)*** (0.034)**

Year Dummies Yes Yes Yes Yes Yes

N 1,793 1,802 1,763 1,014 574

Hansen’s J Test

χ2 (d.f.) 18.65 (24) 24.5 (24) 21.14 (23) 14.52 (19) 9.30 (15)

p-value 0.770 0.433 0.573 0.753 0.861

Notes: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1.

are more sensible to the choice of instruments. These results imply that trade effects are

not completely irrelevant for the synchronisation of business cycles. But the impact of trade

may be more of the indirect type, i.e., by fostering stronger FDI linkages and influencing the

degree of sectoral differences between economies. Taking FDI out of the system eliminates

the first of these indirect channels and results in a weak direct impact of trade.

Synchronisation in the EU and EMU We also investigate whether our conclusions

from the entire sample, which is based on selected OECD countries, hold for the European

environment. Therefore, we re-estimate the equation for two smaller country samples, the

first limited to country pairs in the European Union (EU) and the second including only

relations between euro area members (EMU). Since before 1988 there is no bilateral inner

European data available for some of the variables, we report the results for this shorter time

frame for all country groups. Estimated coefficients are presented in Table 2 column (3)-(5).

They imply very similar results for synchronisation in the EU and the EMU. In contrast
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Table 3: Business Cycle Synchronisation: EC2SLS Parsimonious Specification for Subperiods

(1) (2) (3)

Period 1982-2009 1982-1998 1999-2009

FDI 0.249 0.585 0.199

(0.124)** (0.404) (0.089)**

Trade -0.157 -0.052 -0.050

(0.198) (0.344) (0.152)

Sectoral Differences -0.039 -0.053 -0.017

(0.009)*** (0.013)*** (0.007)**

Monetary Policy -0.097 -0.137 0.008

(0.024)*** (0.034)*** (0.029)

Fiscal Policy 0.064 0.021 0.036

(0.012)*** (0.024) (0.012)***

Year Dummies Yes Yes Yes

N 1,793 681 1,112

Hansen’s J Test

χ2 (d.f.) 19.98 (25) 21.19 (16) 15.97 (13)

p-value .748 .172 .255

Notes: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1.

to the OECD sample, the impact of FDI is insignificant. Thus, it seems that positive and

negative effects of inner European FDI linkages on business cycle synchronisation between

member countries cancel out on aggregate. So increasing intensity of FDI neither fosters nor

harms convergence of business cycles between European countries.

Since monetary policy in the euro area is uniform after the introduction of the single

currency, we re-estimate equation (1) without including differences in monetary policy as

exogenous explanatory variable. The estimated coefficients change only marginally compared

to the baseline specification, therefore we refrain from reporting them for the sake of space.

Subperiods In contrast to the cross-section, estimates of the baseline specification for the

recent period from 1999 to 2009 do not strongly differ from the overall sample (see Table 3).

In essence, differences in monetary policy are not significant in this subsample, which is not

surprising given that 9 out of our 16 countries are subject to the single interest rate of the

EMU. In the period before the introduction of the euro we find an insignificant coefficient

for fiscal policy and for FDI integration. That FDI linkages have no impact on business

cycle synchronisation in the earlier period, fits the data (see Figure 1), according to which
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bilateral FDI relations start to intensify around the mid-nineties. It also goes with the cross-

section evidence by Jansen and Stokman (2011) and Keil and Sachs (2012) discussed in

Section 2. Finally, as mentioned above, the financial crisis had its impact on the strength of

the synchronisation effect exerted by FDI integration: the inclusion of the period after 2007

abates the coefficient our FDI intensity measure. Since year-specific effects are already taken

into account, this may indicate a more profound change in the relevance of FDI linkages for

synchronisation at the current edge. With respect to trade we do not find a significant

impact for any subsample. Note, however, that the results based on relatively short samples

should be interpreted with care since multicollinearity of trade and FDI integration could

influence the results in these shorter samples as mentioned above.

5.3 Sensitivity

To test the sensitivity of our results, we estimate several variations of our basic specification.

Alternative Measures of FDI and Trade Linkages In a first step, we use alternative

measures for FDI and trade intensity which take into account the asymmetry between coun-

tries. In case a country pair consists of countries which differ strongly with respect to their

economic size, our trade and FDI integration measures may understate the importance of

linkages for the small country. Therefore, we repeat our estimations employing a measure

where bilateral trade and FDI linkages are scaled by the GDP of the smaller country as

proposed by Otto et al. (2001):

T alt.
ijt = max(

EXijt + IMijt

GDPit

,
EXijt + IMijt

GDPjt

) (11)

FDIalt.ijt = max(
Outijt + Inijt

GDPit

,
Outijt + Inijt

GDPjt

). (12)

Results, displayed in Table 4 column (1), are very similar to those in Table 1. The main

difference lies in lower coefficients for FDI and trade integration, which is natural as the al-

ternative measures are by definition bigger than the measures employed before. FDI linkages

have a significant impact, even though significance drops to the 10% level. The coefficient

of trade remains insignificant for the alternative measure.

Alternative Measures of Synchronisation Furthermore, we conduct estimations with

alternative synchronisation measures. First, we use our synchronisation measure based on

the business cycle computed as HP-filtered output instead of year-on-year growth rates of

output. We test this measure as it is the most common measure of the output gap in

literature. However, the HP filter implies that this alternative synchronisation measure is
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Table 4: Business Cycle Synchronisation: Sensitivity with Alternative Measures

(1) (2) (3) (4) (5)

Sync. measure ∆ GDP ∆ GDP HP-filtered Residual Relative

based on GDP ∆ GDP ∆ GDP

FDI Alternative 0.035

(0.018)*

FDI 0.249 0.139 0.194 12.936

(0.124)** (0.113) (0.136) (6.248)**

Trade Alternative -0.029

(0.025)

Trade -0.157 0.198 -0.012 -9.744

(0.198) (0.179) (0.218) (10.188)

Sectoral Differences -0.041 -0.039 -0.049 -0.032 -1.456

(0.008)*** (0.009)*** (0.008)*** (0.009)*** (0.436)***

Monetary Policy -0.099 -0.097 0.017 -0.147 -1.820

(0.022)*** (0.024)*** (0.022) (0.025)*** (1.039)*

Fiscal Policy 0.061 0.064 0.042 0.056 3.053

(0.012)*** (0.012)*** (0.011)*** (0.013)*** (0.531)***

Year Dummies Yes Yes Yes Yes Yes

N 1,793 1,793 1,793 1,793 1,793

Hansen’s J Test

χ2 (d.f.) 28.21 (25) 19.98 (25) 73.88 (25) 32.15 (25) 19.6 (25)

p-value 0.298 0.748 0.000 0.154 0.768

Notes: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1.

smoother and exhibits a high degree of autocorrelation which may be problematic in a static

panel approach. Second, we adopt a measure proposed by Morgan et al. (2004), which is

computed in two steps: first, we recover the residuals from of a regression of real GDP growth

on country-pair and year specific fixed effects:

∆Yit = µi + λt + εit. (13)

Simply speaking, this residual GDP growth captures for a given year a country’s deviation

from its own long-run GDP growth and from the cross-section average growth rate in that

specific year. The alternative synchronisation measure is then constructed in a similar fashion

as the basic measure by taking the negative absolute difference between residual GDP growth,

22



i.e.,

ρresid.ijt = −|εit − εjt|. (14)

In contrast to our basic measure, this proxy is corrected for changes in the amplitude of

fluctuations. Finally, we employ a measure proposed by Mink et al. (2007), which scales

our original measure by the size of the average GDP growth rate in the sample and can be

expressed as follows:

ρrelativeijt = −|∆Yit −∆Yjt|
1
n

n∑
i=1

|∆Yit|
. (15)

In Table 4 we compare the estimated coefficients for these different measurement con-

cepts with column (2) which repeats the result for our standard synchronisation measure.

We find that for the latter measure results barely change in qualitative terms (column 5).

Quantitatively, the coefficients are all much higher as the relative comovement measure has

a much bigger value range (see descriptives in Table 5 in Appendix A). Using the synchro-

nisation measure based on residual GDP growth, FDI is insignificant in the parsimonious

specification but significant for several other instrumentations (not shown), whereas the re-

maining results persist (see column 4). When the HP-filtered measure is used in column (3),

in addition to FDI, monetary policy looses its significance. But the instrumentation seems

problematic when the dependent variable is based on HP-filtered GDP. There is no sign of

weak instruments, but Hansen’s J Test rejects the exogeneity of our parsimonious instru-

ment set as well as of all alternative instrumentation attempts. Additionally, autocorrelation

coefficients for the residuals strongly exceed those of our original measure of comovement.

Alternative Error Structure In our basic specification, contemporaneous correlation of

the errors across panel individuals arising, e.g. by common shocks hitting the country pairs,

are modelled by common time effects in the error term. To check the robustness of the

reported results with respect to this choice, we follow an alternative approach proposed by

Pesaran (2006) and include cross-sectional averages of the endogenous variables instead of

year dummies in the estimation equations. The cross-sectional averages provide a solution

to soak up cross-sectional correlation. The idea of this approach is to model the residuals of

the panel equation as being composed of two orthogonal components. The first component

comprises common factors that soak up the cross-sectional comovement in the data whereas

the second component captures mainly idiosyncratic variable-specific movements. Following

Pesaran (2006), we estimate the common factors consistently by cross-sectional averages

of the country-specific variables (synchronisation, FDI, trade and sectoral differences) and

their lagged values. In general, results are qualitatively very similar to those reported in
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Table 1 with year dummies, the only exception being the parsimonious specification with

a negative trade coefficient which is significant at the 10% level (see Appendix B Table

7). But Hansen’s J test rejects the validity of instruments for this specification pointing to

inconsistent estimates. Quantitative changes occurred in the FDI coefficient which is about

20% higher in all specification when cross-sectional averages are included.

Estimation in Log-like Transformation We estimate our model not only in levels but

also in a log-like transformation following Levy Yeyati et al. (2007) which for a variable x

can be written as19

loglike(x) = sign(x) ∗ ln(1 + abs(x)).

We test this specification as many studies refer to models in logs, even though Kose and Yi

(2006) make a strong point for an estimation in levels. Results produced by estimating the

transformed system do not differ significantly from the ones of the basic specification and

are not reported.

6 Conclusion

We readdressed the determinants of business cycle synchronisation in this paper to test, on

the one hand, whether FDI promoting policies may have consequences for the business cycle

comovement between countries, and on the other hand, whether more plausible identification

strategies change previous results. Understanding the determinants of synchronisation is of

great political relevance, since a considerable degree of cyclical comovement is important

for the efficiency of a common monetary policy in a currency union. The importance of

developing policies that enhance synchronisation is particularly evident in the light of the

past years, when the heterogeneity in economic development between the countries in the

eurozone increased, forcing the ECB to use country-targeted policy measures in addition to

the common interest rate. Since these measures are highly disputed by experts and come

at a risk, the ECB plans to abandon the non-standard measures once its member countries

exhibit a stable and more similar economic development. Our results suggest that linkages

through foreign direct investment contribute in most cases positively to the synchronisation

between country pairs. This implies that policies to attract more FDI from abroad go, in

general, hand in hand with an increased similarity of business cycles with these international

partners. In the specific case of bilateral synchronisation between EMU members, we do

not identify a positive significant effect but also no negative one. Thus, our results suggest

19This more complicated transformation is necessary, since FDI positions and in consequence our measure

for bilateral FDI intensity can be negative and are therefore not compatible with a simple logarithmic

transformation.
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no conflict of goals between policies to promote FDI and the necessary synchronisation of

business cycles in the EMU. In contrast, the beneficial effects of trade integration for the

similarity of business cycles are less robust and thus less important for the transmission of

idiosyncratic shocks between countries than previously thought. One explanation for this

result is, that trade moves together with business cycle synchronisation because of common

shocks. Finally, we find that larger differences in the sector structure between two economies

result in a bigger gap between their business cycles.
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A Measures and Data Sources

Synchronisation: Negative absolute difference of real GDP growth, see equation (6).

Source: OECD Economic Outlook.

HP-filtered synchronisation measure: Negative absolute difference of HP-filtered GDP.

Source: OECD Economic Outlook.

Residual synchronisation measure: Negative absolute difference of real residual GDP

growth after eliminating time and country-pair effects, see equations (13) and (14). Source:

OECD Economic Outlook.

Relative synchronisation measure: Negative absolute difference of real GDP growth

divided by average absolute GDP growth, see equation (15). Source: OECD Economic Out-

look.

FDI integration: Sum of bilateral FDI inward and outward positions divided by the sum of

nominal GDP, see equation (7). Source: OECD International Direct Investment Statistics;

World Bank, World Development Indicators.

Alternative FDI integration: Sum of bilateral FDI inward and outward positions divided

by the sum of total FDI positions, see equation (12). Source: OECD International Direct

Investment Statistics.

Trade integration: Bilateral import and export divided by the sum of nominal GDP, see

equation (8). Source: IMF, Direction of Trade Statistics; World Bank, World Development

Indicators.

Alternative trade integration: Bilateral import and export divided by the sum of total

trade, see equation (11). Source: IMF, Direction of Trade Statistics; World Bank, World

Development Indicators.

Differences in the sector structure: Sum over negative absolute differences between

value added shares for 41 sectors, see equation (9). Source: OECD STAN database.

Monetary policy: Absolute difference in short term interest rates (three month nominal

interest rate, mainly interbank rates). Source: OECD Economic Outlook.

Fiscal policy: Absolute difference in government budget balance. Source: IMF, World

Economic Outlook April 2012.

Return spreads between share price indices: Absolute difference in growth of share

price index. Source: IMF, IFS.

Volume-based measure of capital openness: Bilateral sum of gross private capital flows

ratio to GDP. Source: World Bank WDI.

Economic similarity: Indicator based on nominal GDP following Egger (2000), see equa-

tion (10). Source: World Bank, World Development Indicators.

Overall economic development: Bilateral sum of GDP per capita (in PPP). Source:

World Bank, International Comparison Program database.
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Differences in economic development: Absolute differences in GDP per capita (in PPP).

Source: World Bank, International Comparison Program database.

De jure economic integration: Ranking of bilateral degree of economic integration.

Source: Baier and Bergstrand (2007), Database on Economic Integration Agreements.

De jure capital openness: Bilateral sum of an index measuring share holder rights.

Source: La Porta et al. (1998).

Distance between the main economic centers: Mean of (by population) weighted dis-

tances between biggest cities/areas. Source: CEPII, GRAVITY dataset,

http://www.cepii.fr/CEPII/en/bdd modele/bdd.asp.

Common border: Dummy variables with value 1 if countries have a common border and

0 otherwise. Source: CEPII, GRAVITY dataset,

http://www.cepii.fr/CEPII/en/bdd modele/bdd.asp.

Table 5: Descriptive Statistics

Variable Obs Mean Std. Dev. Min Max

Synchronisation 3360 -0.017 0.017 -0.169 0.000

HP-filtered Sync. 3360 -0.019 0.017 -0.107 0.000

Residual Sync. 3360 -0.017 0.017 -0.177 0.000

Relative Sync. 3360 -0.696 0.691 -4.496 0.000

FDI 2744 0.006 0.012 -0.001 0.119

FDI Alternative 2744 0.034 0.064 -0.002 0.540

Trade 3360 0.006 0.008 0.000 0.039

Trade Alternative 3360 0.033 0.048 0.001 0.549

Sectoral Differences 2685 0.329 0.106 0.107 0.823

Monetary Policy 3360 0.030 0.033 0.000 0.189

Fiscal Policy 2454 0.047 0.044 0.000 0.285

Return Spread 3022 0.173 0.202 0.000 2.115

Capital Openness 3345 -0.001 0.006 -0.036 0.030

Economic Similarity 3360 0.298 0.155 0.021 0.500

Economic Development 3360 5.390 1.104 2.760 9.289

Development Differences 3360 0.583 0.474 0.000 2.71

Economic Integration Agreements 2880 2.833 2.205 0.000 6.000

De Jure Capital Openness 3360 6.125 1.773 2.000 10.00

Distance 3360 3695 3203 379.2 11035

Common Border 3360 0.117 0.321 0.000 1.000
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B Additional Tables and Figures

Table 6: Business Cycle Synchronisation: 2SLS Cross-Section Basic Specification (Including

Time-Invariant Instruments)

(1) (2) (3)

Period 1982-2009 1982-1998 1999-2009

FDI 0.118 -0.268 0.312

(0.164) (0.398) (0.175)*

Trade 0.058 0.485 -0.400

(0.208) (0.251)* (0.283)

Sectoral Differences -0.000 0.004 -0.026

(0.016) (0.014) (0.014)*

Monetary Policy -0.120 -0.074 -0.135

(0.037)*** (0.022)*** (0.058)**

Fiscal Policy -0.029 -0.083 0.054

(0.034) (0.036)** (0.025)**

N 120 102 120

Hansen’s J Test

χ2 (d.f.) 7.47 (3) 1.62 (3) 2.49 (3)

p-value .058 .655 .477

Notes: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1.
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Table 7: Business Cycle Synchronisation: EC2SLS with Cross-Section Averages instead of

Year Dummies

(1) (2) (3) (4) (5)

Instrumentation Pars. Ec. Diff. Return Spread EIA L.FDI

Period 1983-2009 1983-2009 1983-2009 1988-2005 1983-2009

FDI 0.337 0.350 0.368 0.541 -0.018

(0.095)*** (0.122)*** (0.122)*** (0.179)*** (0.063)

Trade -0.248 -0.284 -0.276 -0.255 0.080

(0.145)* (0.186) (0.175) (0.240) (0.190)

Sectoral Differences -0.039 -0.039 -0.039 -0.031 -0.039

(0.007)*** (0.008)*** (0.008)*** (0.010)*** (0.011)***

Monetary Policy -0.092 -0.086 -0.084 -0.087 -0.055

(0.022)*** (0.023)*** (0.023)*** (0.026)*** (0.024)**

Fiscal Policy 0.059 0.062 0.064 0.056 0.053

(0.012)*** (0.012)*** (0.012)*** (0.015)*** (0.012)***

Cross-Section Av. Yes Yes Yes Yes Yes

N 1,788 1,788 1,786 1,447 1,750

Hansen’s J Test

χ2 (d.f.) 31.58 (13) 21.15 (15) 25.98 (15) 25.1 (15) 16.9 (15)

p-value .003 .132 .038 .049 .325

Notes: Standard errors in parentheses; *** p<0.01, ** p<0.05, * p<0.1.
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