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Abstract

In the first part of this thesis we derive new concentration inequalities for maxima of empirical
processes associated with independent but not necessarily identically distributed Poisson point
processes. The proofs are based on a careful application of Ledoux’s entropy method.

In the second part of the thesis, we show potential applications of the concentration results
derived in the first part to non-parametric statistics: we consider intensity estimation for Poisson
point processes from direct (Chapter 3) and indirect (Chapter 4) observations and non-parametric
Poisson regression (Chapter 5). For all the considered models we develop a minimax theory (upper
and lower bounds) under abstract smoothness assumptions on the unknown functional parameter.
We study projection estimators in terms of trigonometric basis functions. The performance of these
estimators crucially depends on the choice of a dimension parameter. For all our applications, we
propose a fully data-driven selection of the dimension parameter based on model selection. The
resulting adaptive estimators either attain optimal rates of convergence or are suboptimal only by
a logarithmic factor.

Zusammenfassung

Im ersten Teil der vorliegenden Arbeit leiten wir neue Konzentrationsungleichungen fiir Ma-
xima von empirischen Prozessen assoziiert zu unabhéngigen, aber nicht notwendigerweise iden-
tisch verteilten Poissonschen Punktprozessen her. Die Beweise basieren auf einer Anwendung von
Ledoux’ Entropie-Methode.

Im zweiten Teil der Arbeit behandeln wir mogliche Anwendungen der Konzentrationsresultate
aus dem ersten Teil in der nichtparametrischen Statistik: Wir betrachten Intensitétsschétzung
fiir Poissonsche Punktprozesse ausgehend von direkten (Kapitel 3) und indirekten (Kapitel 4)
Beobachtungen sowie nichtparametrische Poisson-Regression (Kapitel 5). Fiir alle betrachteten
Modelle entwickeln wir eine Minimax-Theorie (obere und untere Schranken) unter abstrakten
Glattheitsannahmen an den unbekannten funktionalen Parameter. Wir betrachten Projektions-
schétzer basierend auf trigonometrischen Basisfunktionen. Die Giite dieser Schéitzer hdngt entschei-
dend von der Wahl eines Dimensionsparameters ab. Fir alle betrachteten Anwendungen schlagen
wir, basierend auf Modellwahl, eine rein datengetriebene Wahl des Dimensionsparameters vor. Die
daraus resultierenden adaptiven Schitzer nehmen entweder die optimale Konvergenzrate an oder
sind suboptimal um lediglich einen logarithmischen Faktor.
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Introduction

Das Neue ergibt sich aus dem Alten,
aber auch das Alte verandert sich
fortwadhrend im Lichte des Neuen
und nimmt Merkmale an, die auf
keiner fritheren Stufe sichtbar waren.

(Arnold Hauser)

Poisson point processes (PPPs) are of fundamental importance in probability theory and statis-
tics, both from a theoretical and an applied point of view. For instance, they serve as elementary
building blocks for complex point process models which are used in stochastic geometry [Sto+13],
and a wide range of applications including, amongst others, extreme value theory [Res87], fi-
nance [BH09], forestry [PS00], and queueing theory [Bré81].

The distribution of a PPP is completely determined by its so-called intensity measure. Thus,
from a statistical point of view, the (non-parametric) estimation of the intensity measure from
observed realizations of the point process is of central importance. The theoretical analysis of
adaptive non-parametric estimators, however, is often essentially based on the availability of ap-
propriate concentration inequalities. Hence, besides being of independent interest, the derivation
of such concentration inequalities is of fundamental importance for non-parametric statistics, and
turns out to be a hard challenge in probability theory.

This thesis establishes novel concentration inequalities for PPPs and discusses potential appli-
cations of such inequalities to non-parametric estimation. Accordingly, the thesis is divided into
two main parts: the first part recaps basic point process terminology and provides concentration
inequalities for maxima of empirical processes associated with independent but not necessarily
identically distributed PPPs. The second part is devoted to applications of these concentration
results to non-parametric estimation in models where the observations are either independent real-
izations of point processes or closely related to such observations: intensity estimation from direct
and indirect observations as well as estimation of the regression function in a Poisson regression
model will be studied. In the sequel, we will give a short summary of the topics and methodology
the reader can expect from the respective parts of this work.

Part I: Concentration inequalities

Concentration inequalities belong to the main tools in probability theory and statistics. In par-
ticular, classical results like the inequalities due to Markov, Hoeffding, Bernstein and Bennett
are exhaustively used. The theoretical analysis of many estimation procedures in non-parametric
statistics, however, is based on more elaborate concentration results that have been derived during
the last decades. The recent monograph [BLM16] provides a comprehensive introduction into this
topic.

The following result by Cirel’son, Ibragimov and Sudakov [CIS76] is regarded as one of the
starting points in the modern development of concentration inequalities. The following formulation
is taken from [BLM16] (cf. Theorem 5.6 therein).

THEOREM 1. Let X = (X1,...,X,,) be a vector of n independent standard normal random vari-
ables. Let f : R™ — R denote a Lipschitz function with Lipschitz constant L. Then, for all
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Introduction

t>0,

12

B(f(X) - Ef(X) > 1) < ¢ 552

The original proof of Theorem 1 is based on stochastic calculus, an alternative one can be found
in [BLM16]. Further concentration results were obtained by using martingale arguments [Yur76],
[SS87], [McD89].

It turns out that in statistical applications one is often interested in concentration inequalities
for maxima of empirical processes associated with a sequence of random variables in non-Gaussian
frameworks. Ground-breaking results in this setup have been developed in a series of papers by
Talagrand in the mid-1990s [Tal95]; [Tal96]. The following formulation of the Talagrand inequality
is taken from [Mas00] (cf. Theorem 1 therein).

THEOREM 2 (Talagrand). Consider n independent and identically distributed random wvariables
X1,..., X, with values in some measurable space (X, Z"). Let S be some countable family of
real-valued measurable functions on (X, 27), such that ||s||lec < b < o0 for every s € S. Let
Z =sup,cg >y 8(Xi) and v = Elsup,es > iy s°(X;i)]. Then for every positive number z,

1 b
P(Z >REZ+ 1) < Kexp [K/Zlog <1+ x)]
v

and
2

x
P(Z>EZ <K Y B 1

(Z=z +a) < Kexp { 2(C1U+Cgb$):| (1)
where K, K', ¢1 and ¢y are universal positive constants. Moreover, the same inequalities hold when
replacing Z by —Z.

The variance factor v in the statement of Theorem 2 is called the weak variance (cf. [BLM16],
p. 314). Talagrand’s original proof is essentially based on geometric arguments and rather involved.
Ledoux [Led96] proposed the entropy method as a different and more accessible approach to regain
Talagrand’s results but did not exactly recover the statement of Theorem 2. Instead, he proved a
version of Theorem 2 with v = E[sup,cg >+, s*(X;)] replaced with

SUPZS2(X1‘)

Sesi:1

4
=E —bE|Z].
) +21 []

In addition, Ledoux was able to obtain reasonably sized constants in the statement of Talagrand’s
inequality. Based on an adaption of Gross’s logarithmic Sobolev inequality in the Gaussian case to
the non-Gaussian setup, Massart [Mas00] gave a version of (1) in a framework where the random
variables X7, ..., X, are independent but eventually not identically distributed. In this case, he
was able to show that (1) holds with K = 1, ¢; = 8, and ¢ = 2.5. Massart also remarked
that from a statistical point of view one is more interested in a version of the bound (1) with
v =E[sup,cs > i, s°(X;)] replaced by

v =supE[Y 8*(X,)]

seS im1

which is usually called the wimpy variance. In [Mas00] such a version was shown, however, the
correctness of a version with ¢; = 1 was only conjectured. This result was finally proven by Klein
and Rio in [KRO05].

THEOREM 3 ([KRO05], Theorem 2.1). Let X1,..., X, be a sequence of independent random variables
with values in some Polish space X and let S be a countable class of measurable functions with

viii



values in [—1,1]". Suppose that E[s*(Xy)] = 0 for any s = (s*,...,s") € S and any k € {1,...,n}.
Put Sp(s) = s'(X1) +...+s"(X,) for s €S, Z = sup,cs Sn(s) and define Lz(t) = logEle'?] as
the logarithm of the moment- genemtz’ng function of Z. Then, for any positive t,

a) Lz(t) <tEZ + = (2EZ+V)(exp((th71)/2) —1).
Setting v = 2EZ + V,, with V,, := sup,cg Var S, (s), we obtain that, for any non-negative x,
b) P(Z>EZ+ 1) < exp (leog(1+2log(1+x/v))>,
and
x? x?
c) ]P’(ZZIEZ—I—x)Sexp(—v+\/m+(3x/2)> gexp<—2v+3x).

Before introducing our point process setup, let us sketch two of the main tools that are commonly
used for the derivation of concentration results. Although in our setup the occurring terms will be
more complicated, these two techniques determine the structure of our later approach, in particular
of the proof of Theorem 2.1 given in Chapter 2 below.

Ledoux’s entropy method

The following lemma contains the key argument of the entropy method. Its formulation is taken
from [Kle03] (cf. p. 16, Lemme 1 therein).

LEMMA 4. Let Xq,..., X, be independent random variables with values in a Polish space X. Let F,,
be the o-field generated by X1, ..., X, and FF the o-field generated by X1,. .., Xp—1, Xta1,- -, Xn.
Let EF denote the conditional expectation operator associated to FF and let f be a strictly positive

Fn-measurable function with E[f log f] < co. Then it holds that
E[flog f] — E[f]log E[f] < ) E[flog(f/E}f)]. (2)
k=1

If Z denotes the random variable of interest (for instance, Z might be defined as in Theorem 3),
applying the above lemma to the function f(t) = e!Z yields that the left-hand side of (2) is equal
to tF'(t) — F(t)log F(t) where F(t) = E[exp(¢Z)] is the moment-generating function of Z. If one
is able to bound the term on the right-hand side by some term of the form F(¢)V(¢), division by
F(t) yields that

HLY () — L (t) < V() 3)

where Lz(t) = log F(t). Now, Herbst’s argument can be used to deduce from (3) an upper bound
for the logarithm of the moment-generating function.
Herbst’s argument

The starting point of Herbst’s argument is the observation that with Lz as above we obtain from (3)

Ly(t) Lg(t) _
T SV

for t > 0 and V(t) =

the derivative of L%@ Thus, for every positive € > 0, we get by integration

V;(Qt). One observes that the left-hand side of the last inequality is equal to

Taking the limit € — 0 on the left-hand side yields lim._,o Lz(t)/t — Lz(¢)/e = Lz(t)/t —EZ and
if one is able to find a reasonable expression for the integral on the right-hand side, one can obtain
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Introduction

a bound on the logarithm of the moment-generating function of the form
Lz(t) <tEZ + V()

for some suitable function V. Such a bound can usually by used to obtain upper bounds for tail
probabilities via Markov’s inequality.

The main contribution of the first part of this thesis is to establish an analogue of Theorem 3
and a variant for left-hand side deviations from the mean (inspired by Theorem 2.3 in [KRO05]) in
a framework where the random variables are replaced with PPPs.

More precisely, we will consider independent (but eventually not identically distributed) PPPs

Ny,..., N, with finite intensity measures on a Polish space X. As in the statement of Theorem 3,
we start with a countable set of measurable functions S from X to [—1,1]. For s = (s,...,s") € S,
we define

I*(s) := /Xsk(:t)(de(x) —dAr(z)) and  S,(s):=TI'(s)+...+I"(s).

All the I*(s) are, exactly as the s*(Xj) in the statement of Theorem 3, centred random variables
and we aim for concentration inequalities for the quantity Z := sup,cs Sn(s) in the flavour of
Theorem 3. Let us already mention that our results derived in Chapter 2 cannot be immediately
deduced from Theorem 3 by interpreting PPPs as random variables in the space of locally finite
Np-valued random measures equipped with an appropriate topology.

The following diagram illustrates how the first part of this thesis relates to and builds upon prior
work.

[Mas00] —2 [RBO03]

! !

[KRO5] PP, Chapter 2

The arrows labelled 'PPP’ indicate that the work on the right-hand side transfers the results on
the left-hand side of the arrow to the setup with PPPs. Vertical arrows indicate an improvement
of results concerning the numerical constants involved. Not surprisingly, we will borrow ideas from
both [RB03] and [KRO05] to obtain our results.

Results from [KRO05] have been exploited at various places in the literature as a starting point
for further concentration results that can then be used in statistical applications. Following this
guideline, we will also obtain a further concentration result (Proposition 2.13 together with the
following Remark 2.15 in Chapter 2) that turns out to be useful for our statistical applications in
Chapters 3-5 in the second part of this thesis.

Part Il: Applications to non-parametric estimation

The second part of this thesis provides examples of how the concentration results derived in
first part can be used to obtain theoretical results concerning the performance of adaptive non-
parametric estimators. We will consider three different non-parametric statistical models which are
treated in Chapters 3-5, respectively. The structure of the individual chapters will be essentially
the same: first, inference of the unknown functional parameter of interest from the respective ob-
servations will be studied from a minimax point of view under mean integrated squared error loss.
Under mild technical assumptions on the unknown infinite-dimensional parameter minimax upper
and lower bounds will be determined. As the method of choice we focus on orthonormal series
estimators in terms of the ordinary trigonometric basis (Chapters 3 and 5) or its complex-valued
variant (Chapter 4). Such orthonormal series estimators of some functional parameter A € L?(X)



(here, I.?(X) denotes the set of square-integrable functions on X with respect to some pre-specified
measure; in our applications we will exclusively consider the Lebesgue measure and X will be a
bounded subset of R) take on the form

()= >0 e, (3)

0<lj|<k

and are motivated by the L?-convergent representation \(:) = > jezlAjlpj in terms of some or-
thonormal basis {p;};ez in L*(X,dz) where the (generalized) Fourier coefficients [A]; are given
by

P‘b = <>‘7 @j)]LL

Certainly, the [A]; in (3) should be (reasonable) estimators of the true [A];. The quantity &k € No
in (3) is a dimension parameter that has to be chosen by the statistician.

As the performance criterion for potential estimators X of the unknown A based on the respective
observations we consider the mean integrated squared error E[|[A — A||2] where E denotes the
expectation operator associated with the distribution of the observations and expectation is taken
under the true parameter A\. The minimax point of view consists in considering the worst case
scenario over some class A of potential candidates of A, that is in studying the mazimum risk

sup E[[|X — A[l?].

A€EA
Usually, the definition of the class A imposes structural pre-assumptions upon the function A, for
instance that A belongs to some Sobolev ellipsoid, an ellipsoid of (generalized) analytic functions,
or some Besov space. An estimator A is called minimaz optimal if

sup E[|A — A||?] = inf sup E[||X — A2,
AEA A AEA

and the quantity on the right-hand side is called the minimaz risk. An estimator \ is called rate
optimal if

sup E[|[X — AJ|*] < inf sup E[|A — A|I°)

AEA X A€A
which by definition means that supyc, E[|[A = A2 < Cinf;supyep E[||A — A||?] for some constant
C' that does not depend on the sample size of the observations. In this thesis, we content ourselves
throughout with the derivation of rate optimal estimators. It will turn out that the maximum risk
of the estimator in (3) crucially depends on the correct specification of the dimension parameter
k: the optimal choice k; of this parameter in the minimax sense usually depends on the a priori
knowledge of the class A. More precisely, its optimal value is such that the optimal compromise
in the trade-off between bias and variance terms is achieved.

Since assuming the membership of A to some a priori specified class A is not feasible in practice,
there is need for a fully data-driven choice of the dimension parameter k which does not depend on
any structural pre-assumptions on the parameter A. Such an estimator is called adaptive. There
are several approaches for data-driven selection procedures of so-called smoothing parameters,
for instance cross-validation [AC10] or Lepski’s method [Lep91]. Another approach to fully data-
driven estimation is aggregation (cf., for instance, [BTWO07], [LM09], [RT12]). In this thesis, we
will exclusively use the model selection approach to adaptive estimation which has been introduced
in the 1990s in a series of papers (see [BM97], [BM98]|, [BBM99], and [Mas07] for comprehensive
treatments of this approach). In the following, let us give a sketch of this model selection approach.
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Introduction

Adaptive estimation via model selection in a nutshell

In this paragraph, we stick by the terminology and standard notation commonly used in papers
dealing with model selection in non-parametric statistics. For n € N (denoting the number of
observations in our estimation frameworks later on), let us denote with M,, a finite set of admissible
‘models’. Take note that the cardinality of the set of models is allowed to vary with the sample
size n. Every model m € M,, is assumed to be associated with a linear subspace Sy, of L?(X) and
an estimator :\\m € Sn. Furthermore, assume that there is a linear subspace S,, C IL?(X) such that
S C S, for all m € M,,. The task of model selection is to choose from the collection (Xm)me/\/{n an
estimator in a completely data-driven way. For this purpose, two further ingredients are necessary,

namely
(i) an empirical contrast function T, : S, = R, and
(i) a penalty function PEN : M,, - R, m — PENy,.

Note that the dependence of the contrast function on the given observations is suppressed in our
notation. The penalty term is often of the form

KD L
n

PEN,, =

with a numerical constant x, Dy, the ’dimension’ of the model m and a weight factor L, > 1. The
penalty terms considered in this thesis will contain a random variable as proportionality factor
instead of a deterministic k. Moreover, different kind of weight factors L, will be considered. In
Chapter 3, we consider the choice Ly, = 1 and in Chapters 4 and 5 the choice L, = logn. These
two choices are the standard ones used in the research literature (cf. [BBM99], p. 58). In Chapter 4,
we will also consider a more elaborate choice of the penalty that is inspired by the definition of
the penalty in [JS13a].

Based on the definition of contrast and penalty, a fully data-driven estimator from the collection
{Am bment, is chosen as Xa where

@ = argmin{T (A ) + PEN },
meM,
and one chooses an arbitrary minimizing model if there is no unique minimizer. Typically, under
some conditions, one can derive for the data-driven estimator A, so-called ’oracle inequalities’ of
the form
E[[Az — Anll?] £ inf [|A = Anl]* + PENp] + "terms of lower order’ (4)
meM,

where A\, denotes the projection of the function A onto the linear space Sy,. Obviously, in order
to make the first term on the right-hand side small, one should choose the class of models M,, as
extensive as possible. However, in order to show that some of the terms arising in the proof of (4)
are indeed ’of lower order’, one usually has to impose some restrictions on the size of M,,. The
standard condition usually postulated in the literature is the existence of a universal constant C
such that >\ exp(—LuDm) < € < co. Our definitions of the considered adaptive estimators
are such that a similar condition is in fact satisfied. Often one can establish for the remainder terms
the parametric rate n~! as an upper bound. For this purpose, concentration inequalities are used:
in Gaussian regression frameworks one can use for instance the classical inequalities due to [CIS76].
In density estimation setups, arguments are based on Talagrand’s inequality and consequences of
it. In our applications we mainly build our arguments on the concentration inequalities derived in
the first part of the thesis.

The abstract model selection paradigm sketched above has been applied in great variety of non-
parametric estimation problems. The following list provides some exemplary applications and is
far away from being exhaustive:
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o density estimation in mixed Poisson models [CGC15],

« adaptive estimation of the spectrum of a stationary Gaussian sequence [Com01],

o adaptive estimation of the transition density of hidden Markov chains [Lac08],

o circular deconvolution [JS13a],

o adaptive functional linear regression [CJ12],

o estimation of the jump size density for mixed compound Poisson processes [Com+15],
o non-parametric estimation of covariance functions [Big+10],

« optimal adaptive estimation of the relative density [CL15],

« non-parametric adaptive estimation of the drift for a jump diffusion process [Sch14].

Let us briefly sketch how the representation in the second part of this thesis fits into the general
framework of adaptive estimation via model selection. For n € N being the number of observations,
the collection M,, of models will be given by the set M,, = {0,...,N,} for some N,, < n. For
all k € M,,, the estimator A\, from Equation (3) is the associated orthonormal series estimator on
the linear subspace Sy = span({p; : 0 <|j| < k}) C Sy, (recall that we denote with {¢;},ez an
orthonormal basis of the space L2(X) > \). In this specific situation, the data-driven choice k of k

can be written as

k := argmin{Y(\,) + PEN, }.
0<k<N,

For instance, the choice of the penalty that we will use in Chapter 3 is proportional to % (the
proportionality factor being a random variable > 1) which fits into the general setup by setting
Dw =2k +1 and Ly = 1. In this case, we will obtain a result of the form

2k+1

BIIR: ~ M7 S g, e { e = A,

S } + 'terms of lower order’, (5)
0<k<N

and this bound even holds uniformly over the considered classes of potential parameters .

Here, by definition Ay = > o< ;<x[Alj; and the term [[Ax — A||? corresponds to the squared
bias. Finding the minimum on the right-hand side of (5) can be viewed as looking for the best
compromise between squared bias and penalty. If the penalty term can be chosen proportional
to the variance of Xk (which holds true in the setup of Chapter 3), finding the best compromise
between squared bias and penalty is equivalent to finding the best compromise between squared
bias and variance. Thus, the estimator X@ will be minimax optimal over a class A of functions if
k* < N, (as above, kX denotes the optimal choice of the dimension parameter from a minimax
point of view). For that reason, one would like to choose the quantity N, as large as possible.
However, for too large values of IV,,, it might be infeasible to control the remainder terms that lead
to the ’terms of lower order’ in (5). For all our statistical models we will exploit the concentration
results tailored to the PPP framework considered in the first part of the thesis in order to control
the remainder terms of lower order. For the adaptive inverse intensity estimation in case of Cox
observations in Chapter 4 and the Poisson regression model investigated in Chapter 5, we will have
to exploit well-known concentration results for random variables in addition.

For the rest of this introduction, let us give a brief overview of the statistical models that we
will consider in more detail later. Moreover, we provide some motivational background and give
references to related work.

Intensity estimation from direct observations

In the first application, we aim at estimating non-parametrically the intensity function A\ of a PPP
on some pre-specified compact interval I C R. We will consider the unit interval I = [0, 1] without
loss of generality. Here, the observations are given by an i.i.d. sample Ny, ..., N, from the Poisson
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process of interest. Using the representation of point processes as Nyp-valued random measures the
observations take on the form
Ni =Y ba,
J

where d, denotes the Dirac measure with mass concentrated at e. Since one has access to obser-
vations with the target intensity, we will refer to this kind of observations as direct observations.

Intensity estimation in parametric and non-parametric models has been dealt with in a wide
range of monographs and research papers. For general treatments of the subject, we refer to [Kar91]
as an introduction to the statistics of point processes, [Kut98] for examples of intensity estimation
in different parametric and non-parametric models, and [MWO04] for estimation in general spatial
models. Early approaches to non-parametric intensity estimation include kernel [Rud82]; [Kut98]
and histogram estimators [Rud82]. In addition, the paper [Rud82] already discusses adaptive
estimation of the intensity. Baraud and Birgé [BB09] consider a Hellinger type loss function
and propose a histogram estimator for intensity estimation. Other contributions focus on non-
linear wavelet thresholding techniques, see, for instance, the articles [Kol99]; [WNO07]; [RBR10];
[Sanl4] and [Big+13]. The paper [Big+13] proposes a non-linear hard thresholding estimator
for intensity estimation from noisy observations. The article [Bir07] proposes a model selection
approach based on hypothesis testing for adaptive intensity estimation. Moreover, there exist other
approaches to non-parametric intensity estimation in more specific models. Let us mention the
paper [GNOO] that proposes a minimum complexity estimator in the Aalen model and [PWO04] that
uses a wavelet approach to estimation in a multiplicative intensity model, without making a claim
to be exhaustive. The paper most closely related to our presentation is [RB03] where intensity
estimation from one single direct observation on the interval [0, T'] is considered and asymptotics as
T — oo are studied. The analysis of the adaptive estimator in that paper is also based on the use
of concentration inequalities but our analysis is rather inspired by the one in [JS13a] in a circular
deconvolution model.

Intensity estimation from indirect observations in a circular model

The second statistical model that we consider is closely related to the first one. As in this model, we
are interested in estimating the intensity function A of some PPP, now with state space I = [0, 1).
In contrast to the previous model, we are now not able to observe direct realizations of the point
process with the target intensity but instead observe the i.i.d. sample Ny,..., N, where

Ny =) aij+eiy — wij + e (6)

J

where the ¢;; are additive errors. Here, the hidden point processes NZ =3 y 5%. are PPPs with
intensity function A € L?([0,1),dz) which is the functional parameter of interest. This leads to
a statistical inverse problem which is closely related to (circular) deconvolution problems [JS13al;
[CL10]; [CL11].

At this point, some comments seem to be necessary. The first one concerns the additive errors €;;
in (6). In our investigation we will assume that the ¢;; are stationary in the sense that ¢;; ~ f for
some unknown error density f. Note that different dependency structures concerning the additive
errors g;; lead to different kinds of point process observations. We will focus on the following two
cases:

1. the errors €;; are i.i.d. ~ f. In this case the observed point processes N; are again Poisson.
We will refer to this case in Chapter 4 as model 1 or the model with Poisson observations.

2. The error does only depend on the index %, that is €;; = ¢; for i = 1,...,n and arbitrary j.
This means that all the points of the hidden point process IV, are shifted by the same amount
¢; modulo 1. In this case, the observed point processes stem from a Cox process. We will

Xiv
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Figure 1.: ChipSeq Data are useful to determine the evolutionary state of a cell. The figure is taken from [Mik+07].

refer to this model as model 2 or the model with Cox process observations. This model has
already been studied in the recent article [Big+13].

The second comment concerns the knowledge of the distribution of the additive errors. The
conservative assumption is to assume that the error distribution is known [Big+13]. However, if
the error distribution is not known in advance, which is obviously more realistic, then the model
has to be further specified to guarantee even identifiability. For instance, one can assume that the
error distribution belongs to some certain parametric class (this approach has been considered in
a blind convolution framework in [SVB10]). Another option, which is the one we will consider in
this work, is to assume the availability of a second i.i.d. sample Y7,...,Y,, ~ f. The availability
of a second sample from the error distribution has already been assumed in density deconvolution
setups, for instance in [DH93], [Joh09] or [CL11]. Not surprisingly, the rate of convergence in this
setup will depend on both sample sizes n and m.

The third and last comment deals with the, on a first view, cryptical form of the contaminated
observations in (6). Obviously, via the standard identification of [0, 1) with the circle of perimeter 1,
we can interpret the observations in (6) as contaminated point processes on the circle. The main
technical advantage is that we can make use of the complex trigonometric basis in this setup and
exploit its convenient behaviour with respect to deconvolution. From a practical point of view,
circular models are capable of modelling periodic intensities that appear in various applications.
We refer the interested reader for a detailed list of examples to the paper [HWMZ03].

A recent motivation for dealing with this circular model in the case of Cox process observations
comes from genomics, in particular the analysis of so-called ChIP-seq data (Figure 1). The analysis
of such data is useful to determine the state of a cell in its evolution from totipotent stemcells to
terminal differentiation [Mik+07]. We refer to [Big+13] for further details concerning the motiva-
tion from genomics of the statistical model and to [Mik+07] where the biological background is
explained in detail.

The considered models 1 and 2 can be seen as special instances of Poisson inverse prob-
lems [AB06]. Besides [Big+13], [CJ02] is another paper falling under the umbrella of Poisson
inverse problems where a wavelet shrinkage approach for intensity estimation of tomographic data
is studied.

Nonparametric Poisson regression

Chapter 5 is concerned with a regression model for count data. We assume the availability of an
i.i.d. sample of observations (X1,Y7),...,(X,,Y,) satisfying

YilX; ~P(TAX;), i=1,...,n (7)

XV
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(a) Gaussian homoscedastic regression (b) Poisson heteroscedastic regression

Figure 2.: Comparison of homoscedastic Gaussian regression and heteroscedastic Poisson regression. The red curve
is the unknown regression function, the blue points are the observations. In the Gaussian case, the
observations follow Equation (8) for normally distributed noise ¢;; in the Poisson case, the observations
obey model (7).

Here, P(a)) denotes the Poisson distribution with parameter o > 0, T > 0, and the functional
parameter of interest is A : [0,1] — [0, 00). In this thesis, we will exclusively consider the random
design case: the explanatory variables X1i,..., X, form an i.i.d. sample where X; ~ f for some
probability density function f on [0, 1].

Regression models for count data are widely used in the natural and social sciences as well as in
economics [CT98]; [Win08]. The standard approach to regression for count data is a generalized
linear model [Str13] of the form

E[Y] = exp(Bz)

with link function g(z) = log(z). We refer the reader to [Win08] for a detailed treatment of
this model. Besides purely parametric approaches there exist also semi-parametric approaches
to Poisson regression problems (see, for instance, Chapter 12 in [CT98]). However, purely non-
parametric approaches seem to be rare. One approach is to use the Anscombe transform [Ans48§]
of the data and treat the data as if they were Gaussian. Recent work has considered the regression
model (7) in a high-dimensional framework using the LASSO and the group LASSO [IPR16].
Applications of a related regression model in a geostatistical context are provided in [DTMO98].
However, this paper makes use of a fully parametric approach and suggests MCMC techniques for
fitting a model to given data. The paper [CP02] introduces a semi-parametric Bayesian model for
count data regression and applies it as a prognostic model for early breast cancer data.

Note that one characteristic feature of the regression model defined through (7) is that it nat-
urally contains heteroscedastic noise (see Figure 2). Besides work on regression under the as-
sumption of homoscedasticity [Bar00], there exists already research that considers model selection
techniques in regression frameworks containing heteroscedasticity [Saul3]. However, in [Saul3] the
observations are of the form

where r is the unknown regression function to be estimated, the residuals e; have zero mean and
variance one, and the function ¢ models the unknown heteroscedastic noise level. Note that this
model does not contain our model (7). Besides the paper [IPR16] mentioned above, there does not

Xvi



seem to exist another contribution that considers non-parametric Poisson regression via the model
selection approach. In the recent paper [KYS13], the authors consider a model selection approach
in a parametric model via a bias-corrected AIC criterion.

The investigation of an adaptive estimator for Poisson regression under integrated squared error
following the guidelines sketched in the paragraph on model selection above will include concen-
tration results both for general random variables and those tailored to PPPs as derived in the first
part of this thesis. Our construction of the adaptive estimator is split into two steps: the first
approach is based on the assumption that an upper bound for ||A||« is known in advance. This
upper bound is used in the definition of the penalty. In order to dispense with the a priori knowl-
edge of an upper bound for ||A||o, we replace the upper bound in the definition of the penalty with
an estimator of ||A||c. We follow an approach sketched in [BM97] which was used in [Com01] for
the adaptive estimation of the spectral density of a stationary Gaussian sequence. The estimator
of ||Allo is defined as the plug-in estimator ||A]c where X is an appropriately defined projection
estimator of A\ in terms of an orthonormal basis of piecewise polynomials. The resulting adaptive
estimator of A attains optimal rates of convergence up to a logarithmic factor.

Some of the results derived in this thesis have already been published in the following preprints:

[Kro16] KroLL, M. Concentration inequalities for Poisson point processes with application to
adaptive intensity estimation. arXiv preprint (2016). arXiv: 1612.07901 (this paper is
based on Chapters 2 and 3)

[Kro17] KRrROLL, M. Nonparametric intensity estimation from indirect point process observations
under unknown error distribution. arXiv preprint (2017). arXiv: 1703 .05619 (this
paper is based on Chapter 4)
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1. Preliminaries on point processes

In this chapter, we provide the fundamental concepts and results from point process theory needed
in this thesis. We mainly follow the representation in [Kal76] and state the definitions and results
for point processes with a locally compact second countable Hausdorff (LCCB) space as state
space. This assumption concerning the topology will be satisfied by all state spaces considered in
the applications in the second part of this thesis.

1.1. Random measures and point processes

For an arbitrary topological space X, we denote its o-field of Borel sets with £ = #(X). In
addition, we denote with %’ the subset of Z containing all topologically bounded (that is, relatively
compact) sets in A.

DEFINITION 1.1. Let X be a LCCB space. A measure p on (X, ) is called locally finite (or Radon)
if u(B) < oo for all B € #&'. Let M = M(X) be the set of all locally finite measures on X and
N = N(X) C M be the subset of Np-valued locally finite measures. Furthermore, let .#Z = .#(X)
and A4 = A (X) be the o-fields in 2 and DN which are generated by the mappings u — u(B) for
B e &', respectively.

REMARK 1.2. A4 C # (cf. Lemma 1.5 in [Kal76]).

DEFINITION 1.3. Let X be LCCB space. A random measure with state space X is a measurable
mapping from some probability space (Q, &7, P) to (9, .#). A point process with state space X is
a measurable mapping from some probability space (2, &7, P) to (M, A).

The o-fields .#Z and .4 can be equivalently defined as the Borel o-fields corresponding to the
so-called vague topology on the sets 9t and . For this, denote with F = F(X) the class of all %-
measurable functions f : X — [0, 00), and with F. = F.(X) the subclass of all continuous functions
in F with compact support. Then, by definition, the vague topology is the topology generated by
the base consisting of all finite intersections of subsets of 9 (resp. M) of the form {: s < &f <t}
with f € F., s,t € Rand {f = fx fd¢. Thus, a sequence of measures &; € 9 tends to ¢ if and
only if & f — &f for all f € F..

The following theorem (together with the subsequent remark) will be exploited tacitly several
times in the proofs of Chapter 2.

THEOREM 1.4 ([Kal76], A 7.7.). The spaces M and N equipped with the vague topology are Polish.

REMARK 1.5. The statement of Theorem 1.4 still holds true for state spaces that are not LCCB
but only Polish. In this more general case, the vague topology has to be replaced with the so-called
w?-topology (‘weak-hash’-topology). In the case of locally compact X, the notions of vague and
w?-convergence coincide (see Appendix A2.6 in [DVJ03)).

1.2. The L-transform

By definition, the distribution of a random measure (or point process) & is the probability distri-
bution P¢ on (IM,.#) (or (N,.4)) given by

PE(M) =P(E"Y(M)) =P € M), M. # (or M €.N).
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Theorem 1.7 below states equivalent conditions for equality in distribution of random measures.
One of these equivalent conditions is stated in terms of the L-transform, which we define now.

DEFINITION 1.6. Let ¢ be a random measure with state space X. The mapping
Le - F - RU{oo}, fr Le(f) :=Ele™%]

is called the L-transform of &.

The L-transform uniquely determines the distribution of a random measure:

THEOREM 1.7 (cf. [Kal76], Theorem 3.1). Let & and n be random measures with state space X.
Then, the following assertions are equivalent:

(i) €L,
(ii) &f L nf for all f € F.,
(iii) Le(f) = Ly(f) for all f € Fe,
(iv) (£(B1),...,(Br) < (n(B1),...,n(By)) for allk €N and By,...,By, € B

DEFINITION 1.8. A point process N with state space X satisfying
Ly(fy=e#0=D feF,

for some p € M is called Poisson point process (PPP) with intensity measure A.

By Theorem 1.7, the distribution of a PPP is uniquely determined by its L-transform. For
a proof of existence, we refer the reader to Chapter 1 of [Kal76]. Let us mention the following
alternative characterization of PPPs (cf. [Ser09], Chapter 3, Definition 16) which is more intuitive
than the one given by the L-transform:

PROPOSITION 1.9. A point process N on X is a Poisson point process with locally finite intensity
measure p if and only if the following two conditions are satisfied:

(i) for n € N and disjoint By,..., B, € &', the random variables N(By),..., N(B,) are inde-
pendent,

(ii) for each B € %', the random variable N(B) follows a Poisson distribution with parameter
1(B).
In Chapter 4, we will encounter Cox processes which are a natural generalization of PPPs.

DEFINITION 1.10. Let  be a random measure with state space X. A point process N with state
space X is called Coz process with directing measure n if

Ln(f) =B = L, (1 - 7).

A Cox process is uniquely determined by its directing measure 7 (cf. Corollary 3.2 in [Kal76]).
Since Cox processes arise from PPPs by mixing, the existence of such processes can be shown by
means of a general existence theorem for mixtures of random measures (cf. Lemma 1.7 in [Kal76]).

1.3. Infinite divisibility

In the proofs of Chapter 2, we will exploit the fact that PPPs are infinitely divisible. Recall that a
random variable X is called infinitely divisible if for each n € N, there exist i.i.d. random variables
X1,..., X, such that X 4 X1+ ...+ X,,. The definition for the case of random measures and
point processes is totally analogous.



1.4. Campbell’s theorem

DEFINITION 1.11. A random measure £ with state space X is called infinitely divisible if for each
n € N there exist i.i.d. random measures &1, . .., &, such that

ede 4. +6,.

Analogously, a point process N is said to be infinitely divisible if for each n € N there exist i.i.d.
point processes Ny, ..., N, such that

NLN +...+N,. (1.1)

REMARK 1.12. There exist point processes IV which are infinitely divisible as random measures but
not as point processes. The simplest examples of this type are provided by deterministic elements
of M.

For a full characterization of infinitely divisible random measures and point processes we refer
to Chapters 6 and 7 of [Kal76]. For our purposes, it is sufficient to note that PPPs are infinitely
divisible. More precisely, if N is a PPP with intensity measure p, then equation (1.1) is satisfied
for Ny,..., N, being i.i.d. PPPs with intensity £, respectively.

1.4. Campbell’'s theorem

DEFINITION 1.13. Let N be a point process with state space X. The mapping pp: Z — RU {oc0}, B —
E[N(B)] is called the mean measure of N.

Note that for Poisson processes the intensity measure and the mean measure coincide. The
following theorem will be frequently used in this thesis.

THEOREM 1.14 (cf. [Ser09], Chapter 3, Theorem 24). Let N be a point process on the state space
X with mean measure . Then, for any measurable f : X — C, it holds

E [ / f<w>dN<x>] - [ f@ntas) (12)

provided that the integral on the right-hand side exists. If, in addition, N is a Poisson process,

then Var ( / f@dmx)) = [ 1#@)Putar)

provided that the integral on the right-hand side exists.

Equation (1.2) is usually referred to as Campbell’s theorem or compensation formula.

REMARK 1.15. In [Ser09], Theorem 1.14 is stated for real-valued functions only. The statement for
complex-valued functions follows by decomposition into real and imaginary part.






2. Concentration inequalities for Poisson processes

In this chapter, we derive concentration inequalities for suprema of empirical processes associated
with Poisson point processes. These results will be used in the second part of this thesis for the
derivation of upper risk bounds of adaptive non-parametric estimators in different models but
might also be of independent interest. Although it would be sufficient to derive concentration
inequalities for right-hand side deviations from the mean in view of our intended applications, we
also state and prove concentration inequalities for left-hand side deviations.

The main technical prerequisites needed in this chapter are the finiteness of the intensity mea-
sures and the assumption that the common state space of the point processes is Polish. More
precisely, we use the following notations: Ni,..., N, is a sequence of independent PPPs with fi-
nite intensity measures (denoted with Aq,...,A,,) on some Polish space X equipped with the o-field
P generated by the open sets in X. Note that, thanks to the assumption that X is Polish, the space
M of Ny-valued locally finite measures equipped with an appropriate topology (see Chapter 1) is
itself Polish (see Theorem 1.4 and Remark 1.5).

In this framework, let S be a countable class of measurable functions from the space X into
[-1,1]". For s = (s!,...,s") € Sand k € {1,...,n}, we define

*(s) = /X o (2) (AN (2) — dAp(z))  and  Sn(s) = I'(s) + ... + I"(s). (2.1)

The principal aim of this chapter is to establish concentration inequalities for the random variable
Z = sup,cgs Sn(s).

2.1. Concentration inequalities for right-hand side deviations
The following theorem is the first main result of this chapter.

THEOREM 2.1. Let Ni,...,N, be independent PPPs on a Polish space X with finite intensity
measures A1,..., A, and S be a countable class of measurable functions from X to [—1,1]™. For
s €S, define Sy, (s) as in (2.1) and consider Z = sup,cs Sn(s). Let L(t) = Lz(t) = log Elexp(tZ)]
denote the logarithm of the moment-generating function of Z and V;, = sup,cs Var (Sy,(s)). Then,
for any non-negative t,

t
a) Ly(t) <tEZ + 3 (2EZ + V) (exp((e** —1)/2) — 1).
Setting v == 2EZ + V,,, we obtain that, for any non-negative x,
b) P(Z>EZ+1) < exp (—glog(l—l—ﬂog(l—&-x/v))),
and

x? x?
<exp|——"— ).
U+\/U2+3vx+(3m/2)> - p< 2v+3x>

REMARK 2.2. We emphasize that Theorem 2.1 cannot be immediately deduced from Theorem 1.1
in [KRO5]. For instance, if s* =1 the stochastic integral [, s*(2)dNi(z) is an unbounded function
of Ny (interpreted as a random variable in an appropriately defined state space) but obviously
s* =1 fits into the framework of Theorem 2.1.

c) ]I”(ZZIEZer)SeXp(

REMARK 2.3. The bounds obtained in Theorem 2.1 translate literally (that is, even with exact
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coincidence of the numerical constants involved) the ones obtained in Theorem 1.1 in [KR05] to
the setup with PPPs. This observation is in accordance with the one made in the article [RB03]
where the derived concentration inequalities translate literally previous results for the random
variable setup due to [Mas00].

2.1.1. Notation and preparatory results

In this section, we introduce some notation and state preliminary results. The proof of Theorem 2.1,
based on these results, is given in Section 2.1.2. The key property used to prove Theorem 2.1 is
the infinite divisibility of the PPPs Ny, ..., N,: for every k € {1,...,n} and £ € N, there exist
ii.d. PPPs Ny; such that

4
d
N, = ZNkj. (2.2)
j=1

The common intensity measure of the Ny; in this representation is Ay/¢. Throughout this chap-
ter, the dependence of Nyj, Ag;, and derived quantities on ¢ is often suppressed for the sake of
convenience.

Define A := sup;_; ,, Ap(X) and A = A(¢) := A/L. For s € S, let I (s) := [, s%(x)(dNy;(z) —
dAy;(x)). We define the random variable Xy, := Nj,;(X), that is, X}; is the total number of points
of the point process Ny;, and the event Qy; via Q; == {X; < 1}

REMARK 2.4. A natural interpretation of the proof of Theorem 2.1 given below is to consider the
result being obtained in a setup with a triangular array of point processes

Ni.....N,
N117N127N217N227 .. °7Nn17Nn2
N113N127N137N217N227N237 s 7Nn17Nn27Nn3

where the point processes in each row are independent and the intensity measures of the single point
processes in a row tend to zero when the row index tends to infinity. All asymptotic considerations
will be obtained under the equivalent regimes ¢ — oo and A — 0, respectively.

LEMMA 2.5. P(Qf;) < A?/2.

PROOF. The function h : Ny — R,n + n? — n is non-negative and non-decreasing. Since ;=
{X}y; > 2} the claim estimate follows from Markov’s inequality. O

Let us define the o-fields
Fp i =0({N11,..., Nne}) and FE =0 ({N11,. .., Nue D\ { Ny }) -
Further, let EKI[.] := E[-|ZF], PEI(A) := EFI[1,4], f = f(t) == exp(tZ), and fi; = fi;(t) =
EXI[f]. Tt will turn out to be sufficient to prove the results of this chapter under the following
finiteness assumption.
ASSUMPTION 2.6. 8§ ={$1,...,8m} @s a finite set of measurable functions.

Under the validity of Assumption 2.6, let 7 denote the minimal value of ¢ such that Z = S,,(s;).

LEMMA 2.7. Let Assumption 2.6 hold. Then, for any non-negative t,
a) f/fr; < exp(tI*(s;)), and in addition
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b) exp(—2(1 + A))(1 — eHN exp(A(e2 —1)/2)- A/VE) < f/fiy on Q.

PROOF. In order to prove statement a), set SXi(s) := S,,(s) — I*(s) and Zy; := sup,cg SKi(s).
Moreover, define 7y; to be the minimal i such that S (s;) = Zj;. Then, Zy; is Z}/-measurable,
and we have

exp(t(Zi; + Xij + A)) > f > exp(tZi;) - exp(tI¥ (s;,,)). (2.3)

The random variable 7i; is Zki-measurable which implies EF/[I* (s, )] = 0. Thus, by Jensen’s
inequality, we obtain from the second estimate in (2.3) that

frj = exp(tZi;) - By [exp(t1™ (s,,))] > exp(tZy;) > exp(tS)7 (s;)),

and consequently fi; > f - exp(—tI*I(s;)) which implies statement a).
For the proof of b), we retain the notation introduced in the proof of statement a). From the
left-hand side inequality in (2.3), we obtain

frj < etZeatd) [t Xes lo,,] + et ZritB)  R[etXri ]1%]

S et(ij-‘rl-l—A) + et(ij—‘rA) .E[thij]l/Q]P)(Q(]:Cj)l/Q.

Multiplication with 1q,  on both sides, using the estimate IP’(Q;j)l/2 < A/y/2 from Lemma 2.5,
and recalling the formula for the moment-generating function of a Poisson distributed random
variable yields

frjla,, < PtIER1g 4 ZtA) L exp(A(e® - 1)/2) - A/V2 - 1q,,,

from which we conclude by exploiting the right-hand side inequality of (2.3) and the definition of
ij that
fkj]lej < f62(1+A)tﬂij + fe(1+2A) exp( ( )/2) A/f ]1919]7

and hence by elementary transformations
(1= f/fuj - 2D exp(A(e* —1)/2) - A/V2) - Lgy, < [/ frj -2 g,
Now, by the statement of assertion a) and the definition of
(1— @™ exp(A(e* —1)/2) - A/V2) gy, < f/firy - 27 g,

which yields the claim assertion after division by e2(1+2)t, O

In the sequel, we use the abbreviation c(t, £) := 1 — 3%t exp(A(e?* —1)/2) - A/v/2. Note that
c(t,£) < 1 and, for any fixed non-negative ¢, ¢(t,£) — 1 as £ — co. In particular, ¢(t,£) € [1/2,1],
for sufficiently large ¢, say £ > £y = £o(t). Under the validity of Assumption 2.6, we consider for

ke{l,...,n}and j € {1,...,£} the positive and .F}/-measurable random variables hy; defined
by .
hij = hij(t) == ZIP’ij(T = i) exp(tSFI(s;)) = Efi[exp(tS* (s,))]. (2.4)
i=1

From now on, we denote by C a numerical constant independent of ¢ (but surely depending on
the fixed value of ¢ considered) whose value may change depending on the context. The following
lemma summarizes estimates which are used for the rest of this section. Since all the estimates are
easy to obtain, we omit its proof.

LEMMA 2.8. Let Assumption 2.6 hold, n(x) = 1 — exp(—x) — e2(+2)t=logct.O) 0 for ¢ > 4y and SFI
be defined as in the proof of Lemma 2.7. Then, the estimate E[X] < C holds true, where X can be
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replaced by any of the following random variables:

a) hij,

b) (fes = )",

c) (flog(f/frj))*,

d) (fn(tI*(s-))",

e) (IM(s)",

1) (I¥(s))?,

g) exp(tS*(s;)), and

h) exp(4tSki(s.)).

The constant C can be chosen to be independent of k and j, and in statements d)-h), it can in
addition be chosen independent of s and s., respectively.

LEMMA 2.9. Let Assumption 2.6 hold, and let hy; be defined as in (2.4). Then, for all £ > £y, we
have

n ¢
S OS E((f - hay)lq,,] < 20FANTe IR [fllog B[ f] 4 C - 0712,

k=1j=1
PROOF. We begin the proof with the observation that
E[(f - hi)La,] = EIf — hig) + El(his — Dlag | S EIf = higl + Eliglog ] (25)
where the last estimate is due to the fact that f is non-negative. We have the decomposition

E[f _ hk]] _ E[f(l _ exp(ftlkj (57)) _ t62(1+A)t710g c(t,Z)ij (57)} + t62(1+A)tflog c(t,Z)E[f[kj(ST)]
= E[fn(tI" (s:) oy, ] + E[fn(tI" (s,)lag |+ te* T8 OB £ 18 (5, )],
where the function 7 is defined via 7(z) = 1 — exp(—x) — e2(1+2)t=loge(t.0) 1 Note that 7 is non-

increasing on the interval [—2(1 + A)t + log ¢(t,¢), 00). This fact in combination with Lemma 2.7
implies that

E[fn(tI* (s;))1a,,] < E[(f — fo; — e2TAITloselt0 glog( £/ fi)) g, ]-

By the identities 1g,, =1 — ]lgij and E[f — fi;] = 0, we thus obtain

E[fn(t1* (s;))La,,] < E[(foj — f)lag | + 20T T8 IR flog(f/ fi) Lo ]
. e2(14-A.)t—10g c(t,é)E[f 10g(f/fkj)}'

Using Holder’s inequality and Lemma 2.8, we obtain the estimate
E[(frj — f)]lgij} < E[(fr; — )YV P(Qij)g/zl <02,

and by the same argument E[f log(f/fkj)]lgij] <C 4732 E[fn(tlkj(sT))JIQ%j] < C-¢73/2 and
E[hkj]lggw.] < C-¢73/2, Putting the obtained estimates into (2.5), we obtain

E[(f — hiy)la,,] < 20+ 08 OO GEF1H ()] - E[f log(f/ fiy)]) + C - €72,

10



2.1. Concentration inequalities for right-hand side deviations

Summation over k and j yields

n £

n Y/
S OS CEI(f - hay)lg,,] < 2UFAIToseO (4R £ 7] — NN "E[flog(f/ fi;)] | +C - 72,

k=1 j=1 k=1 j=1

By application of Proposition 4.1 from [Led96], we have

n 4
=S S TElflog(f/ fu)] < —Elf log f] + E[f] - log E[f],

k=1j=1
and thus

DD EI(f — hiy)la,,] < SO COR ] log E[f] + C - £71/2,
k=

15=1

O

LEMMA 2.10. Consider the function r defined through r(t,z) :== zlogz + (1 +t)(1 —x). Then, for
any s €S andt > 0,

E[r((1+ A)t,exp(tlkj(s))) 1g,,] < Ct203/% ¢ g]E[(ij(s))Q].

PRrROOF. For fixed non-negative ¢ consider the functions 1, § defined through n(z) = r((1+A)t, et*) =
etz 4+ (14 (1+ A)t)(1—e™) and §(x) = n(z) —2n'(0) — “?2, respectively. We have §(0) = 0 and

8 (z) = t2(x — (1 4+ A))(e’ — 1). Thus, the sign of §’(z) coincides with the one of z(x — (1 + A)).

This implies that §(z) < §(0) = 0 for all # < 1+ A, and hence n(z) < 21/ (0) + (tx)?/2. Since the

estimate 7*7(s) <1+ A holds on Q;, by the preceding arguments we obtain

(14 At e O, < (—(1 4+ A)PIM (s) + (H1M(5))2/2) 1y, -
Taking expectations on both sides yields
E[r((1+ A)t,exp(t™ (s)) Loy, ] < E[(—(1+ A1 (s) + (t(s))/2) 10, ]-

Therefrom, by means of the relation 1g,; < 1, we obtain

E[r((1+ A)t,exp(tI™(s))1a,,] < —(1+ A)PE[IY (s)1a,,] + gE[(I’”(S))z]o

The identity 1g,, =1 — ]lQ;N Holder’s inequality and Lemma 2.8 imply that

E[r((1+ A)Lexp(t[kj(s)))]lgkj] < Ct232 4 gE[(I’“j(s))Q],

(recall that E[I*7(s)] = 0 for all s € S) which finishes the proof of the lemma. O

REMARK 2.11. There is a clear correspondence between some of the auxiliary results proved above
and the auxiliary results in [KR05]. Lemmata 3.1, 3.2, and 3.3 in that paper correspond to our
Lemmata 2.7, 2.9, and 2.10, respectively. Both, results and proofs turn out to be more intricate
in the PPP setup considered here.

2.1.2. Proof of Theorem 2.1

First note that it is sufficient to prove statements a)-c) of Theorem 2.1 for the case of finite S.
Based on this, the case of countable S follows using the monotone convergence theorem. Thus, we

11



2. Concentration inequalities for Poisson processes

assume from now on without loss of generality that S = {s1,..., s;u}, and the preceding auxiliary
results from Section 2.1.1 (which were mostly obtained under the validity of Assumption 2.6) are
available. For fixed t and £ > ¢y = £y(t) (here, £o(t) is defined as in the Section 2.1.1), let us
represent the PPP Ny, as in (2.2) as the superposition of ¢ i.i.d. PPPs Nj; with intensity measures
Ag /¢, respectively. Then, application of Proposition 4.1 from [Led96] and the decomposition
1= ]lej -+ ]lgij yield

3
3

M~

E[flog f] — E[f]log E[f] < E[flog(f/ fx;)]
k=1j=1
n L n L
=" SN Elflog(f/ fr) Loy, )+ > Elflog(f/frj) 1oz ], (2:6)
k=1 j=1 k=1 j=1
=0 =N

and we investigate the two terms separately.
Ezamination of O: For k € {1,...,n} and j € {1,...,¢}, consider the strictly positive random
variables g;; defined through

Gkj = gk (t) == ZP?(T =1)exp (tSn(s;)) -

We have the elementary decomposition
E[flog(f/fj)Lay,] = Elgr; log(f/ frj)Lay,] + E[(f — gr;) log(f/ fri)Lay,]- (2.7)
Note that EX[f/ fi;] = 1, and thus
Elgr; log(f/ fri)la.,] < sup{E[gr;hlq,,] : h is F,-measurable with E}7[e"] < 1}.

Thus, due to the duality formula for the relative entropy (see p. 83 in [Led96] or Proposition 2.12
in [Mas07]), we obtain

Elgk; log(f/ frj)Lay,] < Elgrsla,, log(grila,,)] — Elgrila,, log B [gr, Loy, 1]
Putting this estimate into equation (2.7) yields

E[f 10g (f/fkj) ]lﬂk‘_]] < E[gkj]lﬂkj log(gkj]lﬂkj )] - E[gkj]lﬂkj log Eﬁj [gkj]]'ﬂkj“
+E[(f — gxj) log(f/ frj)Lay,];

and by summation over k and j we obtain

n ¢ n 14
0< Z ZE[gk.j]lej 1Og<gk.j]lﬂkj )] - Z Z]E[gkj]lﬂkj IOg Eﬁj [gkj]lﬂkj]]
k=1j=1 k=1j=1
n 4
+ 3 D Bl = g1y 08(f/ frs) Ta,] (2.8)
k=1j=1

Lemma 2.7, combined with the facts that f — gy; > 0 and tI* (sr)1g,; < (1+ A)tlg,,, implies

E[(f = gkj) log(f/ frj)la,,] < (L+ ANE[(f = gkj)lay,]- (2.9)

For k € {1,...,n} and j € {1,...,£}, consider the positive and .#*/-measurable random variables
hi;j defined as in Equation (2.4). By the variational definition of relative entropy (see Equation (1.5)

12



2.1. Concentration inequalities for right-hand side deviations

in [Led96] or Proposition 2.12 in [Mas07]), we obtain

Ey [gkjla,, log(grilay, )] — By [grila,, log BN [grsla,,]]
< BN (ks 10g(gr; /Pij) — grj + hig) Loy, ).

By taking expectations on both sides of the last estimate, and combining the result with (2.9) we
obtain from (2.8) that

O <Y El(grs log(grs /) + (14 (1+ A)) (hrs — gr5)) ey,

k=1 j=1

n 14
+ (1 + A S E[(f - hiy) L, ] = O + Do

k=1j=1

In order to bound 0y from above, introduce the function r defined via
r(t,z) =xzlogz + (1+t)(1 — x).
By the definition of gi; and hj; we have
913 108(gk; /Pg) + (1 + (1 + A)t)(haj — grj) = haer((L+ D)L, grj /s ),

and the convexity of r with respect to x yields

higim (L4 A)E, g/ higg) < ZP?(T = i) exp(tSH (s;))r((1 + A)t,exp(tI* (s;))).

i=1

Hence, multiplication with 1q,  and application of the EX operator yield
EX [hyr((1 + A)t, grj/hij) 1g,,] < ZIP]” i) exp(tSKI (s;))E[r((1 + A)t,exp(tI* (5))1a,,]-
The expectation on the right-hand side can be bounded by means of Lemma 2.10, and we obtain

Ey [hiejr (1 + A)t, grj /hs) Loy 5]

2 m
< O PEY [exp(tS,7 (1)) + %Eﬁj lz Liriy exp(tSy (s:))E[(1 (5:))?]

i=1

] (2.10)

In order to further bound the second term on the right-hand side of the last estimate, we consider
the decomposition

i=1 i=1

- exp(tsmsi))mu’”<si>>21] = Ef [Z L) exp(tsizj(s»m%m(rki(si))ﬂl

+E}

=1

g T exp(tss%si))n%ﬂi[ukj(sn)ﬂ . (211)

and we bound the two terms on the right-hand side of (2.11) separately. In order to treat the first
one, note that on €; we have exp(t5%(s;)) < exp (2t(1 + A) + t5,(s:)), from which we conclude
that

E,/ Z Tir—iy exp(tSQj(Si))]lij[(m(Si))ﬂ

i=1

13



2. Concentration inequalities for Poisson processes

< 2(HA) ks liﬂ{m} exp(tS, (s))E[(I¥ (s;)]| . (2.12)

=1

For the second term on the right-hand side of (2.11), we have by Lemma 2.8 that

EY [Z iy exp(tSE (1)) 1as EI(IY(s0))?]| < C - BN [exp(tSE (s,))1a_],

i=1

and thus by putting this last estimate and (2.12) into (2.11) we obtain

kj
]:E’VL

D L exp(tssﬂ'<si>>E[<fkj<si>>2]]
< PUFAEN |3 Ly exp(tSa () Bl (s:))’]

i=1

+C By [exp(tSy7 (s+))Las ).

By taking expectations on both sides of (2.10) and summation over k and j, we obtain by means
of the derived estimates in combination with Lemma 2.8 that

2 m n 4
O, < Ct2e1/2 4 %eQ(HA)tIE D Wiy exp(tSn(si) Y Y E[(IM(s:))%]
i=1 k=1 j=1
CtQ n 14 i
t5 ; ; Elexp(tS,” (s7))1as |-

Since Y5 _, Z§=1 E[(I*7(s;))?] < V,, and E[exp(tS (ST))]].Qij] < C-£73/2 (the last estimate follows
from Holder’s inequality and Lemma 2.8), we obtain

2
O, <Ot201/2 4 %62(1+A)tVnE[f].

A suitable bound for Oy follows directly from Lemma 2.9. By combining the derived estimates for
[0, and Oy, we obtain

t2
O<Ct?e /2 4 562<1+A>tvn1@[ f]+ (14 Aye2(+At-logctOR [ fllog E[f] + C - £71/2.  (2.13)

Ezamination of B: By Holder’s inequality, Lemmata 2.5, 2.7, and 2.8, we have

n 4
W< D E[(fTH (s) ) P05 < 0t (2.14)
k=1j=1

We now merge the examinations of the terms (0 and WM. More precisely, by combining (2.6)
with (2.13) and (2.14) and letting ¢ tend towards infinity we obtain that

v,
tL'(t) — (te** + 1)L(t) < 7Lt262t.

As in [KRO5], setting v(t) = t~2exp((1 — €%)/2) one can derive by means of Herbst’s argument
that

L) <EZ -+ (1 - exp(1 - €)/2)),

which implies assertion a). In order to prove statement b), we apply the generalized Markov
inequality for the function 2 — exp(tz) and apply assertion a) with ¢ = 3 log(1 + 2log(1 + z/v)).

14
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For the proof of statement c), we need the following lemma, a proof of which can be found in [KR05].

LEMMA 2.12 ([KRO05], Lemma 3.4). Under the assumptions of Theorem 2.1, we have for any
t€(0,2) that
t2

L(t) S tEZ + (2EZ + V) - 5

By Lemma 2.12 and the generalized Markov inequality, we obtain

P(Z >EZ + ) < ex LA
= =P\ T '

The first inequality in assertion c¢) follows therefrom by the fact that the Legendre transform of
2

t— 2 is given by @ +— 5(v+ 3 — /v% 4 3zv), and the second inequality is due to elementary

calculus. ]

2.2. Intermezzo: A useful consequence of Theorem 2.1

In this section, we state and prove a consequence of Theorem 2.1 which turns out to be useful for
the statistical applications in the second part of this thesis. As will become clear from the proof,
it can be regarded as an integrated version of statement ¢) from Theorem 2.1.

PROPOSITION 2.13. Let Ny,..., N, be independent PPPs on a Polish space X with finite intensity
measures A1, ..., Ap. Set vp(r) = 30 { [y r(®)dNy(z) — [; r(z)dAk(x)} for r contained in a
countable class R of complex-valued measurable functions.

Then, there exist constants c1,co = %, and c3 such that for any e >0

(ngg v (r)]? — 0(6)H2> J <e {Zexp <—c25“f 2) + CQgHQ exp <—c30(g)ﬁ’;ﬁ>}

where C(e) = (V1+e—1) A1, c(e) =4(1 +2¢) and My, H and v are such that

E

sup ||r| < Mi, E [sup |Vn(r)] < H, and sup Var (/ r(m)de(x)) < wvVk.

reR reER reER X
REMARK 2.14. Analogues of Proposition 2.13 in a setup with random variables instead of point
processes have been used in the context of adaptive non-parametric estimation at various places,
see, for instance, [CRT06], [Lac08] and [JS13a]. The proof given below follows along the lines of
the proof given in [Chal3] to a great extent (with slight modifications concerning the numerical
constants).

REMARK 2.15. As a by-product of the proof of Proposition 2.13, we obtain that in case that the
class R consists of real-valued functions only, one can replace the constant c(e) = 4(1 4 2¢) with
c(e) =2(1 + 2¢).

PROOF OF PROPOSITION 2.13. For r € R and k € {1,...,n} define functions s* : X — C via
R C))
sp(x) = M,
Hence, for all 7 € R and and k € {1,...,n}, we have |s¥(z)| < 1 and we can apply statement c)

of Theorem 2.1 for both S = {(Rs},...,Rs?) : r € R} and S = {(Vs},...,Ss?) : r € R} (the
quantity Z corresponds to - sup,cr Ry, (r) and i SUPreRr S (r), respectively). In the sequel,
we will only give estimates for the real part since the corresponding estimates for the ‘maginery
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part are identical. Application of Theorem 2.1 ¢) yields for any x > 0 that

My rer 1 lrer 2ug + 3z

P (e sup (1) 2 1 [sup ()] +2 ) < e (52 )

with v = 2EZ + V,, where V,, = sup,cr Var (S, (Rs,)), and S, is defined as in the statement of
Theorem 2.1. Specializing with © = ny/M; and using the fact that sup,.cg Ry, (1) < sup,er [Vn(7)]
yield that for any y > 0 we have

P <Sup Ru,(r) > H + y> <P (Sup Rup(r) > E [sup yayn(r)] + y)

reER reR rTeER

<exp|— Y
=P 2Mivg +3Miny )

Note that on the one hand we have EZ < nH/Mj, and on the other hand
1 n

V., = sup Var (M z_: /X Rr(z)(dNg(x) — dAk(x))>

= M2 sup Var (Z/ Rr(x)(dNk(x) — dAk(x))>

which in combination imply v < 2nH/M; + nv/M?. We have

2
ny
P ( sup Rv,(r) > H + <e —
(E% valr) 2 y)— Xp( 2(2M1H+v)+3M1y>

which is used to obtain

P (sup |Rvn(r)| > H + y) <P (sup Ruvp(r) > H 4+ y) +P (sup —Rvp(r) > H + y)
reR reR reR

=P (sup Ruvp(r) > H 4+ y) +P (sup Rvp(—r) > H+ y)
reR reR

2
<2-exp|— el .
- 2(2M1H+’U)+3M1y

Below, we will apply this estimate for y = u + nH for u, n to be specified. This choice of y yields

y? _ p? + 0P H? + 2qpH
2(v+ 2M H) +3Myy  2v+AHM, + 3Mipu+ 3MinH
S p? + 2npH
= 2u 4+ 3uM; + M1H(4 + 377)
a+b
= — 2.15
ct+d+e ( )

For arbitrary a, b, c,d,e > 0 we have the estimate

a+b < a+b _1<a—|—b/\a—|—b/\a—|—b)

c+d+e = 3(cVvdve) 3 c d e

16
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For a,b,c,d, e as defined in (2.15), this estimate implies

v N N E
2w+ 2M H)+3Myy — 3|20 M; \6 4+3n)]|

For any 1 > 0, we obtain
1 non Al

A
6 4+3p - 7
due the trivial estimate 1/6 > (n A 1)/7 combined with

4+3n 7 LIRS U} if1>n>0.

Tn—4-3 4(n—1 .
n__nAl_ { 7@+ = 7((4n+3n)) >0, ifn=>1,
7(4+3n)

Thus, we have

y? S L[e? 2001 p
2('L)+2M1H)+3M1y 3| 2v 7 M1
which in turn implies

P (fggmyn(r)l > p+ (n+ 1)H> < 2exp (—Z [’2‘5 A WAZD . (2.16)

After these preliminaries, we start the proof of the claim assertion by means of the estimate

E (Sup |vn ()2 — 4(1 + 25)H2>+] = /OOOIP’ (sup lun () > 4(1 + 2¢)H? + t) dt

reER reER

= /OO]P’ (sup [n(r)| > /A1 + ) H? + 4(cH? +t/4)> dt
0 reER

< /OOOP (sup ln(r)| > /2(1 + ) H + \/2(eH2 + t/4)> dt

rER

where the last line is due to the estimate \/a + Vb < v/2a + 2b. From this we conclude

E l(sup [V (1) |2 — 4(1 + 2E)H2>J < /OOO]P’ (sup |Rvy (r)| > V1 +eH + \/cH? +t/4> dt

reER reER
—|—/ P(sup|%un(r) Z\/1+EH+\/EH2+t/4> dt.
0 reR

We apply (2.16) with n =+/1+4+ ¢ —1 and p = v/eH? + t/4 to both terms and obtain
E (sup [vn (r)]? — 4(1 + 25)H2>
+

rerR
oo H? 4 2 1 H? +t/4
§4/ eXp(_;l{E +t/ A (n A1) /e +/}>dt
0

2v 7 Ml
o0 H? +t/4 o0 2(n A1) \/eH2+1/4
§4/ exp (—;LE;_/> dt+4/ exp _n (A1) VeH® +1/ dt.
0 v 0 3 7 Ml

Using the estimate v/a + Vb < v/2a + 2b once again implies

H2 [e%s} t
| (sup ()2 ~ 41+ 297 | <o (<20 [ (-2 )
reR " 6v 0 24v
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+4/Oocexp< 2n(n A1) fH+f) dt

212 M,

neH? o nt
<dexp|— 5 exp ~ ot dt
v 0 v

+4exp( 2”(“1)\/}1)/ exp (—”(Ml)ﬁ> dt

1V2M, 21v2M,
neH?\ 24v 2n(n A1) 422 M}
= 4 —_ — H - —
{eXp< 6v ) n +exp< 212 M, Ve n2(nA1)2
neH?\ 2v 2n(n A1) 147M?
=48 - = H) ——L 1
{eXp< 6v ) n +eXp< 21v2M, Ve n2(n A 1)2

2.3. Concentration inequalities for left-hand side deviations

The following theorem is the second main result of this chapter and complements Theorem 2.1 by
providing concentration inequalities for left-hand side deviations of Z from its mean.

THEOREM 2.16. Under the assumptions of Theorem 2.1, for any non-negative t,
a) Ly(—t) < —tEZ + g(e&f —3t-1).

Consequently, for any non-negative x, we have
b) P(Z <EZ —z) < exp (h (?))

where h(z) = (1 4+ x)log(l 4+ z) — z, and

x? x?
c P(Z<EZ—-z)<exp|— <exp|———7 ).
/ (2 < )< p( v+\/v2+2vx+x> p( 2U+2$>

REMARK 2.17. As in the case of right-hand side deviations, the concentration inequalities in The-
orem 2.16 translate literally the results in the random variable framework due to [KRO05].

2.3.1. Notation and preliminary results

We maintain a large part of the notation introduced in Section 2.1.1 for the proof of Theorem 2.1. In
particular, we use again the representation Ny 4 Zle Ny; of the PPPs Ny, as the superposition of
independent PPPs Ny; with intensity A /¢ and use the shorthand notations A := sup;_; _, Ax(X)
and A = A({) := A/{. Besides, we retain the definition Q; 1= {Xp; < 1} where Xy, := Ny;(X)
and the definition of the I;. Let us further assume that Assumption 2.6 holds, that is, S =
{s1,...,8m} is finite. Define now

n £

Li(t) :== > > logElexp(—tI*(s;))], i€ {l,...,m}.

k=1 j=1

The corresponding exponentially compensated empirical process is T;(t) := S, (s;) +t "1 L;(t). In
addition to Z, let us define Z; := sup;cqy .,y Z3(t). For notational convenience, we use from now
on the shorthand notation sup,/inf; when the supremum/infimum over ¢ € {1,...,m} is taken.
Redefine f = f(t) := exp(—tZ;) and fi; = fi;(t) :== EF[f]. Here, the o-fields .Z}7 are defined as
in Section 2.1. Finally, we define F' = F(t) := E[f] and £ = L(t) := log F(t). The main strategy
of the proof given in Section 2.3.2 is to derive a differential inequality for £. Let 7 = 7(¢) denote
the minimal value of ¢ € {1,...,m} such that Z; = T;(¢). As in the proof of concentration results

.....

for right-hand side deviations from Z from its mean, let C' always denote a constant (whose value
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is independent of ¢ but might depend on ¢) which is allowed to attain different values in different
contexts.

LEMMA 2.18. Let Assumption 2.6 hold and () = (1 4 e21+2)t). Set
Crji = Lrji(t) = log Elexp(—tI™ (s,))].

Then, the following estimates hold almost surely:

a) fri/f < exp(tI®(s:) 4 L), and

b) exp(tI™ (s;) + lrjr) < e(t) - (L4 ap) + B(t) - £73/2 on Qi where oy is a monotone sequence
decreasing to 0 as £ tends to oo and = () > 0 is monotone increasing in t.

PROOF. For s € S, define S¥i(s) := S,,(s) — I*(s) and

ZM = sup(S* (s) + t = log Elexp(—tS* (s))]).
sES

Let 7; = 71;(t) be the smallest ¢ € {1,...,m} such that
7 =S¥ (s5;) 4+t~ log Elexp(—tSki (s;))].

Then, f < exp(—tZ")exp(—tI* (sr,,) — lijr,, (t)), which implies EX7[f] < exp(—tZ*7). By defini-
tion of Z*, we have exp(—tZ*7) < f-exp(tI*(s;) + L1, (t)), which shows statement a). In order
to prove statement b), first note that exp(tI*(s,)) < e(**2) on Q;, and it remains to find an
estimate for exp((x;,(t)) = E[exp(—tI*i(s,))]. Consider the decomposition

Elexp(—tI*(s;))] = Elexp(—tI* (s;))1q,,] + Elexp(—tI* (s:)) e |- (2.17)

In order to bound the first term on the right-hand side of (2.17), note that E[exp(—tI*(s;))1q,,] <
E[e!Y] with Y = — Ik (sr)1q,,. By the convexity of the exponential function, we have

L+ A-EY _iap  EY 4144 a1

E[e™] < S AN (1 4 o(1). (218)

= 2(1+4) ¢ 201+ A)

The second term one the right-hand side of (2.17) is bounded using Hoélder’s inequality, Lem-
mata 2.5 and 2.21 as follows:

Elexp(—t1* (s;)) 1 | < Elexp(—4tI* (s,))]'/* - P(Q5;)*/* < C - 4722, (2.19)

and statement b) follows now from the combination of (2.18) and (2.19). O

LEMMA 2.19. For k€ {1,...,n} and j € {1,...,£}, define positive random variables gi; = gi;(t)
via

Grj = prj(T = i) exp(—tSn(s;) — Ly(t)).

Set o = u(t) := 1y - log vy where by = Go(t) = vu(t) - (1 + o) + B(t) - €73/ with ¢y, oy, and
B defined as in Lemma 2.18. For sufficiently large £, let 6, be the unique positive solution of the
equation pe(t) = 1. Then, for any t € (0,6,),

n L
> El(gj — f)log(fi;/ f)]
k=1 j=1
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2. Concentration inequalities for Poisson processes

> ZZE 9kj 10g gk]/E [g}fj])) - E[fIOg f] +C- €_1/2'

k=1 j=1

PROOF. Since S* is Fki-measurable, it is easy to verify that
E.gns) = By [f - exp(t1™ (s7) + bijr)),

and hence,
n £

n £
DD Elgr— f1=Y D Elf - (exp(tI™(s7) + Lijr) — 1))-

k=1j=1 k=1j=1

Set nij = tI* (s,;) + lg;r. Then,

n £
ZZ [ — ZZE (€™ — 1 — Peni;)] + eE fZZﬁkg
k=1j=1

k=1j=1 k=1j=1
= ZZE (€™ =1 — dhumuy)] — VeE[f log f1, (2.20)
k=1 j=1

since Y p_, Z§:1 nig; = — log f. Consider the first term on the right-hand side of (2.20). First, by
Holder’s inequality and Lemma 2.21

ZZE 677’” -1 _7/167716])]19‘: ] < O~€71/2.
k=1j=1

In order to bound  ;_, Z§:1 E[f - (e™i — 1 — @nk]—)]lgkj} from above, note that the function

et —1-— x{/;g is non-increasing on the interval (—oo, log LZ[]. Hence, we obtain by Lemma 2.21
that

n /£

Z ZE (e — 1 — 1/)@77kj)]lgkj] < ’l/J Z Lf IOg(f/fkj)]

k=1j=1 k=1j=1

4
=D D El(fis = = veflog(fis/ )]
V4
<y D Elflog(f/fi)+C -2

Putting the obtained estimates into (2.20) yields

n £
ZZ [k — <1/Jz (ZZEflog f/fei)] — [flogf])+0.£1/2.

k=1 k=1 j=1

Using the same argument as in the proof of Theorem 2.1 yields

n £
> Z lgrj = (2.21)
k=1 j=1

n £
A D0 Elgkslog(gri /B [grs)) + (gx5 — F)log(frs/ )] —Elflog f] | +C -7/,

k=1j=1
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2.3. Concentration inequalities for left-hand side deviations

Now, in order to prove the claim assertion of the lemma, take note of the decomposition

n ¢
ZZ gk] f)log( fk]/f ZZE ki — log(fkj/f)]lgkj]
k=1j=1 k=1 j=1
n V4
+ > D" Ellgi; — f)log(fis/ f)Lag | (2.22)
k=1j=1

Using statement b) of Lemma 2.18, the estimate (2.21) and the definition of y,, we can bound the
first term on the right-hand side of (2.22) as follows (note that gx; — f > 0):

n ¢
DO Ellgrs — Nlog(frj/ f)lay,] <longZE Ik —
k=1j=1

k=1j=1

n 14
Zzgkﬂog (955 /EX [gk;]) + (gng — £)log(fj/ £)] — Elflog f] | +C - £/,

1j=1

The second summand on the right-hand side of (2.22) can be bounded using Holder’s inequality,
Lemma 2.5 and Lemma 2.21:

n 0
DD Ellgr; — f)log(fry/ f)las | ZZE ((gry — £)log(frg /)T AB(Q5,) < O 712,

k=1j=1 k=1j=1

Combining the bounds obtained for the two terms in (2.22) implies the assertion of the lemma. O

REMARK 2.20. Both ¢(t) and y(t) are non-increasing in ¢ and non-decreasing in ¢. Hence, the
solution €, of the equation ¢, = 1 (which exists for sufficiently large ¢) is non-decreasing in ¢ and
the limit 6o := limy_, o 0, satisfies 0o, € [0.46,0.47] (see p. 1075 in [KRO5]). The approximate
value of 0, is of interest for the proof of Theorem 2.16 which is done by considering different cases
for the value of t (see [KRO5] for details).

The simple proof of the following lemma is omitted.

LEMMA 2.21. Let Assumption 2.6 hold. Then, the estimate E[X] < C holds true, where X can be
replaced by any of the following random variables:

a) exp(—4tI*¥i(s.)),

b) (frs = f = bef log(frs /),
c) (f (€M =1 —demy)),

d) ((gr; — f)log(frj /)",

e) (Iij(si))*e M=) and

£) (gr; log(gr; /B [grs]))*-
Here gij, ni; and 7:/;@ are defined in Lemma 2.19 and its proof, respectively. The constant C' can
be chosen independent of k and j, and in statements a) and e), it can in addition be chosen
independent of s; and s;, respectively.

LEMMA 2.22. Let Y be a random variable with values in (—oo,1 + A] and E[Y?] < +o00. Then,
for any positive t,

E[tYe™] — E[e™ |log E[e"] < (FEZ])Q(l F((1+ A)t — 1)e0+20t),
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2. Concentration inequalities for Poisson processes

PROOF. The proof follows completely along the lines of the one of Lemma 4.4 in [KR05], and we
thus omit it. O

REMARK 2.23. Again, there is a clear correspondence between some of the auxiliary results derived
here and the ones used in [KR05]. Lemmata 2.18 and 2.19 are versions of Lemmata 4.2 and 4.3
in [KRO5] tailored to our framework. As already mentioned above, Lemma 2.22 is nearly the same
as Lemma 4.4 in [KRO5].

2.3.2. Proof of Theorem 2.16

The key arguments of the proof follow along the proof of Theorem 1.2 in [KR05]. Since the random
functions T;(t) are analytic in ¢, the random function f = f(¢) is continuous and piecewise analytic
as a function in ¢. Its (almost everywhere existing) derivative with respect to ¢ satisfies

f'(t) = (2 +t2,) (1)

where tZ, = L’ (t) —t~'L.(t). Thus, by the Fubini’s theorem, we have

Flt)=1— /0 E[(Za + uZ.) f(w)]du.

Hence, F' is absolutely continuous with respect to the Lebesgue measure, with a.e. derivative in the
sense of Lebesgue given by F'(t) = —E[(Z; + tZ]) f(t)]. Moreover, the function A = log F has the
a.e. derivative F'/F. As in the proof of Theorem 2.1, application of Proposition 4.1 from [Led96]
yields

n 4

n ?
E[f log f] — E[f]log E[f ZZ (95 10g(gk; /B (gD + Y > " El(gr; — £)log(f/ fr;)] (2.23)
k=1 j=1

k=1 j=1

for any positive integrable random variables gi; such that E[g; log gi;] < co. On the other hand,

E[f(t)log f(1)] — E[f ()] log E[f(t)] = ’E[Z{f (t)] + tF'(t) — F(t) log F(t) a.e. (2.24)
Combining (2.23) and (2.24) yields
n £
LE'(t) — F(t)log F(t) < —*E[Z]f(1)] + ) " Elgk;10g(9r; /Er [gk;))]
k=1

j=1

+ZZE gkj IOg(fkj/f)}

k=1 j=1

We now specialize this estimate with the choice gr; = Y i PM (1 = i) exp(—tSn(s;) — Li(t)),
which coincides with the definition of gy; in Lemma 2.19. Applying Lemma 2.19 and algebraic
transformations yields

(1= @e()(EF'(t) — F(t) log F(t)) < e(t) - *E[Z{f(t) — f(t) log f(t)]
n ¢

—E[Zf(1)] + D> Elg; log(gr; /BE [grs))] + C - €112,
k=1 j=1
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2.3. Concentration inequalities for left-hand side deviations

where ¢, is defined in Lemma 2.19. Using the identity E[t2Z]f(t) — f(t)log f(t)] = —tF'(t), we
obtain

n £

tF'(t)— (1= () F(t) log F(t) < —tE[Z{f(1)]+ > > Elgk; log(gr; /BE [gi;])]+C-£7/2. (2.25)
k=1j=1

Now define wy; = gi;/Er/[gr;]. Then, EY[gx;log(gr; /By [g15])] = Elgn;] - B [wij log wiy).
Using the convexity of x — xlogz, we conclude that

Ey [gnslwns logwry < Y PR (1 = i) (—t1M (1) — ui(t)) exp(—tSa (i) — Li(t)),
i=1

and by applying the EX/ operator on both sides we obtain

B [gr; 108 (gr; /B [gig])] < O PRI (7 = i) exp(—tSF (s:) — Li(t) + Crjs (8)) (5 (t) — Lija(t))
=1

=B | Ly exp(—tSE — Li(t) + Ciji(t)) (#0053 (1) — Lrji (1))

i=1

Thus, by taking expectations,
Elgk; log(gx; /B [9ks])] < E[f (1) exp(tI™ (s7) + Cijr (8)) (457 (1) — Lijr (1)))-

By Holder’s inequality and Lemma 2.21, we have E[gy; log(gkj/IEij [gkj])]lﬂﬁcj] < C-¢73/2_ In order
to bound E[gy; log(gk; /B [gr;])La,,], first note that the convexity of the functions £y;; together
with the fact that £x;;(0) = 0 implies t¢} ; (t) — £xjr(t) > 0. Thus, we can use Lemma 2.18 in order
to obtain N

Elgk;j 10g(gr; /Ex [gki]) Ly, ] < the(t) - E[(40,- (1) — Lrjr (1) F(2)].

By the identity t2Z/ = tL’ (t) — L.(t), we get for the first two summands on the right-hand side
of (2.25) the estimate

n £

—E[RZ1F 1)+ 3 S Elge; o9k /EX [gas))] < (Fe(t) = DE[ELL (1) — Lo (0 ()] +C-07/2. (2.26)
k=1j=1

In order to bound the expectation on the right-hand side of the last estimate, let us first note that
tL (t) — L. (t) <sup,;(tL;(t) — Li(t)). In order to bound sup,(tL;(t) — L;(t)), introduce (for fixed

i€ {1,...,m}) the event y; defined via
Quj = {1M(s:) = —(1+ A)}.

Thanks to the boundedness of the functions s € S, we have ;; C ﬁkj, hence ﬁzj C Q?vj. Setting
Yij == —I"(s;), we obtain

t0h5:(t) — aji(t) < tE[exp(tYy;)Yi;] — E[e"]log E[e™™]
tij 1~ tij 1~
< tE[exp(tYk;)Yi;lg. |+ tE[exp(tij)ij]lﬁk_] —Ele 2ri|log Ele kil (2.27)
kj i
The first term on the right-hand side of (2.27) is bounded using Lemma 2.21:

tE[exp(tYi;) Vi Iz, ] <C- P(Q5,)%* < C-P(Qg,)*/* < C- 0732,
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2. Concentration inequalities for Poisson processes

The second and third term on the right-hand side of (2.27) are bounded using Lemma 2.22 which
yields

1Y 1~ 1Y 1~
E[t exp(tij)ij]lﬁkj} —Ele ;] log Ele i |
. E[t . . tij]lg ) tY)W‘]lg )
= E[t exp(tYy; ]lﬁkj)ij]lﬁkj} —Ele #i|log Ele g
E[Y2
< [7’”]2 (14 (1 + Ayt — 1)el+2)),
(1+A4)

Hence summing over all k and j in (2.27) yields

tLi(t) — Li(t) < C- 072 LQ (L (1 At — 1)),
(1+A4)
and this estimate holds for all ¢ € {1,...,m}. Combining the obtained estimates with (2.25)
and (2.26) and letting ¢ tend to oo, we obtain

tF'(t) = (1= (1)) F(t)log F(t) < (¥(t) = F () Vi (1 + (t — 1)e"),
where ¢(t) = 3(1 + ¢®*) and ¢ = ¢ log¢. Division by F(t) yields

L (6) — (1= p()L(D) < (e~ 1)1+ (1= 1)),

This differential inequality for £ coincides with equation (4.21) in [KR05] and the rest of the proof
follows along the lines of the one given in that paper (Lemma 4.1 in [KR05] which is used for
the proof translates without changes in the proof to our framework, whereas the purely analytical
Lemmata 4.5 and 4.6 in [KR05] can be borrowed unchanged). O

We conclude this chapter with the remark that in most situations of interest, it is possible
to apply the concentration inequalities proved in this chapter also in setups with non-countable
classes of measurable functions. This practice can be made rigorous by means of standard density
arguments (see [Chal3] for details).
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Part II.

Applications to non-parametric estimation problems






3. Non-parametric intensity estimation

In this chapter, we consider the non-parametric estimation of the intensity of a PPP on the interval
[0, 1] from n independent observations of the process. More precisely, we assume that the intensity
measure is absolutely continuous with respect to the Lebesgue measure with Radon-Nikodym
derivative A that we aim to estimate from the i.i.d. sample

Ni,...,N,. (3.1)

We assume that A € L% := LL2([0, 1], dx), the space of square-integrable real-valued functions on
[0, 1].

3.1. Methodology: Orthonormal series estimator of the intensity

Orthonormal series estimators represent a natural approach in non-parametric statistics. In this
chapter, we consider an orthonormal series estimator for the intensity A with respect to the standard
trigonometric basis {¢;},ez where

wo=1, pj(r)=V2cos(2mjz), ¢_;(z)=V2sin(2mjz), j=12,...

Setting [A]; = fol ©;(z)\(z)dz we have the representation

A= [N (3.2)

JEZ

as a L?-converging series. By Campbell’s theorem (see Theorem 1.14), the estimator

W, =23 [ eit@ani).

is unbiased for all j € Z. Replacing the unknown Fourier coefficients in (3.2) by these estimators
and truncating the series representation, we obtain the estimator

ch: Z mj@j

0<|j|<k

where k € Ny is a dimension parameter that has to be chosen appropriately.

3.2. Minimax theory

We will evaluate the performance of an arbitrary estimator Xof A by means of the mean integrated
squared error E[||A — A||?] where || - || denotes the usual L?-norm and expectation is taken under the
true functional parameter \ (of course, the expectation operator E is the one associated with the

distribution of the sample Ny,..., N, in (3.1)). Taking on the minimax point of view, we consider
the mazimum risk

sup E[[|A — A[l?]

AEA
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3. Non-parametric intensity estimation

where A is a class of potential intensity functions with A C L2. In the minimax framework, the
class A is assumed to be known and our objective is to define a rate optimal estimator of A, that
is, an estimator that attains the minimax rate

inf sup E[| — [
A AEA

at least up to a multiplicative numerical constant. Here, the infimum is taken over all estimators
A that are based on the observations (3.1). In this chapter, we assume that the unknown intensity
function A belongs to the set Al defined via

AL:={XeL?: A >0 and |2 :=> N> <r}
JEZL

for some strictly positive symmetric sequence v = () jez. We need the following mild assumption
concerning the sequence ~.

ASSUMPTION 3.1. v = (vj)jez s a strictly positive symmetric sequence with vy = 1 and the
sequence (Yn)nen, (S non-decreasing.

In particular, Assumption 3.1 is satisfied by the following standard choices of the sequence ~:

e vo=1,7v= |7|? for j # 0 and some p > 0. This setting corresponds to A belonging to some
Sobolev ellipsoid.

o 7; = exp(2p]j]) for all j € Z and some 3 > 0. This setting corresponds to A belonging to
some space of analytic functions.

o ~; =exp(206|j|P) for all j € Z and some ,p > 0. This setting corresponds to A belonging to
some space of generalized analytic functions.

We will illustrate our abstract results by means of these three examples throughout the chapter.

3.2.1. Upper bound

The following proposition provides an upper bound for the maximum risk of the estimator Xk over
the class A, under a suitable choice of the dimension parameter k.

PROPOSITION 3.2. Let Assumption 8.1 hold. Consider the estimator X;C with dimension parameter
defined as k;, := argming max{%k, %} Then, for any n € N,

~ 1 241
prMW—MWSmw{ ,"+}:ww
XEAT, " Ve n

n

PROOF. Introduce the function Axs := 3 o< ;<= [A];9; Which is used to obtain the decomposition

]E[kaﬂ — AP = [IA = Ay

2L B[ Ars — Mg ||

of the risk into squared bias and variance. Using the fact that A € A” together with Assumption 3.1,
it is easy to see that [|A — Ay ||> < ryy.! and E[||an — Xex |12] < V- %LTH and the statement of
the proposition follows. O

3.2.2. Lower bound

Under the validity of Assumption 3.1 and mild additional assumptions, the following theorem
provides a minimax lower bound for the estimation of the intensity from the observations (3.1)
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3.2. Minimax theory

under the mean integrated squared error.

THEOREM 3.3. Let Assumption 8.1 hold, and further assume that
(C1) T := Zjez%‘_l < 00, and

(C2) 0 < n~!:=inf,ey ¥, ' min{ -t 2k:H} for some 1 <n < o0

* 7 n
LS

where the quantities k), and V,, are defined in Proposition 3.2. Then, for any n € N,

inf sup E[J|A = A*] 2 ¥,
X AeAr

PROOF. Define ¢ = min{#, 8%} with § =

T’ 7 and for each 8 = (03>0§|J|§kfl c {i1}2k2+1

1 1
2 2v2’
the function A\g by

. ra1/2 TC 1/2 TC 1/2 ry1/2 TC 1/2
)\0 = (Z) +00 <16’I7,> + <16n) Z HjQOj = (Z) + (16n) Z Hjcpj.

1<[j|<k;, 0<|j[<ky,
Then, the calculation
1/2 1/2
rC rC
— Ol <|[|-— 2
<16n> Z 3% _(16n) Z V2
0<|jI<ks, 0 0<|j| <k,
" 1 1/2 . 1/2
-1 j
<(5) (=) (2.
0<[jI<k}, 0<|j|<ks,
(r r)W( 2k;§+1)1/2
<|—= Vi - —
8 n

< () < (p)”

shows that Ag > v/7-6. In particular, Ay is non-negative for all § € {£1}?#=+1. Moreover ||/\9||i <r
holds for each @ € {£1}%%2F! due to the estimate

1/2 1/2
ol = > IWWJ‘[(D +90<f6i)

0<|5] <k,

—="n

2
&S %
+16 Z n

1<[j|<k;,

r r¢ r( 1
< — s —
2+<8n>+16 T Z n

1<|jl<ky,

r rC 2k +1
<42, T o
<35 =+ g ki ST

This estimate and the non-negativity of Ag together imply Ay € AL for all 6 € {£112knt1 Let Py
denote the joint distribution of the i.i.d. sample Ni,..., N, when the true parameter is \y. Let
IP)(I,V “ denote the corresponding one-dimensional marginal distributions and Ey the expectation with
respect to Py. From now on, let X be an arbitrary estimator of A. The key argument of the proof
is the reduction scheme

- - 1 -
sup B[IA = AP > sup  Ep[l|]A = Ag?*) > SR > EolllA— el
AEAT fe{+1}2Fnt1 " pef+1}2kn+1

D DD DI A PV

fe{£1}2Fnt1 0<|j|<k,
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3. Non-parametric intensity estimation
1 1 ~ ~
= SaRiTT > > LBl = Mali "] + Boin [ = Ao i1} (3:3)

fe{£1}2Fn+1 0<|j|<k,

where for € {#1}?%2*! the element #U) € {il}%”‘1 is defined by H(j) = O for k # j and
50;.] ) — —0;. Consider the Hellinger affinity p(Pg, Py ) f v/ dPgdPy;y. For an arbitrary estimator
A of A we have

)\ o) I[A = Ao ];
p(Po,Pyesy) / D 7)\:() dPodPg ) +/|>\0/\:(:))]]|| dPydPg )

1/2
/ X = Ao] |2 / X = Aol /
[[Ao — Ao ]; [[Ao — Xg]; |2 o) ’

from which we conclude by means of the elementary inequality (a + b)? < 2a? + 2b? that

1 - ~
§|[/\9 — X 5170*(Po, Poiir) < Eg[|[A — Xol;1%] + Egn [|[X — Mg ]51%).

Recall that the Hellinger distance between two probability measures P and Q is defined as H (P, Q) :
([/[VdP — /dQ]?*)'/2. By means of Theorem A.8 (ii) we obtain

Ao — A (j)|2 1 2 C\/F
H2(P) PY /\/ —VAw)? / A =2 < Ao = Ao Iz = =
(P 9(1) o (VAo + vV Aoi)? 40+/r 1A ool 16n —

Consequently, with Lemma A.3 it follows

H?(Py, Py(s)) Z 2Py, Py < 1.

Thus, the relation p(Pg,Pyy) =1 — fH (Py, Py(5y) implies p(Py, Pysy) > % Finally, putting the
obtained estimates into the reduction scheme (3.3) leads to
< 1 1 ~ -
swp BN AP 2 gy DL D GBI ML+ Eoo (I~ A0 )i ]}
€Ay ge{+1)2knt1 0<|j|<k;
1 Cr 1 Cr
g — Ao ]2 = 2= > 2 .
> Y gle-rollP=g Y Lz glow
0<|j| <k, 0<|jI<ks,

which finishes the proof of the theorem since X was arbitrary. O

As a direct consequence of the lower bound and Proposition 3.2, we obtain that the estimator
Ak is rate optimal under the assumptions stated in Proposition 3.2 and Theorem 3.3.

REMARK 3.4. The proof of Theorem 3.3 is inspired by the proof of Theorem 2.1 in [JS13a] expanded
with the essential ingredient that the Hellinger distance between two PPPs is bounded by the
Hellinger distance of the corresponding intensity measures (see Theorem A.8). As in [JS13a],
the mild assumption (C1) on the convergence of the series > jez 7;1 is needed only in order to
guarantee the non-negativity of the candidate intensities considered in the proof.

REMARK 3.5. The lower bound proof given above supplements the lower bound result in [RB03].
Note that the result in [RB03] cannot be applied for ellipsoids defined in terms of the trigonometric
basis that we consider here.
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3.3. Adaptive estimation

3.2.3. Examples of convergence rates

EXAMPLE 3.6 (Sobolev ellipsoids). Let 9 = 1, v; = |j|?P for j # 0. Then, Assumption 3.1 is

2
satisfied and elementary computations show that k), < n7 as well as v, =< n” e, Furthermore,
the additional conditions of Theorem 3.3 are satisfied if p > %

EXAMPLE 3.7 (Analytic functions). Lety; = exp(28|j|) for j € Z for some 3 > 0. Assumption 3.1
is also fulfilled in this case and we obtain k) =< logn and ¥, =< 10%. The additional assumptions

of Theorem 3.3 do not impose any additional restriction on p.

EXAMPLE 3.8 (Generalized analytic functions). Let v; = exp(28|j|?) for B,p > 0. Assumption 3.1
1s satisfied in this case and there are no additional restrictions on p due to Theorem 3.3. We have

1
kx =< (log n)% resulting in the rate ¥, = (18m)”

3.3. Adaptive estimation

The definition of k) in Proposition 3.2 depends on the sequence v and hence on smoothness
characteristics of the functional parameter to be estimated. Thus, the estimator an is not adaptive.
In the following, we propose a selection rule for the dimension parameter k € Ny that is fully data-
driven and does not depend on any structural pre-assumptions on A. In order to realize this plan,
we follow the model selection paradigm sketched already in the introduction and define the contrast

function
To(t) = [[t]> = 2(An, 1), t€L®

where for s,t € IL? the standard scalar product is given by (s,t) = fol s(x)t(z)dz. In addition,
define the random sequence of penalties (PENg)ken, via

= 2 1
PEN, = 1271 ([N, V 1) - s

n

for some tuning parameter n € (0,1). The dependence of the estimator on the parameter 1 will be
suppressed for the sake of convenience from now on. Building on the definitions made up to now,
the data-driven selection of the dimension parameter is defined as a minimizer of the penalized
contrast,

o~

ken, := argmin{Y,(A\x) + PEN,}.
0<k<n

The following theorem provides a uniform upper risk bound for the adaptive estimator XE

THEOREM 3.9. Let Assumption 3.1 hold. Then, for any n € N,

n

~ 1 2k+1 1
sup E[[[A; — AI?] £ min max {, i } +—.
AeAr n 0<k<n Vi n

PROOF. Let us introduce the event Q := {n([Ajo V1) < [//\\]0 V1< n71([NoV 1)}, the definition of
which is used to obtain the decomposition

E[l%: —APPI<E[Pg = APLo] +E[D: — AP Lo

=0 =N

We establish uniform upper bounds for both terms separately.

Uniform upper bound for O: Since the equation Yy, (t) = |[An — |2 — [ An]|2 holds for all ¢ € L2,
we obtain that argmin,cs, T (t) = X for all k € {0,...,n} where S denotes the linear subspace
of L? generated by the ¢; with j € {—k,...,k}. This identity combined with the definition of kn
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3. Non-parametric intensity estimation

yields for all k € {0,...,n} the inequality chain
Tn(XE )+ PEN, < Tn(xk) + PENg < T, (Ag) + PENg,

where Ay 1= ZO<|jl<k[)‘]j (; is the projection of A on the finite-dimensional space Sy. Hence, using
the definition of the contrast, we obtain

P 112 < A2 + 20, Ay — Ag) + PENy, — PEN-
for all k € {0,...,n}, from which we conclude, setting 0, = Ay — An, that
g, = A7 < A= Al + PuNg — PEN; +2(0,, 0 — ) (3.4)

for all k € {0,...,n}. Consider the set By := {A € S : ||A|* < 1}. By means of the inequality
2uv < Tu? 4+ 7102, we obtain for every 7 > 0 and t € Sy, h € S,, that

2|(h, )] < 2||t]] sup [(h,t)| < T[] + 77 sup [(h, 0)[?
tEBy

teBy

Combining this estimate with (3.4), we obtain (note that /\A - E€S 4 )

e = A2 < A = Aell? + PENg — PEN: +7[ A — A2+ 77 sup (O, )]
n v n te ~

kVikn
We have [A~ — Al < 22— A2+ 2[|A, — Al and [|]A = Ag]|? < ry; " for all X € A7, thanks to
Assumption 3.1. Hence, specializing with 7 = 1/4 implies

~

\|)\A — AP <3ry '+ 2PEN; — 2PEN: +8 sup (O, 1)]%

teB ~
kVkn
which is used to obtain
~ ~ 3([MoV1)-(2(kVE
||/\,k\ _)\”2 §37"’y,;1+8 sup ‘<@n,t>|2_ ([ ]0 ) - (2( ) )
" teB ~ n
kVkn +
24 1) (2(kVEky)+1
L Ao v - @RV k) + )—&—QPEN;C—ZPENE.
n n

Note that we have 2(k V k,) + 1 < 2k + 2k, + 2. Thus, due to the definition of both the penalty
and ) we obtain

~ . - (2(kVE,) +1
Ae = AP 1o < {3ryt+8 | sup (@, 1y — S VD) - 2k VEn) 1)
" tecB  ~ n
kVkn +

+ 24(1+n"2)/r -

Since the last estimate holds for all k£ € {0,...,n} and A € A, we obtain

BIIRg, — AP o] < 2071+ 772) + A iy max{ -, 2]
+8ZIE <squ K¢ 6n,t>| 3o v D)2k + 1)> ] . (3.5)
tEBK n +
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3.3. Adaptive estimation

We now apply Lemma 3.11 from Section 3.4 which yields for A € A7 that

E

(Sup (B, _ 3Pl VD Ek+ 1)) ]
.

teBy n

2k 4+ 1)r 12k +1 2k+1
< Ky l(n) exp (—Kz " ) + 2 exp (—K3\/ﬁ)] )

where K7, Ko and K3 are numerical constants independent of n. The estimate 2k + 1 < 3n which
holds for k € {0,...,n} implies that

i l(tseug) (O, 1)]? — (2k—;1) 1 i 2k <—K2\/ Qk: 1) + exp(—K3v/n).

k=0 k=0

Note that we have > p- , v/2k + Lexp(—K2+/(2k + 1)/r) < C for some numerical constant C' < oo.
Thus, plugging the derived estimates into (3.5) and taking into account that all the derived esti-
mates hold uniformly for A € A7, we obtain

1 2k+1 1
sup IE[||)\A —)?1g] £ min max{ i } + — + exp(—K3v/n).
re 0<k<n W' oon n

Uniform upper bound for B: In order to derive an upper bound for B, first recall the definition
Ak =D o<|ji<k[A]j¢; from above. We obtain the identity

E[%: - MPLod = EII%; — Az (Lol +E[IA— Az [PLoe] (3.6)
Since [[A — Ay |2 < ||A|? £ 7 due to Assumption 3.1, the second term on the right-hand side
of (3.6) satisfies

1
E[|x =g [Pl < rP(Q) S e (3.7)

where the probability estimate for ¢ will be obtained below. In order to bound the first term on
the right-hand side of (3.6), first note that

E[HXE—AEMQC < ¥ E[|[N; — [Al;]? 1] < P(Q°)"/2 > E[[\, — [\;]42.

0<|j|<n 0<|jl<n
Therefrom, by applying Theorem B.1 with p = 4, we can conclude
3 1/2
EllR; - IPlad SP @92,
and it remains to find a suitable bound for P(Q¢). We have
P(29) = B[Ny V1 < n([Alo v 1) + B[, v 1> 57 (Ao v 1),

and the probabilities on the right-hand side can be bounded by Theorem B.2. More precisely, we
have

P([Ny V1 <7([No V1)) < exp(—wi(7)n), and
P(Ny V1> 57 (Mo V 1) < exp(—wa(n)n)

1_

with wi(n) =1 —n+nlogn > 0 and wa(n) =1 —n~t —n~tlogn > 0 for all € (0,1). Hence,
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3. Non-parametric intensity estimation
putting together the estimates derived so far, we obtain

E[xg =X [PLed S -~ (3.8)

S|

Putting the estimates (3.7) and (3.8) into (3.6), and again taking into account that all the estimates
hold uniformly for A € A7 yields

~ 1
sup E[ Az —A*La] < —
DYV " n
Combining the derived uniform bounds for (J and B implies the statement of the theorem. O

REMARK 3.10. The penalty term used in the definition of En is non-deterministic which is in
contrast to penalty terms usually used in density estimation or density deconvolution problems.
The need for randomization is due to the factor [A]o in the definition of H in Lemma 3.11. If r (but
not ) was known, one could proceed without randomization by choosing the penalty proportional
0 /r(2k + 1)/n. However, the factor v/ in this definition cannot be replaced by an estimate of
/T because a reasonable estimator of /r is not reachable from the data. Note that the penalty
terms considered in [RB03] in a point process framework contain a similar random proportionality
constant.

The adaptive estimator )\A attains the rate U, if and only if m1n0< k<n max{ zknﬂ} has the
same order as ¥,. Since under Assumption 3.1 it holds that &} < n, we unrnedlately obtain that
the estimator )\A is rate optimal over the class A7. In partlcular the estimator )\2 is rate optimal
in the framework of Examples 3.6, 3.7 and 3.8 where £ < nﬁ, k¥ =< logn, and k’ = (logn)'/?,
respectively.

3.4. An auxiliary result

The following lemma is a version of Lemma A4 in [JS13a] adapted to our framework. In that
paper, a circular deconvolution model was considered and the same way Lemma A4 in [JS13a] is
obtained from a variant of Proposition 2.13 in a non-point-process framework (see Lemma B.4,
Lemma A3 in [JS13a] or Lemma 1 in [CRT06]), the key ingredient for the proof of the following
Lemma 3.11 is Proposition 2.13.

LEMMA 3.11. For all k € {0,...,n}, we have

E

<sup ‘<én7t>|2 _ 3([No Vv 1)(2k + 1)> ]
n

tEBy n

VoEF 1A
Kl{ +1| ||exp<_K2_
n

V2k +1 2k + 1
B )+ w2 e"p(‘“m}’

with strictly positive numerical constants Ky, Ks, and Ks.

PROOF. For t € S, we define the function 7; by Ty = E?_fk[t]jgoj Then, it is readily verified
that (O,,t) = 1

n
it remains to find constants My, H and v satlsfymg the preconditions of Proposition 2.13.

Z?:l{fol re(z)dN, fo r¢(z)\(x)dx}. Hence, building on this definition of ry,

Condition concerning My : We have

2
sup [[rel|2, = sup sup |re(y)* < sup sup | D |[tl;lle;(v)]
k, teBy ye[o,1) teBr yel0.1) \ oSk
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3.4. An auxiliary result

<swp swp | > P Y A

B y€l0.) \ o< 1<k 0<|jl<k

<2k +41=: M?.

Condition concerning H: We have

Efsup [0, ) <sup [ > || E| >

t€By LBk \ o< i<k 0<[jI<k

% 4n1 { /O s () [AN: () — dAi(x)]}

1=

IN
| —
5
=
VR
h
AS)
.
O
IS
=
&
N—

A
| —
S—
o
©
<o
&
N—
>
—~
8
S—
QU
=

0<j|<k
2k +1
- ([Mo V1),

and it follows from Jensen’s inequality that we can choose H := (([A]p V1) - (2k + 1)/n)1/2.
Condition concerning v: We have

Var</01 W (2)dNy (z ) /\rt )2 A(z (3.9)

Define e;(t) = exp(2mijt) and set (\); = fol A(t)e;(—t)dt using which the identity A = >, ());e;
holds. We have

|Tt($)|2=< D (theiz), Y <t>jej(l")>= Yo Y (Buljeir)ej(x),

0<[il<k 0<|j|<k e 0<[il<k0<|j|<k

and thus by means of (3.9) that Var( fo re(x)dN1(2)) = Xo< i<k Zoglj\§k<t>i®j<)‘>j—i' It follows
that

1
sup Var </ Tt(l')le(CU)) = sup (At, t)c2r+1
0

teBy teBy

where for t € By, we denote by t the vector ((t)_p, ..., (t)x) and by A the positive semi-definite
matrix A = ((A\);—;)ij=—k,. k- Hence,

1
sup Var (/ Tt(x)le(x)) = sup (AY2t, AY28) conin = sup | AY28]12 = || Al|op-
teEBL 0 teB

In order to bound ||A||op, recall for an arbitrary matrix B = (b;;) the definitions

By := mjaxz lbijl  and  ||Blle i= m?xz |-
i J

Note that by the Cauchy-Schwarz inequality we have both ||Al; < v2k+ 1|A|| and [|A]ec <

v2k + 1||A|| and hence by the formula ||A|op < v/[|4]1 - ||A]lo (see Corollary 2.3.2 in [GVLI6])
we obtain ||A|lop < v2k 4+ 1- ||A]|. Thus, we can choose v =2k + 1 |A| - ([AJo V 1).

The claim assertion of the lemma follows now directly from Proposition 2.13 taking € = %. O
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4. Non-parametric inverse intensity estimation

This chapter is devoted to the problem of estimating the intensity of a PPP from indirect ob-
servations. This means that, in contrast to the previous chapter, we do not have direct access
to realizations of the point process of interest but only to a noisy version. We assume that the

Ni = Z 5yij
J

where 0, denotes the Dirac measure concentrated at e. More precisely, we assume that a generic

observations take on the general form

observation N is related to the target intensity by the relation
Yij = ij + €ij — [Tij + 5] (4.1)

where N; = > 0, is the realization of a PPP with the target intensity function A € L2 :=
L2(]0,1),dx) (in this chapter, we consider 1.2([0,1), dz) as the space of square-integrable complex-
valued functions on [0, 1)) and ¢;; is additive error. As already mentioned in the introduction of
this thesis, concerning the relationship between the KQ and the N,;, we distinguish between the
following two models:

1. the errors ¢;; in (4.1) are i.i.d. ~ f for some unknown density function f. From now on, we
refer to this model as model 1 or the model with Poisson observations.

2. the errors €;; satisfy €;; = €; ~ f, that is, all the single points from the hidden point processes
N;; are shifted by the same amount modulo 1. We refer to this model as model 2 or the model
with Cox process observations.

Let us consider the models 1 and 2 in a more detailed way.

Model 1: Poisson observations

In the first model, we assume that the observed point processes are generated from the hidden
point processes N; by addition of i.i.d.errors €;; ~ f to all the single points of the N; and then
taking the fractional part of the shifted points. This model assumption results in the following
random measure representation of the observations:

Ni= § :5ffij+€ij*LIij+€ijJ'
J

Under the given assumption on the additive errors ¢;5, the observable point processes N; are again
Poisson. More precisely, the intensity function ¢ of the N; is given by the circular convolution
¢ = A x f of the intensity A with the error density f modulo 1:

1
o) ::/0 Mt—2)— |t —c])f(e)de,  teo,1). (4.2)

From Campbell’s theorem (see Theorem 1.14) it can be deduced that for all integrable functions
g:[0,1) — C, we have

E [ /O 1 g(t)dNi(t)} = /O 1 g(t)e(t)dt. (4.3)
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4. Non-parametric inverse intensity estimation
Let {e;},cz be the complex trigonometric basis of L? where e;(t) := exp(2mijt). For j € Z, denote
with

1 1 1
[4]; ::/0 Lt)ej(—t)dt, [M; ::/0 Alt)e;(—t)dt, [f]; ::/0 f(t)e;(—t)dt

the Fourier coefficients of ¢, A and f, respectively'. Setting

1
[, = %Z/O &5 (—t)dN; (1), (4.4)

applying the convolution theorem and exploiting (4.3), we obtain that

~

E[f]; = [A;[f1; for all j € Z.

More precisely, we have

~

, =0lfli+¢& foralljeZ (4.5)

with centred random variables
R R 18 1 1
& =00, -5, = 3 | [ ei-navi) - [ et-nuoa].

=1

Model 2: Cox observations

In the second model, we assume that all the points of the hidden point process Z\Nfi are shifted by
the same amount ¢; ~ f. Hence, the random measure representation of the observations reads

Ni = Z 6Iz‘j+6i*[1ij+€ij : (46)

J

However, we assume that the errors €y, ...,¢, are mutually independent. This model has already
been intensively considered in [Big+13]. Under the given assumptions, the observed point processes
N, are not Poisson in general but only Cox processes. This fact becomes evident from the following
two-step procedure for the generation of observations under model 2: in the first step, random shifts
g; ~ f are generated. In the second step, conditionally on the €;, the IV; are drawn as independent
realizations of a PPP on [0,1) whose intensity function is A(t —&; — |t — €;]), respectively. Thus,
in this second model, the observations follow the distribution of a Cox process which is directed
by the random measure with random intensity A\(t —e — [t —¢]) for e ~ f.

We now derive a sequence space representation of the model with Cox observations similar to
the Poisson case. First, notice that for i = 1,...,n and integrable functions g we have

E [/01 g(BdN (1) | el} - /01 GO — i — |t — 21 )dt

which implies

E { / 1 g(t)de} - / ) / Mt Lt ) F)dedt = / o

where ¢ = A x f denotes the circular convolution of the function A and the density f defined as
in (4.2). Thus, the mean measure of a generic realization N obeying model 2 has the Radon-
Nikodym derivative £ with respect to the Lebesgue measure. Note that the mean measures of the
observed point processes under models 1 and 2 coincide, but the observations in model 2 stem from

1Since only the effect of the errors €45 modulo Z is of interest, one can assume without loss of generality that f is
supported on [0, 1].
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4.1. Methodology: Orthonormal series estimator of the intensity

~

a Cox instead of a Poisson process. With [¢]; defined as in (4.4) the relation

~ —_—

E[[]; [ e1,. - en]l = [N - [F];

holds where [f] = LS ej(—e;). Thus, we get the following representation as a sequence space

T n

model (cf. Equation (2.4) in [Big+13]):

~ —

[, =[N [f]; +& foralljeZ (4.7)

where & 1= 23" [fol e;(—t)dN;(t) — fol e;(—t)\(t—e; — [t —¢;])dt] are centred random variables
for all j € Z. The connection between the sequence space model at hand and the standard sequence
space model formulation for statistical linear inverse problems is discussed in detail in Section 2.1
of [Big+13].

Observation scheme

Estimation of the intensity A under model 2 has been investigated in detail in [Big+13] under the
assumption that the error density is known and its Fourier coefficients obey a polynomial decay.
In this setup, the authors proved a minimax lower bound and proposed a wavelet-series estimator
which automatically adapts to unknown smoothness. Contrary to this, we will assume that the
error density f is unknown. Instead, we assume that one can observe an additional independent
sample Y7,...,Y,, from the error density f. This second sample only makes inference possible,
and its availability ensures identifiability of the model under certain assumptions on f. Thus, our
complete set of observations is given by

Ni,...,N,iid. ~L(N) and Yi,...,Y, iid ~f (4.8)

where NN is a generic realization of the observed point process under one of the considered models.

4.1. Methodology: Orthonormal series estimator of the intensity

As in the previous chapter, we use an orthonormal series estimator as a natural device for the non-
parametric estimation of A. In contrast to Chapter 3, we consider an orthonormal series estimator
in terms of the complex trigonometric basis {e;};cz where e;(t) := exp(2mijt). This basis was
already considered in the derivation of the sequence space representations (4.5) and (4.7) above.
The considered estimators take on the form

A = Z RIFLY
0<|j|<k
where [//\\] jisa suitable estimator of [A]; and k € Ny is a dimension parameter that has to be
chosen appropriately. In view of equations (4.5) and (4.7), it seems natural to estimate [A]; via
the quotient of suitable estimators [Z] ; and [/f\] ; of [€]; and [f];, respectively. Note that neither of
the quantities [¢]; and [f]; is known a priori. However, unbiased estimators of [¢]; and [f]; are

available by means of their empirical counterparts

m] = %Z/o e;(—t)dN;(t) and [/f\]j = %Zej(_yi)'

o~

In order to account for 'too small’ absolute values of [f] ; which would result in unstable be-
haviour of the estimator, we insert an additional threshold by defining for j € Z the event
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4. Non-parametric inverse intensity estimation

o~

Q; = {|[f]J|2 > m~!'} and based on the definition of ; the final estimator

:\\k = Z @]kzje]'. (4.9)

o<pi<k L1

The idea of adding the indicator 1o, is taken from [NH97], and has been used for the construction
of a variety of non-parametric estimators in statistical inverse problems (see, for instance, [JS13a],
[JS13b]). As in the case of direct observations, the choice of the tuning parameter k € Ny crucially
determines the performance of the estimator.

4.2. Minimax theory

Let us first consider the estimation of A € L? under models 1 and 2 from the observations in (4.8)
taking on a minimax point of view. For some strictly positive sequence w = (wj);ez of weights,

introduce the weighted squared norm || - |2 defined via
lgllZ =D willglsl?
JEL

for all g € IL? such that the sum in the definition is finite. The performance of an arbitrary
estimator A of A will be evaluated by means of the maximum risk

sup sup E[A — A[|2]
AEA fEF

for appropriately defined classes A of intensities and F of error densities. Note that in this chapter
the supremum is taken both over a class of intensities and a class of error densities. Again, the
benchmark for potential estimators is the minimaz risk

inf sup sup E[| X — A||?]
A AEA feF

where the infimum is taken over all estimators A of A based on the observations in (4.8). In the
following, we consider abstract smoothness classes A = AT and F = F¢ defined in terms of strictly
positive symmetric sequences v = (7;) ez, @ = (;);jez, and real numbers 7 > 0, d > 1. More
precisely, we will derive minimax results under the assumption that the intensity A is an element
of the ellipsoid
Al i={X€Ly: A >0 and A2 = yl\;1° <},
JEZ

and the error density f belongs to the hyperrectangle

Fl={fel?: f>0,[flo=1and d™" <|[f];|*/o; <d VjeZL}.

The mild regularity assumptions which we impose on the sequences w, v, and « to obtain our
results are summarized in the following assumption.

ASSUMPTION 4.1. 7, w and « are strictly positive symmetric sequences such that (wnv,  nen, and
(an)nen, are non-increasing and p = ZjEZ aj < 00. In addition, o = wg = ag = 1 and v; > 1
forall j € Z.
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4.2. Minimax theory

4.2.1. Upper bounds

We start our investigation with the derivation of upper bounds for the minimax risk under models 1
and 2. The bounds will turn out to be essentially the same and differ merely with respect to the
numerical constants involved. They are established by considering a suitable estimator which is
defined by specializing the orthonormal series estimator Xk in (4.9) with some specific choice of
the dimension parameter k. This choice of the dimension parameter will be the same for both
models 1 and 2. Given the sequences w, 7 and «, we put

w W
k) := argmin max = — 3, (4.10)
keNg Tk 0<[j|<k no;
and, in addition,
Wi Wi
v, := max ~ —L 5. 4.11
" Tk Z ( )

* - nao;
™ 0<|5I<k;

The quantity ¥,, will turn out to be the optimal rate of convergence in terms of the sample size
n under mild assumptions and k; is the corresponding optimal choice of the dimension parameter
which remarkably does not depend on the sample size m. Note that, formally, the definition of
VU, in Chapter 3 corresponds to the one in (4.11) with w; = a; = 1 for all j € Z. The rate of
convergence in terms of the sample size m will turn out to be given by

; 1
D, = max{wj -min{L }} (4.12)
JeN | 5 maoy
THEOREM 4.2. Let Assumption 4.1 hold and further assume that the samples Ny,..., N, and
Y1,..., Y, in (4.8) are drawn in accordance with model 1 or 2. Then, for any n,m € N,

sup sup E[H)\k; — )\||i] <v, + P,
AEAT feFd

PRrROOF. We give the proof for model 1 only. The proof for model 2 follows in complete analogy
by exploiting statement ii) instead of i) in part a) of Lemma 4.15 and leads to slightly different
numerical constants only.

Set Xk; = Zogmgk; [A]j1q,e;. The proof consists in finding appropriate upper bounds for the
quantities [0 and A in the estimate

E[[\k; — AllZ) < 2E[w; = Mg 2]+ 2B[IA = A 2] =: 20+ 24, (4.13)

o~

Uniform upper bound for O: Using the identity E[¢]; = [f];[A]; we obtain

~

O= > wEl[H,/[], - W;l*1e,)

0<|j1<k;;

<2 N wEl[,/If], - B/, 10042 Y wilNPENFL/, - 1P 1g)]
0<|j|<ky 0<|j1<k;,

::2D1+2|:|2.

Using the estimate |a|> < 2]a — 1) +2 for a = [f]j/[/f\]j, the definition of ; and the independence

2
n]

of [{]; and [f]; we get

D= ) wE |@]j/mj—n«:[z]j/mj|z.‘vb

0<|j1<kz L1
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4. Non-parametric inverse intensity estimation

0<|j| <k,

Applying statements a) and b) from Lemma 4.15 together with f € F¢ yields

O, < 4d Z

0<|5|<kz

which using 79 = 1 (which holds due to Assumption 4.1) implies

0 < 4d/r Z 2 < 4dr - ,.

na;
o<|jl<kz 7

Now consider [ly. Using the estimate |a|® < 2|a —1|> 4+ 2 for a = [f]j/[/f\]J and the definition of
Q; yields
E[[f]; — [f1;1"] Lo Var([f];)

2 2 -

|[£1;1 [£13

Notice that Theorem B.1 implies the existence of a constant C' > 0 (independent of j) with
E[|[f]; - [f1;1*] < C/m?. Using this inequality in combination with assertion b) from Lemma 4.15
and f € F? implies

Ell[f1;/[f]; — 1P 1a,] < 2m

E(|[f];/[f]; - 11° 1a,] < 2d(C + 1)/ (may). (4.14)

In addition, E[Hf]]/mj —121g,] < mVar([/f\]j) < 1 which in combination with (4.14) implies

2. 1
O, <2d(C+1) Z wj |[A]] mln(l,maj).

0<|jI<ky,
Exploiting the fact that A € A’ and the definition of ®,, in (4.12) we obtain
Op <2dr(C+ 1)1 +71/wy) - ®
Putting together the estimates for [J; and [y yields
O < 8dy/r - W, +4d(C + 1)(1 + 1 /wi)r - ®

Uniform upper bound for /\: /A can be decomposed as

A= "wi [N EL = Tgocpicnsy - Loyl = D> wil\P+ D w7 PQ)
JEL 71>k, 0<|j1<k;;
= A1+ Ao

A € AL implies Ay < rwpx /vgx < 7+ Wy, and Lemma 4.15 yields the estimate Ay < 4dr - ®,,, which
together imply that A < r-W¥,, +4dr- ®,,. Putting the obtained estimates for [J and A into (4.13)
finishes the proof of the theorem. O

4.2.2. Lower bounds

In this section, we derive a lower bound for the minimax risk under model 1. For this purpose,
we provide lower bounds in terms of the sample sizes n and m in (4.8), separately. The following
theorem shows that the quantity V¥, is a lower bound for the minimax risk up to a multiplicative
numerical constant.
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4.2. Minimax theory

THEOREM 4.3 (Lower bound in n for model 1). Let Assumption 4.1 hold and further assume that
(C1) T := ZjEZ’Yj_l < 00, and

-1 ._: -1 TN Bl wj
(C2) 0 <yt :=inf,en P, 'mm{ﬂvZOSU\gk; ﬁ} for some 1 <n < oo

J

where the quantities k), and U, are defined in (4.10) and (4.11), respectively. Then, for anyn € N,

inf sup sup E[HX— MNI2] > or v,
X AEAT feFd 167
where ( = min{ﬁ, dz—j;} with § = % — ﬁ and the infimum is taken over all estimators A of A

based on the observations from (4.8) under model 1.

PROOF. Let us define ( as in the statement of the theorem and for each 6 = (6;)o<j<ks € {1} +1
the function Ay through

) r\1/2 rC 1/2 r¢ 1/2 ~1/2
Ap = (1) +90(4n> +(4n) Y. ;e

1<|j|<k;,

12 1/2 B
- (2) + (;i) > ba; e

0<|5| <k,

Then each A is a real-valued function which is non-negative thanks to the estimate

r 1/2 , 1/ B r 1/2 s
n Z 31 il =S\, Z Q;

0<|j|<ky;, oo 0<|j|<kx
1/2 1/2
r 1/2 ) "
<(5) [ = > L
0<j|<k;, o<ljl<k; Y
12 1/2
< (et Tk Wi
- 4 Wk

ooclileky MY
1/2 1/2

< (<t < (f) 2

=\ 74 =1

Moreover ||/\9||3Y < 7 holds for each # € {£1}*2*! due to the estimate

T T 1/2
Qfm+%<ﬁ>

r o r(  r¢ Ve wj
< 4> > e =
*2+2n+4 Wi Z noj

™ 1<|5|<k;,

¢ ks wj

2

¢ )
T2 e

1<|jl<k; 7

Polly = > Il =

0<|j| <k,

|
N3
Do
<
I

Wi - no
™ 0<|j|<ky,

This estimate and the non-negativity of Ay together imply A\p € Al for all 6 € {#1}*=+1. From now
on let f € F2 be fixed and let Py denote the joint distribution of the i.i.d. samples Ny, ..., N,, and
Y1,...,Y,, when the true parameters are \g and f, respectively. Let ]P’év “ denote the corresponding
one-dimensional marginal distributions and Ey the expectation with respect to Py. Let X be an
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4. Non-parametric inverse intensity estimation

arbitrary estimator of . The key argument of the proof is the following reduction scheme:

- 1 -
sup sup E[[A = X2] > sup  Eg[||A - No2] > kT > Efllh—Nll2)
AeAL feFd fe{£1}rntt Oc{+1}1knt

—mm L Y @ Bl AP

fe{+1}rnt1 0<[j|<k;

—mm L 2 Y ElR- M E R - Al (@15)

0<|jI<k; — ge{x1}rnt!

where for 6 € {1}*»+ and j € {—k’,...,k*} the element (7D € {£1}*2+1 is defined by 9,9]") =
Oy for k # |j] and - —Om. Consider the Hellinger affinity p(Pg, Pyqsn) = [ /dPedPgas -

I
For an arbitrary estimator X of A we have

)\ >\ )\— AoiD |4
p(Po,Pyasn) /|)\0 \ j Tl dPedPy51) Jr/a(ll)H\/dPgd]Paqm
s

[[Ao — Agasnljl

1/2
X = Xl I =P X — Agasn il 1A= Ao i /
‘ )\0 - )\9(\)\) ‘ ‘ )\9 — )\Q(DD ‘2 s

from which we conclude by means of the elementary inequality (a + b)? < 2a? + 2b? that

1 - -
51o = Aoaiin]i*0° (Po, Poasn ) < Eoll[X — Aal;1] 4+ Egasn [|[A — Agasn;I]-

Recall the definition of the Hellinger distance between two probability measures P and Q as
H(P,Q) := ([[VdP — \/dQ]?)!/? and, analogously, the Hellinger distance between two finite mea-
sures v and p (that not necessarily have total mass equal to one) by H (v, u) := ([[Vdv —+/dp)?)'/?
(as usual, the integral is formed with respect to any measure dominating both v and u). Let vy
denote the intensity measure of a PPP N on [0, 1) whose Radon-Nikodym derivative with respect
to the Lebesgue measure is given by £y := Xg * f. Note that we have the estimate ¢y > 6+/r for all

9 S {:t].}k:-i_l Wlth 5 = § — ﬁ due to
1
TC) TdC) —1/2 \/?7
=)+ > Ml < < > o=
<4” \<iiTeks ) ot 22

which can be realized in analogy to the non-negativity of Ay shown above. We obtain

Ly — Loasin | €0 — Loasn |7 Cd\f
H? (v s Vgl / vVl — \/lyi / | 0 < = <
( o o1 ‘) ot ‘) (\/@‘f’ fg(m))2 45\” 45n

Since the distribution of the sample Y7, ...,Y,, does not depend on the choice of § we obtain

n’

n

H?(Pg,Pyasiy) < ZHQ(]P’éV, aCian) Z (vg,vpasn) < 1, (4.16)

=1 =1

where the first estimate follows from Lemma A.3 and the second one is due to Theorem A.8 (ii)
which can be applied since each N; is a PPP under model 1. Thus, the relation p(Pg,Pyin) =

1-— %H2(IP’9,IP’9(W) implies p(Py, Ppasny) > % Finally, putting the obtained estimates into the

44



4.2. Minimax theory

reduction scheme (4.15) leads to

o X 2 EHENR - el + B[R - M}

fe{+1}Fnt1 0<[j|<k;

w; (r Wi (r
=23 1610 — Ao lil” = 35 > na; = 16n "

0<|j]<k;; 0<|j|<ks;

sup sup E[[X — A[|Z)]
AEAL feFd

%

which finishes the proof of the theorem since X was arbitrary. O

Let us state some remarks concerning Theorem 4.3: firstly, the lower bound proportional to
V,, holds already in case of a known error density because only one fixed error density f € F¢ is
considered in the proof of Theorem 4.3. Secondly, assuming the convergence of the series ) ez Vj !
through condition (C1) is necessary only in order to establish the non-negativity of the candidate
intensity functions \g. The same condition appeared already in the lower bound proof in the setup
with direct observations (cf. Theorem 3.3 in Chapter 3). Thirdly, in the uninteresting case that r
equals 0 (which we have excluded from our investigation by assuming that r is strictly positive),
the lower bound equals 0 as well because in this case the only admissible intensity function is the
zero function. This is in accordance with the fact that the estimator Az in (4.9) equals the zero
function almost surely if A = 0 (independent of the choice of the dimension parameter).

REMARK 4.4. Unfortunately, the proof given above cannot be adopted directly to establish a lower
bound for model 2. The crux of the matter here is the second estimate in (4.16) which only holds
for PPPs. Thus, the establishment of such a lower bound in our framework remains an open
question for future work.

We now tackle the question whether the rate ®,, of the estimator Ax: in terms of the sample
size m is optimal. The following theorem provides an affirmative answer under mild assumptions.
THEOREM 4.5. Let Assumption 4.1 hold, and in addition assume that

(C3) there exists a density f in ]_-0\6/3 satisfying f > 1/2.
Then, for any m € N,

N 1 3
it sup sup B A2 2 § (127 ) a0
X AeAT feFd 8 2

where O, is defined in (4.12), { = min{ﬁ, 1—d=*} and the infimum is taken over all estimators

by of A based on the observations from (4.8) under model 1.

PROOF. The following reduction scheme follows along a general strategy that is well-known for
the establishment of lower bounds in non-parametric estimation (for a detailed account cf. [Tsy08],
Chapter 2). Note that by Markov’s inequality we have for an arbitrary estimator X of A and
arbitrary A > 0 (which will be specified below)

E[@, X = A2] > A-P(IX = A2 > A®,,),
which by reduction to two hypotheses implies
sup sup E[0;1 [ — A2 = A sup sup P(A — A2 > A®,,)

AEAL feFd AEAL feFd

> A sup Po(|X—Nol2 > A®y,)
fe{£1}

where Py denotes the distribution when the true parameters are A\g and fy, respectively. The
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4. Non-parametric inverse intensity estimation

specific hypotheses A1, A_1 and f;, f_1 will be specified below. If A_; and A; can be chosen such
that ||\ — )\,1||i > 4A®,,, application of the triangle inequality yields

Po(IX = Noll2 = A®r) = Po(7* # 6)

where 7* denotes the minimum distance test defined through 7* = arg minge ;413 IA=Xg||%. Hence,
we obtain

inf sup sup P(|[A — A2 > A®,,) > inf sup Py(|[A — Ng|% > AD,,)
X AEAT feFd A Oe{£1}

>inf sup Py (7 #06)
T oe{£1}

—p* (4.17)

where the infimum is taken over all {#1}-valued functions 7 based on the observations. Thus, it
remains to find hypotheses A\, A_; € AQ and f1,f_1 € ]-'ff such that

A1 = A1|? > 44, (4.18)

and which allow us to bound p* by a universal constant (independent of m) from below.

1

—1/2
1 O‘k,,*n/ ), where

For this purpose, set k', := arg maxjeN{% min(1, ——)} and a,, := (min(1,m™
J J

(¢ is defined as in the statement of the theorem. Take note of the inequalities

1/2

1/d'?2 =1 -1 -1/d"))2 < (1 —an)? <1,
and
1<(A+an)? <1+ 01—-1/dY4))2=(2-1/dY*)? < dl/?

which in combination imply 1/d*/? < (1 + fa,,)? < d'/? for § € {+1}. These inequalities will be
used below without further reference. For 6 € {£1}, we define

1/2 1/2 B
Ao = (g) + (1 - fapm) (g) AV e, e,

Note that Ag is real-valued by definition. Furthermore, we have

3r
A 2_ T 2vre I[N 2 1 23d71/2<7
oll2 = &+ 2 Dl [2 < 5+ (1 a3 <
and 1/2 1/2
r r
> (= —2(= >
|)\a(t)|_(2> 2(8) >0  Vtelo,1),

which together imply that A\g € A, for 6 € {£1}. The identity
M = A2 = ra?,d 2w vt = Grd V2 9,
shows that the condition in (4.18) is satisfied with A = ¢%r/(4V/d).

Let f € fo‘ﬁ be such that f > 1/2 (the existence is guaranteed through condition (C3)) and
define for 6 € {£1}

fo=f+0an([fle: er: + [fl-rz ek ).

Since k, > 1 we have fol fo(x)dz =1 and fp > 0 holds because of the estimate

fo(t)] > 1/2 = 2ama/?dY? >0 forall t € [0,1).
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4.2. Minimax theory

For |j| # ki, we have [f]; = [fs]; and thus trivially 1/d < [[fy];|*/a; < d for |j| # k, since

m? —

.7-"(}/3 C F4. Moreover

[f]:tk:nz < (1+9am)2‘[ﬂ:l:k;‘n|2 §d1/2‘[ﬁik$ﬂ|2 <d

1/d < d—1/2| <
Qtfx Qtfx Otk

and hence fy € F¢ for § € {+1}.

To obtain a lower bound for p* defined in (4.17) consider the joint distribution Py of the samples
Ni,...,N,and Yy,...,Y,, under Ay and fy. Note that due to our construction we have A\_1xf_; =
A1 fi. Thus PYi = PYi for all i = 1,...,n (due to the fact that the distribution of a Poisson
point process is determined by its intensity) and the Hellinger distance between P_; and P; does
only depend on the distribution of the sample Y7,...,Y,,. More precisely,

H?(P_y,By) = B2(BYy Y BYv¥n) < i (BY, B,

and we proceed by bounding H 2(1?’}:117]??1) from above. Recall that f > 1/2 which is used to
obtain the estimate

1 2
e 1
H2 ]P)Yl ]P)Yl :/ |f1(x) f 1($)| d </ —_f 2d <8d 2 L < =
( —1%1 ) 0 Qf(l‘) T > ‘fl(x) f 1(1‘)| > A Ckx, > m
Hence we have H?(P_1,P;) < 1 and application of statement (ii) of Theorem 2.2 in [Tsy08] with
o = 1 implies p* > (1 —/3/2). O

For the proof of the theorem it was sufficient to construct two hypotheses which are statistically

indistinguishable but generate the lower bound ®,,. This is in notable contrast to the proof of
Theorem 4.3 where we had to construct 252+ hypotheses. Condition (C3) has to be imposed in
order to guarantee that the considered hypotheses fy, 6 € {1} belong to F¢. It is easy to check
that this condition is satisfied if Z#O a;/Q < ﬁ.
REMARK 4.6. The stated proof is only valid in model 1 and cannot be transferred directly to
model 2. In the proof given above, the identity A_1 x f_1 = A1 x f1 would only imply equality of
the mean measures of the two Cox process hypotheses but not equality of their distributions. We
conjecture that the lower bound in Corollary 4.7 is valid for model 2 as well. Unfortunately, we
do not have a proof of this conjecture in our framework up to now. The article [Big+13] provides
a formidable proof of a lower bound in case of a known error density with polynomially decaying
Fourier coefficients when the smoothness class of the unknown intensity is a Besov ellipsoid (see
Theorem 3.1 in [Big+13)).

The following corollary merges the results of Theorems 4.3 and 4.5.
COROLLARY 4.7. Under the assumptions of Theorems 4.3 and 4.5, for any n,m € N,

inf sup sup E[|X - A|2] 2 max{¥,, &,,}
X AeAr feFd

where the infimum is taken over all estimators A of A based on the observations from (4.8) under
model 1.

4.2.3. Examples of convergence rates

In order to flesh out the abstract results of this chapter, we consider special choices for the sequences
w, 7 and « and state the resulting rates of convergence with respect to both sample sizes n and
m. For the sequence w, we will assume throughout that wy = 1 and w; = |j|** for j # 0. As
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4. Non-parametric inverse intensity estimation

5y @ o(v,) o(d,,) Restrictions
(pol) (pol) nfﬁ —ine p>s,p> %, a > %
(exp) (pol (logn)2s+2atl. p=t m~! a>3
(pol) (exp) (logn)—2(P—9) (log m)—2(P—*) p>s,p>3
) (o) (ogmponri (T ez

Table 4.1.: Exemplary rates of convergence for non-parametric intensity estimation from indirect observations. The
rates are given in the framework of Theorems 4.2, 4.3, and 4.5 which impose the given restrictions. In
all the examples wo = 1, w; = |7]?¢ for j # 0, whereas the choices (pol) and (exp) for the sequences y
and « are explained in Section 4.2.3.

argumented in [JS13a], the resulting weighted norm corresponds to the LL2-norm of the s** weak
derivative.
Choices for the sequence v: Concerning the sequence v we distinguish the following two scenarios:

(pol): 7o = 0 and ~; = |}j|?? for all j # 0 and some p > 0. This corresponds to the case when
the unknown intensity function belongs to some Sobolev space.

(exp): v; = exp(2p|j|) for all j € Z and some p > 0. In this case, X belongs to some space of
analytic functions (see for instance [Cav08]).

Choices for the sequence a: Concerning the sequence o we consider the following scenarios:

(pol): ap = 0 and o = [5| 72 for all j # 0 and some a > 3. This corresponds to the case
when the error density is ordinary smooth.

(exp): a; = exp(—2alj|) for all j € Z and some a > 0.

Table 4.1 summarizes the rates ¥,, and ®,, corresponding to the different choices of v and a.
The rates with respect to n coincide with the classical rates for non-parametric inverse problems
(see, for instance, Table 1 in [Cav08] where the error variance £? corresponds to n~! in our setup
and only the case s = 0 is considered).

4.3. Adaptive estimation for model 1: PPP observations

The estimator considered in Theorem 4.2 is obtained by specializing the orthonormal series esti-
mator in (4.9) with dimension parameter k defined in (4.10). Thus, this procedure suffers from
the apparent drawback that it depends on the smoothness characteristics of both A and f, namely
on the sequences v and «. Since such characteristics are typically unavailable in advance, there
is need for an adaptive selection of the dimension parameter which does not require any a priori
knowledge on A and f. In order to reach such an adaptive definition under model 1 we follow the
procedure proposed in [JS13a] and proceed in two steps. In the first step (treated in Section 4.3.1),
we assume that the class AT is unknown but assume the class F4 of potential error densities f to
be known. This assumption allows us to define a partially adaptive choice k of k. In the second
step (treated in Section 4.3.2), we dispense with any knowledge on the smoothness both of A and
f and propose a fully data-driven choice % of the dimension parameter.

4.3.1. Partially adaptive estimation (A unknown, F¢ known)

First, we aim at choosing k equal to some k that, in contrast to k in (4.10), does no longer depend

on the sequence v but only on the sequence «. For the definition of k some terminology has to be
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4.3. Adaptive estimation for model 1: PPP observations

introduced: for any k € Ny, let

log(A¢ Vv (k+3))
log(k + 3)

. -1 .
AR = (ax wja and 0y := (2k + 1)AF
Put w; = maxg<;<|j| Wi, and for all n,m € N,

a log(n + 3)0.}j+
27 +1 n

Nﬁ‘:-inf{lﬁjgn: —1Amn,

M2 :=inf{l1 <j <m:a; <640dm 'log(m +1)} — 1 Am,

and set Ky, :== N A M7 Now, denoting (s, t), := ;o7 wj[s];[t];, define the contrast function
T(t) = )2 = 2RNoam, e, tE€L?,

and define the random sequence of penalties (PEN)en, via

_ 165 -~ o
PENj, := —dn~ ' ([(], V1) &
pim eyt (@ v -
where 1 € (0,1) is some additional tuning parameter. The parameter 7 finds its way into the upper
risk bound only as a numerical constant and does not have any effect on the rate of convergence.
The dependence of the adaptive estimator on the specific choice of 1 will be suppressed for the
sake of convenience in the sequel. Building on our definition of contrast and penalty, we define the

partially adaptive selection of the tuning parameter k as

k:= argmin {Y(\) + PENy}.
0<k<Ko

nm

The following theorem provides an upper bound for the partially adaptive estimator XE
THEOREM 4.8. Let Assumption 4.1 hold. Then, for any n,m € N,

N 2 . WEk 5? 1 1
sup sup Ef[[Ar —AZ] £ min - max{—, %+ @+ —+ -
XEAQ fE]'—g 0<k<KZ,, m n

where the observations in (4.8) stem from model 1.

~

PROOF. Define the events =y := {n([¢f]o V1) < [(], V1 <5 1([¢]o Vv 1)} and

I
i, Ul

EQ = {VOgMSM%

1 — 1
gy 4 IWLI= m}

The identity 1 = 1g,nz, + 1zg + l=<nz, provides the decomposition

E[Pe — M2] = E[[ % — A2 1z, nz,] + E[h — A2 1] + E[ A — A2 1=s s, ),

=:04 =:{y =:03
and we will establish uniform upper bounds over the ellipsoids AQ and ]-'g for the three terms on
the right-hand side separately.

Uniform upper bound for (J;: Denote by Sj the linear subspace of L2 spanned by the functions
ej(-) for j € {—k,...,k}. Since the identity Y(t) = ||t — Ak||2 — || A&]|2 holds for all ¢t € Sy,
k € {0,...,n A'm}, we obtain for all such k that argmin,cgs_ Y (t) = Ax. Using this identity and
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4. Non-parametric inverse intensity estimation

the definition of k yields for all k € {0,..., K } that

where \; 1= Zo<\j\<k[)‘]jej denotes the projection of A on the subspace S. Elementary compu-
tations imply
M2 < IXlZ + 2R nams A = Ak)w + PENy, — PEN- (4.19)

for all k € {0,...,K2,}. In addition to A\; defined above, introduce the further abbreviations

~ /). . .
AL = Z &ej and Ak = Z @1Qjej,
0<|jI<k L1 o<pi<k Lf1;

as well as N N
O = )\k—j\k—)\k—l—)\k, O =X — A, and ék = S\k—Ak.
Using these abbrevations and the identity Xm\m — Aam = Onam + (:)nAm + én/\m, we deduce
from (4.19) that
e = AlI2 < IA = A2 + PENy, — PEN+ + 2R(0rnm, A — Ak
+ 2§R<9n/\m, )\% — >\k>w + 2§R<én/\m, )\% — >\k>w (4.20)

forall k € {0,..., K3,,}. Define By, := {\ € Si : |||, < 1}. Forevery 7 > 0and h € Spyam,t € Sy,

the estimate 2uv < Tu? + 71?2 implies

2[(h, )| < 2[[tllw sup [(h, )| < T[[E]2 + 77" sup [(h, )|
teBy teBy

Because XE — Ak € &, combining the last estimate with (4.20) we get

10 = MES < A = Aell + 37110 = All5 + PENg — PENG+

|<én/\mat>w|2+7—_l sup |<@n/\m7t>w|2+7—_1 sup ‘<én/\mat>w‘2~
B X B X

+7t sup
teB ~

kVEk

Note that [ — Ax[l2 < 2l[& — A2 + 2[|A, — AlIZ and A = A2 < rwpyg ! for all X € AL since
(WnYy Hnen, is non-increasing due to Assumption 4.1. Specializing with 7 = 1/8 we obtain

e = M2 < Trogyy ' + APEN, — 4PEN= + 32 sup [(Opams )|
teB %
+32 sup |(Opam,t)w|* +32 sup |(én/\m,t>w|2. (4.21)
teB ~

kVEk

Combining the facts that 1o, 1=, = 1z, for 0 < |j| < M,y and K7, < M by definition, we obtain
for all 0 < |j] < K2, the estimate

15/ 1,00, — 1P1=, = |17 10, — 1/ P1s, < 1/4.

supsep, [(Onams thol? forall 0 < k < K¢, Thus, from (4.21)

Hence, sup,cp, [(Onam,t)w|* 1z, < 1
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4.3. Adaptive estimation for model 1: PPP observations

we obtain

33d([0)o vV 1)8°

e = A2 T2,z < Trwpy, ' +40 | sup [(Onam, thol® —

teB ~ 8n
kVEk +
+(165d([f)o V 1)87 ~/n + APEN), — 4PENT )1z, nz, + 32 sup (Onam, ).
tEBKgm
Exploiting the definition of both the penalty PEN and the event Z;, we obtain
E[|[X — A2 15,n5,] < C(d,7) min  max ad 5—’?
k w TEnEa] = A o<k<Kum Y n
33([€]o V 1)dds
+40 Z E (sup I{ n/\m,t>w\2 — (Ho)k>
teBy, 8n N
+32E | sup |<énAm,t>w|2] : (4.22)
tEBK%m

Applying Lemma 4.17 with §; = défy and A}, = dA} yields

. sy i A 2
sup [(O . 10,2 — 22U VOEN e VASIINIAE e, Ok
(sp 1Bt sn ) ST U Ay

E

[

dé
+ Tg exp(—l@ﬁ)} .

Using statement a) of Lemma 4.16 and the fact that K%, < n by definition, we obtain that

Z E l(sup (O nms )| — W) ]
+

teBy 8n

a2 frp 2[5k log(Ag Vv (k +3))

< v F A k _K

~ Z Xp ( W log(k + 3) ) + exp( 3\/ﬁ)
where the last estimate is due to the fact that ||f||> < dp for all f € F¢ and |A||> < r for all
A € AZ. Note that we have

> 2Kk log(AL V (k + 3))
AP - : <C
Z bep ( Vdrp — log(k+3) sEE

with a numerical constant C' which implies

Z E l(sup [CH. W)J <L

teBy

The last term on the right-hand side of (4.22) is bounded by means of Lemma 4.18 which imme-
diately yields

E

sup <énAm7t>w2] 5 (I>m
teEBgo

nm

Combining the preceeding estimates, which hold uniformly for all A € AT and f € F& we conclude
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4. Non-parametric inverse intensity estimation

from Equation (4.22) that

~ o 1
sup sup IE[||)\E—/\||3J 1z,n2,] S min max{wk,k} + @, +—.
)\GA,'; fEJ:g 0<k<KZ, Ve M n
Uniform upper bound for Oy: Define Ay := >0<|ji<kAlile,€;. Note that ||Xk—5\k||i < ||:\\k/—:\k/\|i
for k < k' and ||A\x — A2 < ||A|12 for all k € Ny. Consequently, since 0 < k< K

o, We obtain the

estimate

3 2 3 32 bt 2
Efl[Az — AllS T=g] < 2E[[|[A = Al T=g] + 2E[f| A — Al =]
< 2E[|[Akg, — Ak, 12 T=g] + 2 A2 P(ES),

and due to Assumption 4.1 and Lemma 4.20 it is easily seen that [|A||? - P(Z5) < m~%. Using the
definition of €2;, we further obtain

Ell ks, — Mg, 12 1zg] <2m Y wiAEN[6); — 101 1=5] + E[[f1;[N; — [/f\]j [N 1° 1]}

nim nm Ogljnggm
<om 3w B, - [0 R(ES)
0<|j|I<Kg,,
toam S w DL I, - 1) R (E5) 2
0<|j|I<Ky,,
- Wy -
SmPES? S LarE Y w4
0<|jI<Ky,, 0<|jI<Ky,,

where the last estimate follows by applying Theorem B.1 with p = 4 two times. If K¢, = 0,

Lemma 4.20 implies

~ o 1 1
2
Ell[Ara,, — Axe, [l 1] S prymis s 2

nm nm

the first term on the right-hand side of (4.23). The second term on the right-hand side of (4.23)
can be bounded from above by noting that w; < ; thanks to Assumption 4.1. We obtain

Otherwise, if K, > 0, we exploit w; < wjozj_l, Ky, < N2 and the definition of N¥ to bound

~ o 1 1
Ell[Aks, — Are, |12 1=g] SmPES)2 [ Y - +P(35)"2.
o</ o 2|71+ 1 | log(n+3)

Thanks to the logarithmic increase of the harmonic series, NS < n and Lemma 4.20, the last
estimate implies

~ o 1 1
2
Ell[Axs,, — Axe, [lo1ss] S —t
it K&, > 0, and thus
~ o 1 1
2
E[l[Ars,, — Axa, [l 1=g] S P L

independent of the actual value of K, . Using the obtained estimates, which hold uniformly for
A€ Al and f e FY, we conclude

~ 1
sup sup E[||Ar — A2 1=g] S —
XEAT feFd m

Uniform upper bound for Os: In order to find a uniform upper bound for Os, first recall the

52



4.3. Adaptive estimation for model 1: PPP observations

definition A := > 0<|ji<kAlila,€;, and consider the estimate

E[I%; = M2 =g, < 2E(IR; = A2 1ssnm,] + 2B[1 A — Al T s, (4.24)

W=
Using the estimate ||5\7€« — A2 < M2, we obtain for A € AZ by means of Lemma 4.19 that

1
E[llX; = A3 1=snz.] < rP(ES) S - -

which controls the second term on the right-hand side of (4.24). We now bound the first term on
the right-hand side of (4.24). If K2, = 0, we have k = 0, and by means of the Cauchy-Schwarz
inequality and Theorem B.1 it is easily seen that

H|)‘~ - >‘~Hw]l“°1ﬂ52] 5

s |-

Otherwise, K&, > 0, and we need the following further estimate which is easily verified:

Bl — M2 lznz] <3 > wiEI/If; — [0/ =0z,

0<|jISKS,,

+3 Y wE[E; — 149210511z 0s)

0<|jI<KS,,

+3 > WENE, — 1% 1/ - VP e (4.25)
0<|jI<KS,,

We start by bounding the first term on the right-hand side of (4.25). Using the definition of =5
and w; < ;, we obtain for all A € A7 that

= r _ 1
> wEIA/T, - 103/ imee] < 5 PED S -
0<|j|I<Ky,,
Since |[f];|72 < da; for f € F, the Cauchy-Schwarz inequality in combination with Theorem B.1

implies for the second term on the right-hand side of (4.25) that

> Wl - [P P=s,) SPEDY2 DS
0<|j1< K3, 0<|jI<Kg,, 7
We exploit the definition of NS together with K&, < N2 in order to obtain

—c\1/2
S B, - P P S o S

2l7]+1
0<|jI<Kg,, 0<|j|<NY i

from which by the logarithmic growth of the harmonic series and Lemma 4.19 we can conclude
that

S© WENA, — [Pz e, S

0<|j|<Ke

nm

)

independent of the actual value of K¢, . Finally, the third and last term on the right-hand side
of (4.25) can be bounded from above the same way after exploiting the definition of Z3, and we
obtain

S B, ~ P 1/, - /P S

0<|j|<K g,

Putting together the derived estimates, that again hold uniformly for all A € AT and f € Fe we

93



4. Non-parametric inverse intensity estimation

obtain

3=

sup sup E[[| X — A2 1zcnz,] S
AEAT feFd

Finally, the statement of the theorem follows by combining the obtained uniform upper bounds
for Oy, Oy, and (3. O

4.3.2. Fully adaptive estimation (A and F¢ unknown)

We now also dlspense with the knowledge of the smoothness of the error density f and propose
an adaptive choice % of the dimension parameter such that the resulting estimator /\A adapts to
the unknown smoothness of both A and f and attains the optimal rate of convergence in a variety
of scenarios. As in the case of partially adaptive estimation, we have to introduce some notation
first. For k € Ny, let

Ay = max —= iy and 0 == (2k+ 1A, log(Ax V (k +4))
0=I=k |[f1;1? log(k +4)

For n,m € N, set

No=if{1 < j <n:|[f],[7/(2) +1) < log(n +4)w] /n} — 1 An,
J/\J\m =inf{l1<j<m: |[/j"\]j|2 <m tlogm} —1Am,

and I?nm = Nn A Z\/Zm. We consider the same contrast function as in the partially adaptive case
but define the random sequence (PENy)ien, of penalities now by

_— -~ 5
PEN = 137501 - ([, V1) - =.
n

Note that this definition does not depend on the knowledge of the sequence . Using this definition
of a completely data-driven penalty, we define the fully adaptive selection % of the dimension
parameter k£ by means of
k:= argmin {T(Xk) + ﬁﬁ\lk}

0<k<Knm

In order to state and prove the upper risk bound of the estimator XE’ we have to introduce some
further notation. We keep the definition of Af from Section 4.3.1 but slightly redefine J3 as

LJog(A2 V (k + 4))
log(k + 4)

5y = (2k + 1)AL
For k € Ny, we also define

2 o log(Ag V (k+4))
Ay = Orgaéckw]/ 11151 and 0k = (2k + 1) Ay oghtd)

which can be regarded as analogues of Ay and J5 in Section 4.3.1 in the case of a known error
density f. Finally, for n,m € N, define

N7 =inf{l1<j<mn:e;/(2j+1)< 4dlog(n+4)w;r/n} —1An,
Nt =inf{l <j<n:a;/(2j+1) <log(n —|—4)w;-r/(4dn)} —1An,
MY =inf{ll<j<m:a; < 4dm~logm} — 1 Am,

M2 :=inf{l <j<m:4da; < m~tlogm} — 1 Am,
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4.3. Adaptive estimation for model 1: PPP observations

and set K2, := No~ AMg~, K&t := Nt A M2t. In contrast to the proof of Theorem 4.8 we
have to impose an additional assumption for the proof of an upper risk bound of Mg

ASSUMPTION 4.9. exp(—ma e+, /(128d)) < C(a, d)ym=> for all m € N.

THEOREM 4.10. Let Assumptions 4.1 and 4.9 hold. Then, for any n,m € N,

N 2 . Wik 6? 1 1
sup sup Ef[[Ar —A5] S min max{—, %6+ @+ — + =
XEAT feFd 0<k<Knn Ve N m.on
where the observations in (4.8) stem from model 1.
ProoFr. Consider the event
S5 = {N2 AME™ < Kppm < NOH A MET) (4.26)

in addition to the event Z; introduced in the proof of Theorem 4.8 and the slightly redefined event
=9 defined as

— —~

Hp = {V0 < [5] < MS" 1/[f]; = 1/[£1;1 < 1/2I[f];]) and [[f];| > 1/m}.

Deﬁning = = El n EQ N 53, the identity 1 = ]lE + ]lECZ + ]lEclﬁEg + ﬂalﬂEzﬁEE motivates the
decomposition

E[[[x; = Al2) = Ellldg = A2 1=] + E[|[ M — A3 1=g]
+E[ g = Al2 1= ns] + E[lg — M2 1z nzanss)
=: Uy + 0y 4 Oz + Oy,

and we establish uniform upper risk bounds for the four terms on the right-hand side separately.

Uniform upper bound for (;: On = we have the estimate %Ak < ﬁk < %Ak, and thus
1 ~ 9
Z[Akv(k+4)] <ARV(k+4) < E[Akv(k+4)]

for all kK € {0,..., M2T}. This last estimate implies

2k+1, log(ApV (k+4)) ( ~ log4 log(k + 4) ) <3
4 T log(k + 4) log(k +4) log(A v (k+4)) ) = °F
92k +1) , log(AgV (kE+4)) log(9/4) log(k + 4)
S— g M log(k + 4) <1 " log(k + 4) log(Ag v (k + 4))) ’

~

from which we conclude 35 - 0 < o < 1. §4. Putting PEN, := 22p~1([(]; v 1) - %’“, we observe

that on Z5 the estimate 240
PEN; < 1§]:D\Nk < ?PEN;C
holds for all k € {0,..., M2+}. Note that on = we have k < M2* which implies

_— . _— _— 343
(PENkVE + PENy, — PENE)ILE < (PENg + PEN; 4+ PENg — PEN/];)]IE < TPEN;C 1=. (4.27)

Now, we can proceed by mimicking the derivation of (4.22) in the proof of Theorem 4.8. More
precisely, replacing the penalty term PEN;, used in that proof by PENy, using the definition of PEN;,
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4. Non-parametric inverse intensity estimation

above and (4.27), we obtain

Not
~ - ~ 33([€lo vV 1)0,
E[| A — A2 12] < Trwgy, t + 40 Z E [ sup {Onam, t)wl® — 3310 V 1)0k
b teB 8n
k=0 k +
+32E[ sup  [(Onam, t)ul?] + 4E[(PEN, ~+ PEN;, — PEN)12]
tEBK’qu
w AoV 1)
= ~ 33 V1
< Trwgyy '+ 40 Z E (sup [(Onams Lol — (Ho)k)
k=0 teBy 8n +
- 1372
+32E[ sup |[{Onam,t)w|?] + —— PENy.
tEBKa+ 3

nm

As in the proof of Theorem 4.8, the second and the third term are bounded applying Lemmata 4.17
(with 6} = 6 and Aj = Ay) and 4.18, respectively. Hence, by means of an obvious adaption of
statement a) in Lemma 4.16 (with N2 replaced by Nt) and the estimates

o 0 O _ylog(AR Vv (k+4
Ap < dAE, O < dCady; IZZQdel g(log(k—(ﬁ-4) )

with {4 = log(4d)/log(4), we obtain in analogy to the way of proceeding in the proof of Theorem 4.8
that

~ 5 1
sup sup E[H)\’E*)\HZ)HE] < min max{wk,k} + &, + —. (4.28)
AEAT feFd 0<k<Kg:, Ve N n

Upper bound for Os: The uniform upper bound for Uy can be derived in analogy to the bound for
Os in the proof of Theorem 4.8 using Assumption 4.9 instead of statement b) from Lemma 4.16
in the proof of Lemma 4.20. Hence, we obtain

sup sup B[Nz — A2 1=5] S —. (4.29)

1
AEAT feFd m

Upper bound for Oz: The term O3 can also be bounded analogously to the bound established for
O3 in the proof of Theorem 4.8 (here, we do not have to exploit the additional Assumption 4.9),
and we get

sup sup E[[| X — A2 1zcnz,] S
AEAT feFd

(4.30)

3=

Upper bound for O4: To find a uniform upper bound for the term [0y, one can use exactly the same
decompositions as in the proof of the uniform upper bound for [J3 in Theorem 4.8 by replacing
the probability of 2§ with the one of =§. Doing this, we obtain by means of Lemma 4.21 that

~ 1
sup sup E[[| X — 21z, nz,nm] S —- (4.31)
MeAr feFd m
The result of the theorem now follows by combining (4.28), (4.29), (4.30) and (4.31). O

Note that the only additional prerequisite of Theorem 4.10 in contrast to Theorem 4.8 is the
validity of Assumption 4.9.

4.3.3. Examples of convergence rates

We consider the same configurations for the sequences w, v and « as in Section 4.2.3. In particular,

we assume that wy = 1 and w; = [j|?* for all j # 0. The different configurations for v and «a will
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4.4. Adaptive estimation for model 2: Cox process observations

be investigated in the following (compare also with the minimax rates of convergence given in
Table 4.1). Note that the additional Assumption 4.9 is satisfied in all the considered cases. Let us

o
wr Ok

, —}, that is, k5 realizes the best compromise between squared
Y~ N

define kj, := argming max{
bias and penalty.

Scenario (pol)-(pol): In this scenario, kg < n7 T and N&~ =< (n/logn) 77271, First assume
2(p—s)
that Ny~ < M>~. In case that s < p, the rate with respect to n is n~ 2211 which is the

2(p—s)
minimax optimal rate. In case that s = p, it holds N~ 5 &, and the rate is (n/ log(n))_%f’zfﬂr1

which is minimax optimal up to a logarithmic factor. Assume now that M2~ < N3~. If k% <
M2~ then the estimator obtains the optimal rate with respect to n and m. Otherwise, M5~ <

(m/ logm)*/(2%) yields the contribution (m/logm)~ "= to the rate.

Scenario (exp)-(pol): No~ =< (n/logn)/(2¢+25+1) a5 in scenario (pol)-(pol). Since kS = logn, it
holds k% < N2~ and the optimal rate with respect to n holds in case that k5 < M. Otherwise,
the bias-penalty tradeoff generates the contribution (M2 ~)% - exp(—2p- M27) to the rate.

m

Scenario (pol)-(exp): It holds that k% =< N~ and again the sample size n is no obstacle for
attaining the optimal rate of convergence. If k% < M%™, the minimax optimal rate is also attained.
If M~ 5 k5, we get the rate (log m)~2(P=%) which coincides with the optimal rate with respect
to the sample size m.

Scenario (exp)-(exp): We have N2~ =< logn and k1 < k% < ko where ky is the solution of
k% exp((2a + 2p)k1) =< n and ko the solution of exp((2a + 2p)kz) =< n. Thus, we have k% < N~
and computation of % and % shows that only a loss by a logarithmic factor can occur as far as
kS < NS~ AMS™. If M3~ < k5, the contribution to the rate from the trade-off between squared

bias and penalty is determined by (M2~)%* - exp(—2pM2~) which deteriorates the optimal rate
with respect to m at most by a logarithmic factor.

We have not considered the case that the Fourier coefficients of the error density obey a power-
exponential decay, that is a; = exp(—2klj|*) for some x > 0 and arbitrary a > 0. Indeed, for
our definition of the quantity M", Assumption 4.9 is in general not satisfied in this case. This
shortage can be removed by considering a more elaborate choice of the quantities M2, M2t and
M,), as was considered in [JS13a] but we do not include this here.

4.4. Adaptive estimation for model 2: Cox process observations

Unfortunately, the approach from Section 4.3 cannot be transferred in order to obtain an upper risk
bound for an adaptive estimator in the case of Cox observations. Thus, in this section, we follow
another approach. The price we have to pay is that we can only obtain rates which are optimal up
to some additional logarithmic factors. Again we split our investigation into the partially adaptive
and the fully adaptive case.

4.4.1. Partially adaptive estimation

We define DY := 3" <|jl<k Z—j which might be interpreted as the dimension of the model associated
with the linear subspace spanned by the e; for j € {—Fk,..., k} for the inverse problem at hand.
In addition, we define the quantities N, M, and K7, as well as the contrast function T exactly
as in Section 4.3. However, we replace the definition of the penalty given in the case of Poisson
observations with

-~ dD¢ log(n + 2)

__ dD§ 1 2
PENy, := 2000n~" - ([¢], V 1) %

~ 2
" +2000n2 - ([{], V 1) -
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4. Non-parametric inverse intensity estimation

where n € (0,1) is an additional tuning parameter that effects the rate of convergence only by
a numerical constant. Based on this updated definition of the penalty we define the adaptive
selection of the dimension parameter in the case of Cox observations by means of

k:= argmin {Y(\,) + PEN.}.
0<k<Kg,,

THEOREM 4.11. Let Assumption 4.1 hold. Then, for any n,m € N,

~ D¢ 1 2 1 1
sup sup IE[H/\z—)\Hi] <  min max{%,kmg(m}—F@m—i-—i-
AeAs feFd 0<k<KZ, Tk n m n

where the observations in (4.8) stem from model 2.

The following proof of Theorem 4.11 turns out to be more intricate than the one of Theorem 4.8
due to the fact that we need to smuggle in an additional term. In order to deal with this term we
have to apply consequences of Talagrand type concentration inequalities both for Poisson processes
(see Proposition 2.13) and the analogue result for ’ordinary’ random variables (see Lemma B.4 in
the appendix).

PROOF. We define all the sets E1,Z5 and (based on the updated definition of the penalty) the
terms [y, (o and (3 as in the proof of Theorem 4.8. We use the decomposition

E[|A; — Al2] = 01 +0a + Os

established in the proof of Theorem 4.8 and use exactly the same arguments as in that proof to
bound the terms O, and 3. Thus, it remains to find an appropriate uniform bound for [J;. In
order to get such a bound, we first proceed as in the proof of Theorem 4.8 in order to obtain on
=1 N Z5 the estimate

HXE - /\”i < 77'Wk'7k_1 + 4{)51/\% - 4%}; +40 sup |<én/\m7 t>w|2 +32 sup |<én/\m7 t>w|2 (432)
teB ~ teB ~
kv KV

(here, O and © are defined as in the proof of Theorem 4.8). Let us now introduce the function

. E|l4].|e
ey B,
0<|j|<k /s
where € = (e1,...,€,) is the vector containing the unobservable shifts e; in (4.6). Using the

decomposition Onam = Anam = Anam = Anam — Anam + )\n/\m = Anam and setting
1 ~ . 9 .
@7(1/2777, = Aam = AnAm and @7(1/2777. = Anam — Anam
we obtain from (4.32) that on E; N =y

s = X2 < Trwgny ' + 4PENg — 4PENT + 80 sup [(O A, thu|?

teB ~
kVE

+80 sup [(O%) s hol? +32 sup [(Onpm, t)ul?.
teB ~

kVEk

Following along the lines of the proof of Theorem 4.8 we obtain that

R Do 2
E[| % — M2 1z,nz,] < C(d,7) _min Inax{%,kOg(M}
0<k<K¢, Yk n
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4.4. Adaptive estimation for model 2: Cox process observations

1001og(n + 2)dD¢([¢)o V 1)) ]
i

(1) 2
+ 80 E || su mims Dwl® —
z (s 1011 :
1001 2)dD([¢)2 v 1
+SOZEl(sup| (O s t)e|? — 00log(n + 2)dDi({fo v )> ]
teEB n +
+32E[ sup [(Onnm, t)ol’]- (4.33)
ey
We have
1001 2)dD¢ 1
. (sup|<@£32m, 12— 1001og(n + 2)aDg ([fo v >> ]
teBy n +
1001 2)dD¢ 1
:ElE (Sup|< O )2 — 1B 2 (o ¥ )) IH
teEB n +

We apply Lemma 4.23 with 6; = dIDf in order to obtain

100log(n + 2)dDg ([¢]o V' 1
EKSUPK O ). — Lol £ D[ V)Y
teBy n +
D D¢
S n—g + —Sexp( Ks+/nlog(n + 2)).
Hence
1001 +2)dD$([4]o V 1 Dy Dg
E (sup |<@$11/2m7t>w|2 og(n -+ 2)dDj ([fo )> < —3 —l— — exp( Ks+/nlog(n +2)).
teBy n I n
We have K, < N2 and hence by the definition of N2 that for k € {0 K2}
1 <n

UJ]' n
Y o S eatnTT 2
a; = log(n+3) 2= BAj+1"

D < Do =
n
0<|j|<Ng

where we obtain the last estimate thanks to the logarithmic increase of the harmonic series. Due

to K, < n we get

Z g
Applying Lemma 4.24 with 6} = dD} we obtain that

1001log(n + 2)dD¢([€]3 v 1)) ] < % exp (—2log(n + 2))
+

E Kwp (O, 1) - <
teBy n

) 1001og(n+2)dﬂ)g([e]ov1)> ] L
+ n

(bup| @n/\m7 >w| -
tEBy n

]:D)Oé
+ n—g exp(— nlog(n + 2)).

Using the relation D¢ < n established above we obtain

1001og(n+2)d1D>g([£]gv1)) 151'
N n

2)
(Sup | @1(1/\mvt> |2 -
teBy n

Finally, bounding the last term on the right-hand side of (4.33) by means of Lemma 4.18 we obtain
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4. Non-parametric inverse intensity estimation

from (4.33) using the obtained estimates that

~ D1 2 1
sup sup E[H)\z—/\”iﬂarﬁz] < min max{wk,]wrg(m} + @, +—.
AEAT feFd 0<k<KZR, Tk n n
This shows the desired uniform upper bound for [J; and combining it with the bounds for (s and
O3 yields the result. O

4.4.2. Fully adaptive estimation

In the fully adaptive case, we replace the 'model dimension’ D§’ from Section 4.4.1 by its natural

estimate s
]D);~C = Z /\j QIle.
o<pi<k |Lf1;1

Based on the definition of ﬁk we define

Dy, log(n + 2)

Dy 1 2 ~2
% + 800012 - ([e], v 1)- —

PEN, = 80007 - ([(], V1) -

Note that this definition of the penalty is fully data-driven. We define the contrast function T
exactly as in Section 4.3.1. For n,m € N, set

—~

N, :=inf{1 <j <n:|[f],[*/(2j +1) <log(n +3)w} /n} —1An

M, = inf{l<j<m: |[/f\]j|2 <m tlogm} —1Am,

and IA(,Lm = J\Afn A M\m. We define the fully data-driven choice ¥ of k in analogy to the approach
for model 1 via
k:= argmin {T(Xk) + ﬁﬁ\lk}
0<k<Knm

For the statement and the proof of the following theorem, define for n,m € N the quantities

Ny~ i=inf{l <j<n:a;/(2j+1) < 4dlog(n+3)w] /n} —1An,
Net=inf{l <j<n:a;/(2j+1) <log(n+ 3)wj'/(4dn)} —1An,
Mpm=imf{l<j<m:a; < 4dm~ " logm} — 1 Am,

Mot :=inf{l <j<m: dda; < m~tlogm} — 1 Am,

Ko = N~ A M2, and K& := NoT A M2*. Note that the proof of the following theorem
requires the validity of Assumption 4.9 again.

THEOREM 4.12. Let Assumptions 4.1 and 4.9 hold. Then, for any n,m € N,

1

sup sup E[HX’,;_)\”Z]S, min  max -

{wk D¢ log(n + 2)
AEAT feFd 0<k<Kpn ’

1
} + B+ — +
Vi n m
where DY == 370 \1<k Z—j

PRrROOF. We define the sets =; for ¢ = 1,2,3 and = as in the proof of Theorem 4.10 and consider
the decomposition
E[[[A; = A2] =01+ 0z + 05 + Oy

where [J;, i = 1,2, 3,4 are also defined as in the proof of Theorem 4.10. The terms Uy, [z, and [y
are bounded exactly as in the proof of Theorem 4.10 and it remains to find an appropriate bound
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for Oy. Set Dy := >« |;<k Tz and

1K
-~ Dy, 1 2 2 Dy, 1 2
PEN, = 2000 ([¢], V1) - % +2000n2 - ([(], V1) - %.

From the definition of PEN, and PTE\N;c one immediately obtains that on =
PEN, < ﬁ}\Nk < 9PENg
from which one follows that
(PEN, ~+ PEN; — PEN2) 1z < (PENg + PEN- + PEN), — PEN-)1= < 10PEN;.

Now, combining the argumentation from the proofs of Theorems 4.10 and 4.11 one can show that

D¢ 1 2
{2 2

sup sup IE[HX/]C\— MN21z]) < min o~ -

1
AeAT fFeFd 0<k<Kpm n

The claim assertion of the theorem follows now by combining the bounds established for Oy, s,
Dg, and D4. O]

REMARK 4.13. Of course, the approach presented in this section can also be applied to the case of
Poisson observations but since the logarithmic factor in the rates is unavoidable we would obtain
worse rates than using the approach from Section 4.3. Using the approach presented in this section
we are not able to dispense with the additional logarithmic factor in the rates neither in case of
model 1 nor model 2. Note that in case that the error density f is known (which is, vaguely spoken,
equivalent to m = co) we regain the adaptive rate established in [Big+13] for the case that the
unknown intensity is ordinary smooth and the Fourier coefficients of f obey a polynomial decay.
However, our results are more general since we do not exclusively consider the case of polynomially
decreasing Fourier coefficients.

REMARK 4.14. Needless to say, the numerical constants in the definition of the penalty are ridicu-
lously large which makes our rate optimal estimator nearly useless for small sample sizes. Hence
there is still research necessary to establish an estimator which performs well both from a the-
oretical point of view and also yields good results for simulations with relatively small sample
sizes. Another approach would be to calibrate numerical constants in the penalty by means of a
simulation study as was done, for instance, in [CRT06].

4.4.3. Examples of convergence rates

Note that in all the scenarios considered in Table 4.1 we have k5 < N~ where kY denotes the
optimal trade-off between the squared bias wy/vx and the term D¢ log(n + 2)/n. Computations
similar to the ones leading to the rates in Table 4.1 show that the rates with respect to the sample
size n are those from the minimax framework in Table 4.1 with n replaced with n/log(n + 2) as
long as kY < NS~ AMgS—. If M3~ < k%, M5~ contributes to the rate exactly with the same
contribution as in Section 4.3.3.

4.5. Auxiliary results

4.5.1. Auxiliary results for Section 4.2

LEMMA 4.15. With the notations introduced in the main part of the present chapter, the following
assertions hold true:
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4. Non-parametric inverse intensity estimation

~

a) i) Var([(];) < [Mo/n under model 1 and

~

it) Var([(];) < 2(\[)\]\? + [Ao)/n under model 2.
b) Var([f];) < 1/m,
¢) P(25) = P(|[f],? < 1/m) < min {1,4d/(may;)} Vf € FL.

PROOF. The proof of statement i) in a) is given by the identity
~ 1 ! 1
Var([(];) = — Var e;(t)dN1(t) \eJ 2% )t = - [No.
n 0 n

o~

To prove ii), the identity E[¢]; = [A];[f]; implies

~ ~ ~ —

Var([f],) = E[|[6); — E[€];*] < 2E[|[f);[N; — [f13[N];17] + 2E[¢; "] =: 23 + 2V%

where Vi < |[A]; 2 Var([ 1;) < I\ ? /n. Here, the estimate Var(mj) < 1/n is easily derived in
analogy to the proof of part b). In order to bound V4 from above, notice

]E[|§j|2]:% U/ ej(—t) {dN1(t) = ANt —e1 — [t — e1])dt} |51H
ZiE_/O (0PN~ 21 = Lt 1))
:iE_/O )\(t—sl—Lt—slj)dt]
~ Wo/n.

The assertion follows now by combining the obtained bounds for V; and V5.
For the proof of b), note that we have Var([f];) = L Var (e;(—Y1)) and the assertion follows
from the estimate

Var(e; (—Y1)) = Elle;(—Y1)["] - [E [e;(-1)]I” < Elle;(-Y1)|"] = 1

For the proof of ¢), we consider two cases: if |[f]; > < 4/m we have 1 < -4 - because ferd

and the statement is evident. Otherwise, |[f]; |> > 4/m which implies
P([f1;1* < 1/m) < B([f1;1/ 11151 < 1/2) < B([f];/[]; - 11 > 1/2).
Applying Chebyshev’s inequality and exploiting the definition of F¢ yields
P([f],1* < 1/m) < 4/ |[f];]* - Var([f],) < 4d/(ma;)

and statement c) follows. O

4.5.2. Auxiliary results for Section 4.3

LEMMA 4.16. Let Assumption 4.1 hold. Then the following assertions hold true:
a) 65/n <1 foralln €N and 0 <j < N7,
b) exp (—mange /(128d)) < C(d)ym™ for allm € N, and

¢) minj<j<pra |[f]; > >2m~" for all m € N.
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PRrROOF. a) In case N =0, we have 6% = 1 and there is nothing to show. Otherwise 0 < N2 <
n, and by definition of N we have (2j +1)A% < n/log(n+3) for 0 < j < Ny which by definition
of 07 implies that

5o < n log(n/((2j +1)log(n +3)) V (j + 3))
7 7 log(n +3) log(j + 3)

We consider two cases: In the first case, n/((2j + 1)log(n+3))V (j+3) =j+3. Thenn > 1
directly implies the estimate 6 < n. In the second case, we have n/((2j+1)log(n+3))V (j+3) =
n/((25 + 1)log(n + 3)), and therefrom

67 < nlog(n)/(log(n + 3)log(j + 3)) < n,

and thus 05 < n in both cases. Division by n yields the claim assertion.

b) Note that, due to Assumption 4.1, we have M > 0 for all sufficiently large m and that it is

sufficient to show the desired inequality for such values of m. By the definition of M%, we have
apre > 640dm =" - log(m + 1) which implies

exp(—manre /(128d)) < exp(—5logm) =m™>,
and the assertion follows.
¢) The assertion follows from the observation that

. 2 o Mg -1
. > PR — m > .
i Lf17 = | g 7 2 640m™" - log(m +1)
combined with the fact that 640m =" - log(m + 1) > 2m~! for all m € N.
O

LEMMA 4.17. Let (0} )ken, and (Af)ken, be sequences such that for all k € Ny,

vV

[y Y
oy Z J and A} > max J

o<ek il B = o<iil<k ([

Then, for all k € {1,...,n Am}, we have

E l(sup [(Brnm, t)]? — ?W]OVU) ]
.

teBy 8n

I f]] ||/\||AZ o5 o
K { n P Ko Hf|| H)\H AZ n2 exp( K3\/ﬁ)

with positive numerical constants K1, Ks, and Ks.

PrOOF. We start the proof with the observation that, putting r; = ZO<\j\<kwjm—j [f]:;ej, we

have

1< ! N
" ;/0 ri(x)[dN;(z) — £(z)dx] = (Onam, t)w-

Thus, we are in the framework of Proposition 2.13 and it remains to find suitable quantities M7,
H and v that satisfy the pre-conditions of that proposition.
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4. Non-parametric inverse intensity estimation

Condition concerning M;:

2
sup [[rell3% = sup sup |ri(y)* < sup sup | D w117 le;(v)]
teB teB yE[O,l) teBy yE[O,l) Oglj‘gk
W .
< sup sup Z w;|[t);? Z |[ff‘\2 < 0p =1 M}
teBryel0. D) \ o<ji<k o<|jl<k '\
Condition concerning H:
E[sup [(Zk, t)ul’] < sup | > wlft];]?
teEBy teEB OS\jISk
2
w 1 — !
E| Y L= | ej(@)[dNi(x) — €(x)da]
o LT |0 2 o
<ljl<k i=1
1 1
I (/ ej(ac)le(x)>
n o2 T :
1 ! ¢
= - < 5 (z)dx = & i 5
w2 TR o w2 T

Condition concerning v: First, note that

Var [ rinanie)) = o Bl 0P

where X is a random variable with density proportional to £. It remains to find an appropriate
bound for E[|r,(X)[?] = E[(r¢(X),r:(X))] (here (-,-) denotes the standard scalar product in C).
By some calculations it follows that

1

f] <ADwt, Dwt>(c2k+1

Ellr(X)] = -

where t = ([t];)i=—k,.. k, Do € REF+HDX2E+D) g the diagonal matrix with diagonal (w;)i=—k, _x
and the matrix A = ([A];;)ij=—k,..x € REFFVXERHD) g oiven by means of

.....

1

(Al = [ e [N

The matrix A is positive semi-definite and we obtain for any ¢ € By,

1
Var ( / rt(x)dNi(;U)> = (ADyt, Dyt)canir = (VADt, VADt) 2k
0
= [VADt|* = [VADu|3, < VDAV Do lop

where the last identity holds since ||S||2, < [|S*S|| for a linear operator S between Hilbert spaces.
One has the decomposition A = D[f]leDm—l with B = ([fli—j[Ai—j)i,j=—k,...,k from which we
conclude

Var (/01 Tt(ﬂj')dNi($)) < A% 1 Bllop,
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4.5. Auxiliary results
and it remains to find a suitable bound for ||B||op. Note that || B|lop < /|| Bll1 - ||Bl|cc Where
1Bl = m?XZ |bijl, and

1Blloe = max 3" b
J

(see Corollary 2.3.2 in [GVL96]). The Cauchy-Schwarz inequality shows that ||B||1, ||B|lecc <
IIAIl - 11 f]] and we can finally conclude that

1
Var </o Tt(:z:)dNi(x)> <AL I (o v 1) =: v

The statement of the lemma follows now by applying Proposition 2.13 with € = é. O

LEMMA 4.18. Let m € N and k € Ng. Then

sup E {sup |<(:)Mm,t>w|2] < C(d,r) - Dy,
AEAT teBy

PrOOF. Note that A € AT implies

E[sup [(Onpm, t)ol®] <7 sup wiv; "E[[f1;/1f]; - 1o, — 17]
teBy —k<j<k

Thus, recalling the definition of ®,,, in (4.12), it suffices to show that
E[|[f1;/f]; - Lo, — 1"] < C(d,r) min{1,1/(ma;)},

which can be realized by means of the identity

o~

E[|[f);/[f]; - 1o, — 1P = E[|[f];/[f); 10, — 11 1o, + P(Q5) = O+ A.

The bound O < C(d, r) min{1,1/(ma;)} was already derived in the proof of Theorem 4.2. For A,
the corresponding upper bound can be obtained from statement c¢) of Lemma 4.15. O

LEMMA 4.19. Let Assumption 4.1 hold and consider the event =y defined in Theorem 4.8. Then,
for any n € N, P(ES) < 2exp(—Cn) with a numerical constant C' = C(n) > 0.

PRrROOF. Note that

~ —~

B(E5) = B([{) v 1 < (o v 1) + B([@, v 1 > 1~ ([ v 1)),

and the two terms on the right-hand side can be bounded by Chernoff bounds for Poisson dis-
tributed random variables (see Theorem B.2). More precisely, we have

P([fy v 1 <n([fo V1)) <exp(-wi(n)n)  and
P([fy V1 >0~ ([lo V1)) < exp(—wa2(n)n)

with wi(n) =1 —n+nlogn >0 and wa(n) =1 —n~t —n~tlogn > 0 for all n € (0,1). O

LEMMA 4.20. Let Assumption 4.1 hold and consider the event Zo defined in the proof of Theo-
rem 4.8. Then, for any m € N, P(Z5) < C(d)m™*.
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4. Non-parametric inverse intensity estimation

ProOOF. The complement =5 of =5 is

o~

=5 = {31 < |j] < M2 < |[f1;/[f]; — 1 > 1/2 or |[f],[? < 1/m}.

Owing to statement c) from Lemma 4.16 we have |[f];]? > 2/m for all 1 < |j| < M2. In case that

o~ —

[[£] j|2 < 1/m a direct calculation using the reverse triangle inequality shows that [[f],/[f]; — 1] >

—

1/v/2—1> 1/4. In case that |[f}j/[/f\]jfl| > 1 one obtains [f1;/1f];—1] > 1/3, and thus together
we have .
25 C {31 < il < Mg, |[f,/1f1; — 1 > 1/4}.

Now, Hoeffding’s inequality implies for |j| < Mg that

B(,/1f]; — 11 > 1/4) < dexp (—m”f”) < e (-

mon%
128 )7

128d

and the statement of the lemma follows from statement b) of Lemma 4.16 and the estimate M% < m
which holds by definition of M. O

LEMMA 4.21. Let Assumptions 4.1 and 4.9 hold. The event Es defined in (4.26) satisfies P(E5) <
C(a,dym=* for all m € N.

PROOF. Let us consider the random sets
Ea1 = {N2" AMS™ > Kpm} and  Zag = {Kpm > NOT A MY

Then, E§ = H3; U Z32 and we establish bounds for P (Z31) and P (E32), separately.

Upper bound for P (Z31): We use the identity Z3; = {N, < K%} U {Z/W\m < K2 }. Owing to the
definition of N~ , we have |[f]]|2 /(25 + l)w;') > 4log(n+4)/n forall 1 < j < N, which yields
(N < Ky €431 <5 < Ko < [P /(24 + 1)) < log(n +4)/n}

o~

c U A < 1/2)
c U i/ -1=1/2)

o~

In a similar way, we obtain {]\//Tm < Kint © Uicjera-{Ilf1;/1f]; — 11 = 1/2}. Thus, since
Mg~ < M2* by definition, we have

=nC J A/ -1 = 12

1<j< Myt

Applying Hoeffding’s inequality as in the proof of Lemma 4.20 and exploiting Assumption 4.9
yields

P(E;) <4 Y exp (-m”f]j'Z) < C(a,d) -m™™. (4.34)

1<j<Mat 128

Upper bound for P (Zs): First, note that S35 = {N, > K%} N {M,, > K2}, In particular,
Koh <nAm. If K& = No* < n, we obtain
Zg2 C (R > No¥} € (V125 < N+ o+ 1 [T, PAR) + 1) 2 log(n +4)/n}

o~ o~

- {|[f]Ng++1|/Hf}N;j++1| > 2} - {|[ﬂN§++1/[f]Nﬁ++1 - 1| > 1}‘
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4.5. Auxiliary results
Analogously, if K&t = M2t < m, using m~! logm > 4|[f]M$i++1|2 yields
=42 € (T > M3} € (Tl sa/Ulagse g — 11> 1}

and thus Zgy C ﬂmKS;Z,H/[f]KS;E-H —1| > 1}. Application of Hoeffding’s inequality and exploit-
ing Assumption 4.9 yields

m[flgos 1l MQprat 11

P(Z32) < 4 o amTL ) <y ——m ) < -2, 4.
(E32) < 4dexp ( 198 < 4exp < 198 > < C(a,d)ym (4.35)
The statement of the lemma follows by combining Equations (4.34) and (4.35). O

4.5.3. Auxiliary results for Section 4.4

The following result is a condtional version of Proposition 2.13. Since the proof is exactly the same
as the one in the unconditional case we omit its proof.

PROPOSITION 4.22. Let Ny,..., N, be independent Cox processes driven by finite random mea-
sures m1,...,nn (that is, given n;, N; is a PPP with z'ntensity measure 1;) that are conditionally
independent given ny, ... nn. Set vn(r) = L 370 { [y r(@)dNi(z) — [ r(x)dn(x)} for r contained
in a countable class of complez-valued measumble functions. Then for any € > 0, there exist

constants ¢y, co = 6, and c3 such that

E

(sup o - c<e>H2) |n]

reR
{ exp (—ch ) 02]gn2 exp <—c3,0(5)\/5’;£)}

where C(e) = (V1+e—1) A1, ¢(e) = 4(1 + 2¢) and My, H and v are such that (denoting
n= (771777771))

sup ||rllec < M1, E[sup |vn(r)|ln] < H, sup Var (/ r(x)de(x)|n> <wv Vk.
reER reER reR X

LEMMA 4.23. Let (6} )ren, be a sequence such that §;; > ZO<|]|<k it |2 for all k € Nyg. Then,

El(supK n/\m’t>|2_10010g(n+2)6,’§([£]0\/1)> Ie]
N

teBy n

< K, {26;([67];) V1)

5*

exp (—2log(n +2)) + —g exp (_K2 nlog(n + 2)) }
n

with positive numerical constants Ky and K.

PROOF. Putting rp = > o< ;<5 wjlf] j}ﬂ_ﬂer it is easy to check that given &

CISn Z / ro(2)(dN;(z) — Ao, (z)dz)

where A, (z) = Mz —e; — | — ¢;]). Thus, we are in the framework of Proposition 4.22 and it
remains to find suitable constants M7, H, and v satisfying its preconditions.
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4. Non-parametric inverse intensity estimation

Condition concerning My: We have

wj
sup [rel% = sup sup [r(y)* < Y0 s <
teBy teBy yel0,1) 0<[jI<k |[ ] |

and one can choose M; = (67)2.
Condition concerning H: We have

E[sup (0, t)[? | ] = 120 w; (6o v 1)d; log(n +2)

T 12 = )
teBy n 0<[j|<k |[f]]| n

(o5 o)) 2

and one can choose H = ( k-

Condition concerning v: It holds that
1 1
s
Var (/ ri(2)Ne(2) | e) :/ @) @ < | 3 ) 1 < 6 (VD).
0 0 o<|jl<k A

and one can choose v = &} - ([(Jo V 1). The statement of the lemma follows now by applying
Proposition 4.22 with ¢ = 12. O

LEMMA 4.24. Let (6} )ken, be a sequence such that 6} > Zo<|j|<k g ‘m for all k € No. Then

E

(Sup|< M)m,t>|2—1001°g("+2)52([€]%v1)> ]
N

teBy n

< K {6;([5]5)\/1) exp(—2log(n + 2)) + ([é]?)n%l)é; -exp(—Kay/nlog(n + 2))}

with strictly positive numerical constants Ky, and K.

ProOOF. We define rp = 3 ;<) wjlf] :}mfjej which coincides with the definition of r; in the
proof of Lemma 4.23. Then, we have

<@§3Am7 Z/ ri(z) e, d:c—/ ri(z)l(x)dz

where \; is defined as in the proof of Lemma 4.23. Setting r(e;) := fo ri(x x)dx, we are in
the framework of Proposition B.4 and it remains to find suitable constants M 1, H and v satisfying
the preconditions of that proposition.
Condition concerning My: Note that the definition of 7} is the same as the definition of r; in the
proof of Lemma 4.23. Thus we obtain

1
o Iridloe = s s | [ atentel < )72 s [ tonde = G2 (0 v ),
teBy, e€[0,1) teBy e€l0,1) Jo

and we can take M; = (6;)Y/2 - ([{]o v 1).
Condition concerning H: We have

Blsup 00001 < 3 s | 2Bl / & (2) (he, (2)dz — €(z)d)|?]

teB oslngk
< R < 52[51310g(n+2)7
n n
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4.5. Auxiliary results

. 1/2
and we can set [ = (21082 ~([€o V 1).

n
Condition concerning v: It holds

Var(ri(ex)) < E /Org(x))\gk(x)dx

] <2 | [ wpieal < ggv-a.

and we define v = ([¢]2 vV 1) - §;. Now that statement of the lemma follows from Proposition B.4
(together with Remark B.5) with e = 12. O
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5. Non-parametric Poisson regression

In this chapter, we consider a non-parametric Poisson regression model. We assume that the
observations are given by an i.i.d. sample

(X1,Y1),.... (X, Yy) € ]0,1] x No (5.1)

satisfying the relationship
Yi|Xi ~ P(TA(X;)).

Here, P(a) denotes the Poisson distribution with parameter o > 0!, 7> 0 and A : [0, 1] — [0, 00) is
a non-negative function. The aim of this chapter is to derive an adaptive estimator of the unknown
function A from the observations (5.1).

The classical distinction in non-parametric regression is made between random and deterministic
design: in the deterministic design framework, one assumes that the X; are predetermined and
fixed sampling points. Most frequently, the so-called equidistant deterministic design where X; = %
for i = 1,...,n is considered. In the random design framework, one assumes that X;,..., X, is
an i.i.d. sample drawn according to some known probability density function f :[0,1] — R.

In this thesis, we restrict ourselves to the random design case. It is intuitively appealing that
the explanatory variables X; should be scattered over the interval [0, 1] in a sufficiently uniform
way to make a reasonable estimate of A over the whole interval possible. In order to ensure this,
we will assume that the density f is bounded away from zero (see Assumption 5.2 below) which
is a standard assumption in non-parametric regression (see, for instance, [Sto82] but also [Che07]
for a study that does not use such an assumption).

5.1. Methodology: Orthonormal series estimator of the regression
function

As in Chapter 3, we assume that the unknown functional parameter belongs to the space L2 :=
L2([0, 1], dx) of square-integrable and real-valued functions. In addition, we again use an orthonor-
mal series estimator in terms of the trigonometric orthonormal basis {¢,},ez given by

po=1, ¢;(x) =v2cos(2mjz), ¢_j(x) =V2sin(2rjz), j=1,2,...

The Fourier coefficients of a function \ € L? are denoted with

D = / A(w); (x)dz

leading to the L2-convergent representation A = jezm j;. As in the previous chapters, we
consider projection estimators of the form

Xk = Z [/)T]j%'

0<|j[<k

1By convention, we define the Poisson distribution with parameter @ = 0 to be the probability distribution
degenerated at 0.
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5. Non-parametric Poisson regression

where [/)\\] ; s an appropriate estimator of [A]; for all j € Z and k € Ny a dimension parameter.
Under the assumption that f(x) > 0 for all z € [0,1], we have for the bivariate random variable
(X,Y) with X ~ f and Y|X ~ P(TA(X)) for all j € Z the identity

B | i) =B [E | Zmeix|| =& [28) myvix)| & | 2w 0]

A@) — 1 [ M@)oy (@)dz = TP,
7 [ Ee@i@i =T [ M@ =TI,

and thus

3

PRI SR

A nT ) ”

is an unbiased estimator of [A]; for all j € Z.

5.2. Minimax theory

As in Chapter 3, we evaluate the performance of an arbitrary estimator Py by means of its maximum
risk defined through

sup E[[|A — A%],

A€A

and aim at finding an estimator that attains the minimax risk defined through

inf sup E[|[A - A||*]
X €A

at least up to a multiplicative numerical constant. We work with the same abstract smoothness
assumptions as in the previous chapters, that is, we will assume that A belongs to some ellipsoid

A;:{)\elﬂ:)\ZOand ||)‘||'y Z% il <7}
JEZ

for some r > 0 and a strictly positive symmetric sequence v = (v;)jez. We will impose the
following assumption on v which coincides with Assumption 3.1 in Chapter 3.

ASSUMPTION 5.1. v = (vj)jez s a strictly positive symmetric sequence with vo = 1 and the
sequence (Yn)neN, &S non-decreasing.

In addition, we need the following assumption on the density f.

ASSUMPTION 5.2. f(z) > fo > 0 for all x € [0,1].

5.2.1. Upper bound

—

We start our investigation with the derivation of an upper bound for the estimator A, with [Al;
defined in (5.2) and suitably chosen dimension parameter k € Np.

THEOREM b5.3. Let Assumptions 5.1 and 5.2 hold. Then, for any n € N,

> 1 2k+1
sup E[|Ag: — A?] < min max{ , i } =0,
AeAr " keNo Ve on

for k}, chosen as k}, := argming .y, max {w%’ %TH}
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PRrROOF. We have the bias-variance decomposition

E[l A — A2 < Y0 IR+ Y EID - 2 =67 + v,

131>k, 0<|j[<ky,
From the definition of A’ it can be deduced under the validity of Assumption 5.1 that
B2 <r- 'yk_*l.

For the variance term, we obtain for arbitrary A € A’ that

o= ¥ e |[S YA s
OS\jISk*
1 ‘ Yl gpj (Xl) 2
— Z E — T\
2 J
osiirers "7 f%)
1 ) G
< — I\ (2)dx + T / I\ (x)dx
s -
2 * *
<9, kn+1<r+[/\]> 2k —|—1
n fo  Tho n
The statement of the theorem follows now by combining the obtained bounds for b2 and v. O

5.2.2. Lower bound

THEOREM 5.4. Let Assumption 5.1 hold, and further assume that
(C1) T := Zjezfyj_l < 00, and

2k+1
Vi’

(C2) 0 <n~t:i=inf,eny ¥,  min{ -2, &2 for some 1 <1 < oo

where the quantities k), and V,, are defined in Theorem 5.3. Then, for any n € N,

inf sup E[H)\ N alPe
X A€A

where the infimum is taken over all estimators hy of A.

PRrROOF. For each 0 = (6;)o<|jj<kx € {#£1}%#211 we define the function Ay exactly as in the proof
of Theorem 3.3 with ¢ from this proof replaced with ¢ = min{= T T\f} where § = 5 — 7 Then
one can proceed exactly as in the proof of Theorem 3.3 in order to show that )\9 € A7 for all
0 € {£1}2knt1,

Consider the following reduction argument which holds for an arbitrary estimator X of A. In con-
trast to the argument in the proof of Theorem 3.3, it contains conditional instead of unconditional
expectations. More precisely, denote X = (X1,...,X,), Y = (Y1,...,Y,). Then

sup E[||A = A[]°] > 22,@11 > > E[ElI[X = Aols*I1X]]
AcAL ge{+1}2Fn Tt 0<|jI<ky,
— o O Y (EER - LX)+ EEw (R - Ao LX) (53)

0<|jI<ky ge{x1}2Fn+t

where for § € {#1}?*2+1 the element 01) € {£1}%=+! is defined by 0,(3) = 6Oy for k # j and
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5. Non-parametric Poisson regression

0§j ) = —0;. Consider the Hellinger affinity p(}P’;{lX,]P’;{(ﬁ) =/ \/dPY‘XdPIL))( We have
- Aol; Y|X oYX - Ao ) Y|X ;oYX
py X pYIX) dpy X Py 4 \/d]P’ P
p( 9(3) ‘ )\0 — >‘9(7> 00 | o — Mool | 1)

1/2
)\ Mol Y|X )\ Aol Y|X
5 dPy dIP> .
( I[Ae — /\gm \ | Ao — Ao |2 0w
By means of the estimate (a + b)? < 2a? + 2b? we obtain
1 YX oYX N N
5100 = a0 ; 20 @5 By ) < Eoll[A = Mol P X + g [IIX = Ao X .

Recall the definition of the Hellinger distance,

merey = (f Ve -] )

Let N; be a PPP on [0,7] with constant intensity equal to A(X;). Consider the transformation
which maps the point process N; to Y; = N;([0,T]). Using Lemma A.4 we can conclude

T
Y; | X Y; | X N; | X N; | X
H2 (B X PNy < m2 (P PIX) < / (V2a(X0) = VAo (X

/T |>\9(Xz) - )\9(.7’)(Xi)|2
V(X)) + Ve (X4))?

1
o

IN

Since Y7, ...,Y,, are independent conditionally on X, ..., X,, we obtain by Lemma A.3 that

n

YIX pY|x pYiIX prix
H*(P, | a(l) Z | a(a') ) <1

Hence the relation p(IP’Y‘X IP’;B() =1- 1H2(]P’Y‘X ]P’;igi) implies p(IPYlX IP’;((B() > 1. Putting
this estimate into the reduction scheme (5.3) yields
~ 1 ~
sup B[IX - A1 > oy D0 D0 BBl =P 1X] 4+ Egon (1N = Mg )i *IX]

AT *
AChy fe{E1}?kntt 0<|J|<k*

1 ¢r 1 ¢r 2kE4+1
> o — Ao ]2 > = =2 .
> 76 > e = Ao ] = ) -

. - 64 n
0<|j|<k;, 0<|j|<k;,

Since the last estimate holds for arbitrary X, we obtain the claim assertion thanks to Assump-
tion (C2). O

Theorems 5.3 and 5.4 show that under the stated assumptions the minimax rate of convergence
is given by ¥,,, and that this rate is attained by the estimator Xk;. For the examples of sequences
~ considered in Chapter 3, we obtain exactly the same rates for the Poisson regression model as for
intensity estimation. Note that, as in the previous chapters, the estimator Xk; is not fully data-
driven but depends on a priori knowledge concerning the class of potential regression functions,
namely the knowledge of the sequence ~.
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5.3. Adaptive estimation

5.3. Adaptive estimation

In order to construct an adaptive estimator we make again use of the model selection paradigm
already applied in Chapters 3 and 4. Again, our derivation of the adaptive estimator is split into
two parts. In the first part, we will construct a preliminary estimator whose definition is based on
the knowledge of an upper bound of the regression function. In the second part, we replace this
known upper bound by an appropriate estimator of |A||o in order to obtain a fully data-driven
estimator.

5.3.1. Known upper bound of the regression function

Denoting (s, t) := fol s(z)t(z)dx for s,t € L%, we define the contrast function
To(t) ==t —2(\n,t),  teL2

Our definition of the penalty term in this section is based on the validity of the following assump-
tion.

ASSUMPTION 5.5. We know some § > 0 such that || A|o < &.

Based on the knowledge of £, we define the penalty via

2k +1 1 2
Peng i 24 XL L doop - (241 108 E2) (5.4)
n nT
where u = 1v2§2 > 1. The resulting data-driven choice of the dimension parameter k € Ny is as in

the previouslghapters defined as the minimizer of the penalized contrast, that is

ken, := argmin{Y,(A\) + PEN,}.
0<k<n

THEOREM 5.6. Let Assumptions 5.1, 5.2, and 5.5 hold. Then, for any n € N,

N 1
E[lX —A?] < mi ~1 PEN =
sup HAs; = Al ]NogggnmaX{vk BN} + —

.
IAlloo <€

ProOOF. Using the same arguments as in the proof of Theorem 3.9 we can derive the inequality
chain
I = A2 < Ak = AP +200 = A, X — Ak) + PENg — PEN;

with Ag := > 20<jj<i[Aljw; for k € {0,...,n}. Putting

mj = %Z ;E)-;;%(XZ) and Ap 1= Z RYPT2

we obtain
PG = A% < e = AP +2(65, A = Ak +2(On, A; — M) + PENg — PEN

where @n = Xn - Xn and én = Xn — M. Set By := {\ € S, : ||M]? < 1}. Using the estimate
2uv < Tu? 4+ 7 ? for positive 7 we can conclude

P = AP < Id = AP #2710 = MlP+77" sup [, 0)]

teB ~
kVkn

(0]



5. Non-parametric Poisson regression

+7 1 sup [(O,,t)]> + PEN) — PEN .

Note that A — A2 < 2[A = A2+ 2||A, — A||? and A — Ag]|? < 79" for all A € A7 thanks
to Assumption 5.1. Taking 7 = 1/8 we obtain

A AP <3mit 416 sup ({602 +16
n t t

sup (O, 1)]> 4+ 2PEN, — 2PEN;
eB n

eB ~
kVkn

i
~ 2(kV kn) + 1)1 2
<3ry;' +16 | sup 1B, 892 — 50 - )+ 1) log(n +2)

teB ~ nT
kVkn +

+16 [ sup |(©,,1)]> —3u-
teB ~

kVkn +

(2(k V ky) —l—;) log(n + 2) sy 2k Vky)+1
n

+ 8004 - +2PEN, — 2PEN;. .

By definition of the penalty and roughly bounding the brackets (. ..)+ by summing over all potential
values of k, this implies

~ i ~ 2k + 1)1 2
IR, = AP < 3 4163 (sup 18,02 - 50 EE 2 220
+

o \t€Bk nT
= ~ 2k +1
+1GZ (sup (O, t)* — 3p - * ) + 4PENy.
k=0 \EBk +

Consequently, taking expectations and into account that the last estimate holds for arbitrary k,
we obtain

E[h —A? < mi J 4P
s Ellag, = AT < min {8ry, " + 4PENg}

z
I AMlloo <€

= ~ 2k +1)1 2
+16 sup > E <Sup<@n,t>250,u~( + 1) log(n + )) ]
+

XeAn =5 | \t€Bu nT
Moo <€
:Dk
“ ~ 2k + 1
+16 sup ZE (sup (O, t)|> — 3 - + ) (5.5)
XeAT T teBy, n +
1Moo <€ -

=:M

We now use Lemmata 5.9 and 5.11 in order to bound the terms [, and M which yields for
k e€{0,...,n} that

(2k + D (2k + 1)p
O < Ki {nT exp(—210g(n + 2)) + W

exp(—Kgx/oﬁ)} and

2k +1
.k S Kl {Z exp(—KQ(Qk + 1)) + n—;_ eXp(Kgx/ﬁ)} .

Putting these estimates into (5.5), using the estimate 2k + 1 < 3n for & < n, and the convergence
of Y12 sexp(—K2(2k + 1)), we obtain that

- 1
E[[[A — A*] < mi 1 PEN - -
sup. (5, = Al min max{y,", PEN:} + - + exp(—rv/n)

-
Moo <€
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5.3. Adaptive estimation

with k = K5VT A Ks. O

Since the penalty term PENj differs from the variance term in Theorem 5.3 by addition of an
extra logarithmic factor and k) < n, the estimator /\’;; is rate optimal only up to a logarithmic
factor. !

5.3.2. Unknown upper bound of the regression function

We now propose an adaptive estimator of the regression function A that does not depend on a
priori knowledge of an upper bound for ||\||~, and is thus fully data-driven. Not surprisingly, the
key idea is to replace the quantity ¢ in the definition of the penalty in (5.4) by an appropriate
estimator of ||A|leo. For the construction of the estimator of ||A||, we follow an approach that was
used in [Com01] in the context of adaptive estimation of the spectral density from a stationary
Gaussian sequence. More precisely, the estimator of ||A|| is obtained as the plug-in estimator
||XmHOO where Am is a suitable projection estimator of A in some space of piecewise polynomials.
The following brief disgression provides a short overview of piecewise polynomials.

Piecewise polynomials

The presentation in this section is based on [BM97] and provides in a nutshell the basic properties
of piecewise polynomials that we will use in the following. As in the whole chapter, we restrict
ourselves to piecewise polynomials defined on [0, 1]. The linear space Py, of piecewise polynomials
is characterized by the 'model’ m = (g, {bg,...,bp : 0 =by < by < ... < bp = 1}). Here, ¢ € Ny is
the maximal degree of the admissible polynomials and the knots by, b1, ..., bp define a partition
of [0,1] into D intervals. The dimension of Py, is Dy, = D - (¢ + 1).

The point of origin in order to find a convenient basis are the Legendre polynomials. We recall that
the set of Legendre polynomials {Q;};en, is a family of orthogonal polynomials in L?([—1,1], dx)
where each @); is a polynomial of degree j with

1
Q@I<1 foralloel-11, Q=1 [ Qitt—5=.

Hence, {R;};en, with

2j+1 2 2a
() = , (1=
B;(x) b—an (b—ax < b—a>)
is an orthonormal basis for the space of polynomials on [a,b] (cf. [DL93], p. 328 for an explicit

representation of the polynomials R;). If P is a polynomial of degree < ¢ with representation
P(x) = Z?:o a;R;(z), then

q

q . 2 q
27 +1 (g+1)
P < | Y_d] = AR

L —~ h—q b—a i

7=0 7=0 7=0
and thus ||Pllec < \;% - |IP||. For our purposes, it is sufficient to consider regular piecewise
polynomials where b; = i/M for some M € N and ¢ = 0,..., M. In this case, one can write

m = (¢, M) instead of m = (¢q,{0,1/M,...,1}). For a space Py of piecewise polynomials we
denote with {¢, }nez,, the orthonormal basis obtained from transformed Legendre polynomials as
above (then, |Zyn| =Dy =M - (¢+ 1) if m = (¢, M)).

7



5. Non-parametric Poisson regression

Definition of the fully data-driven estimator

Let Xm be the projection estimator of A on the space of regular piecewise polynomials P, with
m = (g, M) as introduced above. We substitute the quantity & in the definition of the penalty term
in the previous section with ||Xm||Oo Precise assumptions on the 'model’ m, that is, on ¢ and M
will be stated in Theorem 5.7 below. We replace the deterministic penalty PEN, by the random

penalty
—— . 2k+1 N 1 2
PENy, = 3847 - 1 | 64007 - (2K + 1) - %TJF) (5.6)
n
where i = ””;73‘”; > 1. Keeping the contrast function T,, from Section 5.3.1, we define
0

En = argmin{Tn(Xk) + FTE\N;C}
0<k<n

The following theorem provides a risk bound for the fully data-driven estimator XE .

THEOREM 5.7. Let Assumptions 5.1 and 5.2 hold, and further assume that

m1) A= Anlloc < | Alloo where Awm denotes the projection of A on P, and

(m2) the model m = (q, M) in the definition of the auxiliary estimator X satisfies

D 1 .w/fo/\ng. vn

< .
"7 4V10 (g+1)3/2  log(n +2)

Then, for any n € N,
~ 1 1
EfA; — A?] £ min max{,PENk} + —
n ’y n

0<k<n

where PENy, = 24y - 2EEL 4+ 4004 - (26 + 1) - bgi# and p = Ve > .
0

REMARK 5.8. The additonal Assumptions (m1) and (m2) are inspired by the assumptions made in
Theorem 2 of [Com01].

W#\/vll — 1’ < Z} It is readily verified that on Z it holds

PrOOF. Introduce the event = := {

that .
Mloo V1 < 4(IAmfloo V1) and  JAmlloc VI < 2 (1Moo V' 1)-

These estimates will be used below without further reference. We consider the decomposition
Ell%: - AP < E[I% - AIPLe] + B[R - Al?L=] = Oy + Oz,

In the sequel, we will derive uniform upper bounds for the terms [J; and [y, respectively.
Uniform upper bound for J;: In analogy to the proof of Theorem 5.6 one can derive

Pe = A7 < e = AP+ 2Dy =Ml 477 sup (6,8

kVkn
+771 sup |<(:)n,t>|2+ﬁE\1\Ik—1§E\Nz
teB ~ "

kVkn

for all £k € {0,...,n} and all the appearing quantities are defined exactly as in the proof of
Theorem 5.6. Using the same arguments as in that proof, one obtains by specializing with 7 = 1/8
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5.3. Adaptive estimation
and setting u = %; (recall that ¢ satisfies ||A|loo < &) that
0

e =X <3rp ' +16 sup [(©n, )2 +16 sup [(©,,8)[? + 2PEN; — 2PEN,

teB  ~ teB ~
kVknp kVknp

o~

(2(k V k) + 1) log(n +2)

<3y 416 | sup (O, )] — 50u-

teB ~ nT
kVkn +
- 20k V k) + 1
116 ( sup 1B, 0 -3 2EVEDEL
tEBk/k\
VEn +
2(k V) + 1)1 2 2k Vky)+1  — _
+ 800y - 2 HT) og(n+2) | g, 2EVE)FL L o5, — 2PEN-
n n n

By definition of = and the random penalty function, we obtain using the estimate 2(k V En) +1<
2k + 2k, + 2 that

(2(k V&) + 1) log(n + 2)

Py = AP1= <3ry 't +16 | sup (6,8 — 500

teB ~ nT
kVkn +
~ 2(k V k) + 1
+16 | sup (O, t)* —3u- HkVka) 1 + 100PENy.
teB  ~
BV, +

Bounding the terms in the brackets (...); by summing over all admissible values of k and taking
expectations on both sides yield

sup E[A~ — Ap[*1z] < 3rv; ' + 100PEN;
IS "
Il <€

(2k +1)log(n +2)

+16 sup ZE sup (O, t)]? — 504 -

AEAT T teB ~ nT
Mge ™0 LNV +
n | ~ 2k +1
+16 sup > E sup  [(On, )% — 3 -
XeAT 1T teB, ~
A loo <€ - " +

Applying Lemmata 5.9 and 5.11 as in the proof of Theorem 5.6 finally implies

~ 1
)\s;%)rl IE[||)\/k\n —)*1g] Orgrkign max {7y, ', PEN}} + —+ exp(—ryv/n)
IAlloo <€

for some numerical constant x > 0.

Uniform upper bound for Ua: For A € A7, take note of the estimate

<SPE)V2 Y B, - DY+ rPE)

N 2 N 2 2
B[y —AMP1=] <E[X; — g [P1=] +EllMg — Al*1=]

0<j1<kn

<2kn—|—1

~

P(E%)"/2 + (=)
n

where A [Alje; and we used Theorem B.1 with p = 4. Because 2k + 1 < 3n for all

- Zogmg@n
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5. Non-parametric Poisson regression
k € {0,...,n} it suffices to show that P(Z¢) < n~2. Note that we have
~ ~ ~ 1
|||)‘m||oo - H)‘Hool < ||/\m - /\mHoo + H)‘m - )‘Hoo < H)‘m - )\mHoo + EH)‘HOO (5'7)

where the last estimate holds due to Assumption (ml). Put I; = [%, ﬁ] forj=1,..., M and let
{¢n}tnez, be the basis of Py, consisting of transformed Legendre polynomials (see the disgression
on piecewise polynomials above). We have

~

[Am = Amllc = sup ||(Xm - )‘mﬂIjHoo
1<j<M
< sup (q+1)VM]|(Awm — An) 1y, ||
1<j<M
< (g+1)*2VM sup [(Am — A, 01)]
NE€ELm
< (¢4 1)*2VM{ sup [(Am — ED|X], 0p)| + sup [(E[Am|X] = Am, 05)[}
NE€ELm NE€ELm
= (¢ + 1)V Dun{sup [v(p,)| + sup [U(py)]}
NE€Lm NELm

where v(p,) = O —E\m|X], ©n), and v(py) = (EAm|X] = A, ). Using (5.7) and the estimate
lav1—0bV1| <|a—b|, we obtain

P(E) =Pl Amlloc V1 = [[Alloc V 1] = 3/4 - (Al V 1))
<P(Am = Amlloo = 1/2 ([[Allso V 1))
<P((g+1)vDn Sup v (on)| = 1/4 - ([[Alloo V 1))
NeLlm
+P((q+1)V/Dn Sup T (@n)| = 1/4 - ([[Alloo V 1))
N€Lm

<D [Palpn) 2 &) +P(—vnlen) 2 &) + P (Tnlpn) = &) + P (=nleg) 2 )],

NE€ELm

where ¢ = %. We will now obtain upper bounds for the probabilities on the right-

hand side via Bernstein type inequalities. Note that ||¢,| = 1 and ||¢yllec < /(¢ + 1)Dn. By

application of Proposition B.7 we obtain

P (v () = €) < exp ( nTe’ )

T 2lnlZ M oo/ FE 4273 € enlloa/ fo
< ox (_1( nT&? A 3nT¢ ))
=P TL a2 (e VO /FZ " Tlonlloo/ o
T f3( Moo V 1) nTf2
= oxp (‘ 64(q + 1)°D2, ) = oxp (‘64@ n 1>3Da>

Analogously, exploiting Proposition B.6, we get

P (£0n(py) =€) < exp (—M) ’

and hence
= n(fo A ng)
P(=°) < 4D - 0 )
=) < oo (G
. . . —_ foAfET n _
Assumption (m2) finally implies P(Z€) < %%% nm¥2 <L O
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5.3. Adaptive estimation

n=250, T=1 n=250, T=10 n=250, T=100

Figure 3.: Outcome of 25 replications (in grey) of the fully data-driven estimator in the non-parametric Poisson
regression model for n = 250 and different values of T'. The true regression function (in black) is given
through A(z) = 20z(1 — z)(z — 0.5) + 4.

n=1000, T=1 n=1000, T=10 n=1000, T=100

Figure 4.: Outcome of 25 replications (in grey) of the fully data-driven estimator in the non-parametric Poisson
regression model for n = 1000 and different values of T'. The true regression function (in black) is given
through A\(z) = 20z(1 — z)(z — 0.5) + 4.

Note that we the have considered the parameter T' > 0 as a fixed constant in our setup. However,
our analysis has en passant shown that our estimator performs better for larger values of T" which
is intuitively clear. It might be worth to have a closer look on the effect of the parameter T and,
more precisely, the interplay of n and T in future work.

As in the previous chapter, the numerical constants in the definition of the penalty in (5.6) are
too large in order to obtain a practicable estimator for small sample sizes. As usual in model
selection frameworks, a reasonable constant for the definition of the penalty might be found by
means of some calibration experiments. Figures 3 and 4 provide, for the sake of illustration,
outcomes of some simulations for the fully data-driven estimator for different values of n and T
in the case that the constant is set equal to 2 (in the Gaussian regression framework, this choice
of the constant is known as Mallow’s Cy,, cf. [BBM99], p. 313). The unknown regression function
in this illustrative simulation is A(z) = 20z(1 — x)(z — 0.5) 4+ 4 and the auxiliary estimator was
Xm with m = (0, 10), that is, //\\m is chosen as a histogram estimator. As one would expect from
the definition of the penalty, smaller values of n and T favour the selection of less complex models
with few basis functions.

5.3.3. Auxiliary results

LEMMA 5.9. For all k € {0,...,n}, we have

~ 2k +1 2k +1
El(sup(@n,tﬂz—iﬂr ) —
L

< K {Zexm—z@(zk )+ exp(—m,m}

teBy

with strictly positive numerical constants Ky, Ks, and Ks.
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5. Non-parametric Poisson regression

Proor. With ¢ € By, we associate the function

0<[jI<k
Evidently, for X ~ f we have E[ry(X)] = > o<; <x[t];[A];. Consequently, one has the identity
But) = 13 ()~ Bir(x)
ny - T i)l
i3 !

and ((:)n, t) will take the role of v, (-) in Lemma B.4. We now check the preconditions concerning
the existence of suitable constants My, H and v in the framework of Lemma B.4.

Condition concerning My : We have

2

©; ()
sup [|r;|% = sup sup |ry(y)]> < sup sup [ D[ty > N3
tEBy teBy y€(0,1] teBk y€e(0,1] 0<j1<k 0<j1<k ()

< IMIE

C2k+1)<p-(2k+1),

- fs
and we can put M := (p- (2k +1))V/2.
Condition concerning H: We have
n 2
Elsup (8,7 < E [sup | 37 [ Z{ i%m&
teBy teBy 0<|]|<k 0<|j|<k li=1 X
1 ©;(X1) 1 ?
— AMX < - )\ X
0<|5]< 0<|jl<k
2
< 2k+1 ||>\||OO <4 2k:—|—1,
n fo n

(u~(2k+1)>1/2.

and thus by Jensen’s inequality we can put H := -

Condition concerning v: For arbitrary t € By, it holds

2

Var (ry(X)) = Var | > [t]j“’j(X)A(X) <E > [t]j%(j(()/\(X) <

0<|jl<k

Thus, we can take v := p and the statement of the lemma follows now by applying Lemma B.4
with € = %. O

In order to deal with the terms Oy in the proof of Theorem 5.6 we need to the following
conditional version of Proposition 2.13. Since the proof is exactly the same as in the unconditional
case (replacing all probabilities and expectations by their conditional counterparts), we omit the
proof.

LEMMA 5.10. Let Ny,...,N, be independent Cox processes driven by finite random measures
M, Nn (that is, given n;, N; is a PPP with intensity measure 1;) that are conditionally in-
dependent given 1, ..., M. Set vn(r) = L3S0 { [y r(@)dNi(z) — [y r(z)dnk(x)} for r contained
in a countable class of real-valued measumble functions. Then, for any € > 0, there exist constants
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5.3. Adaptive estimation

c1, Cg = %, and c3 such that
2

E [(fg}; [vn (1) = c(E)H2)+ |77] < {Z exp (—025"f2> + CQJZI)TLQ exp <_CSC(5)\/g§Z>}

where C(e) = (V1+e—1) A1, c(e) = 2(1 + 2¢) and My, H and v are such that (denoting
n=(m,--:mn))

sup ||7llec < My, E[sup |vn(r)|ln] < H, sup Var </ r(x)de(x)|n> <wv Vk.
reR reR recR X

We need Lemma 5.10 to prove the following Lemma 5.11. The crucial fact that we will exploit
here is that the constants M7, H and v in the statement of Lemma 5.10 can be chosen independently

from the underlying directing measure in our specific setup. Thus, we obtain the identical bound
also for the unconditional case.

LEMMA 5.11. With the notation from the proof of Theorem 5.6 it holds for all k € {0,...,n}

E [(sup (82 — 50y - e DIog(n + 2>) ] < K} {Mexm—zlogm 2)
teBy +

nT nT

+ @kt D exp(—Ké\/Tﬁ)}

n2772

with strictly positive numerical constants K| and K}.

PRrROOF. Given X = (X1,...,X,), we can write Y; as fOT dN;(s) where N; is a Poisson process
with homogeneous intensity equal to A\(X;). Thus, conditional on X, it holds

A o 1 S T 0i(Xs) J10.9
Ot = nT os%:szc[t]j ; { o Sf(X3) ANi(s) - J(X5) 'T/\(X»}

1 ¢ T T
= ; {/0 r¢(s)dN;(s) —/0 Tt(s)/\(Xi)ds}

where ¢ is the function given by r,(s) := £ 3, <ij<kltl; % (note that this is a constant function
given X). We now check the preconditions concerning the existence of suitable constants My, H

and v from Lemma 5.10.

Condition concerning My: We have

1 ©;(Xy) 1 9 @3 (X;)
sup [|Ire|2 = sup — | Y [t <sup = [ > (W] D
teBy < teBy T2 0<|5|<k ! f(Xz) teBy T2 0<|jl<k ! 0<|j|<k f2(X’L)
< 2k +1
— T2 g b)

and we can take My := £+/p- (2k + 1).

Condition concerning H: It holds

E[sup [(©n, )" X] < sup | D> |[t];)?
teBy, teBy 0<||<k
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5. Non-parametric Poisson regression

0<|j|<k i=1
1 T p(X1)
< Z Var( J dN1(s)| X,
= o7
e o J(%)
1 T p3(Xi)
- 3 | Bpads
nT 0<j1<k 0 f2(X5)
2%l 1 Al _ 2%+ g
) T f&@ — n T

Thus, we can put H := (W 1/2.

nT

Condition concerning v: For arbitrary k € {0,...,n} and ¢t € By it holds

T T ‘
Var </o T“t(s)de(S)Xk> = /o e (8)PA(X1)ds < T - [ Moo - [I7el|% < Tifg 2k +1),

and we can put v = & - (2k +1).
We can apply Lemma 5.10 with € = 12 which yields

(sup [ (2’““)1‘°g("+2)> |X1 <
+

E
teBy nT

K {(an_;})’u exp(—2log(n +2)) + % exp(—Kj \/m)} :

Because the right-hand side of the last estimate does not depend on X, taking expectations on
both sides implies the assertion of the lemma. ]
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6. Conclusion and perspectives

In the first part of this thesis, we have derived concentration inequalities for maxima of empirical
processes associated with Poisson point processes. In the second part, we have considered different
non-parametric models related to point processes and demonstrated that the concentration results
from the first part turn out to be useful for the theoretical study of adaptive non-parametric
estimators.

During the research which led to the results of this thesis, some questions have arisen that might
be worth being dealt with in future research projects:

Concerning the first part of the thesis, it might be of interest whether the concentration results
derived in Chapter 2 in a setup with Poisson processes can be transferred to more general point
process setups, for instance setups with Cox processes. Moreover, our method of proof might also
be appropriate in order to derive concentration inequalities for general stochastic integrals: our
results from Chapter 2 might then be seen as special cases where the integrator is just a Poisson
process.

In the second part of the thesis, we have assumed throughout that the observations in the
considered non-parametric estimation problems are i.i.d. samples. It should be possible to transfer
methodology recently derived in [AJ16a] and [AJ16b] (these papers dispense with the independence
assumption and replace it with suitable mixing-conditions), to at least some of our problems.

In the context of Chapter 4, it might be of interest to study adaptive estimation procedures not
only for the two models considered in this thesis, but under the more general assumption that the
errors ;; are only stationary (note that some of the arguments used in the proofs of Chapter 4
fail to hold in this general framework). In addition, the question of lower bounds with respect to
both sample sizes n and m remains open in the setup of model 2.

For the analysis of the Poisson regression problem in Chapter 5, we have restricted ourselves to
an orthonormal series estimator in terms of the standard trigonometric basis. Since the properties
of this basis (for instance, the boundedness of the basis functions) were exploited only at some
places, it would be of interest to investigate whether our analysis can be performed also under
weaker assumptions that are often used in papers using model selection techniques (cf., for instance,
Assumption N in [BM97] or Assumption 4 in [Com01]).

Besides non-parametric estimation, non-parametric testing following along the guidelines of the
general theory developed in [IS03] might be considered, for instance, in the setup of Chapter 4.
There is already some work on hypothesis testing for Poisson point processes in case of direct
observations, that is, the framework of Chapter 3, see [IK07], for instance. Furthermore, there
exist already papers on non-parametric testing for inverse problems, for example [ISS12] where a
Gaussian sequence space model is considered. A starting point for a research project here might
be to combine ideas both from [IKO07] and [ISS12] in order to develop non-parametric testing
procedures for the setup of Chapter 4.
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A. Hellinger distance between (probability) measures

Let (€2, <) be a measurable space and P1,[P; be probability measures on ({2, .«7). Let us assume
that there exists a o-finite measure v on (£2,.2/) such that P; < v and P, <« v. By the Radon-

Nikodym theorem, P, P> have densities with respect to v which we denote with p; = % and

P2 = Cfi% respectively.

DEFINITION A.1. The Hellinger distance between Py and P5 is defined via

H(Ew P = ( [ [V - @f)m - ([ - v

REMARK A.2. The Hellinger distance H(IP;,P3) does not depend on the choice of the dominating
measure v.

1/2

LEMMA A.3 ([Rei89], Lemma 3.3.10 (i)). Let P = @, P;, Q = @, Q; be product probability

measures. Then

2(P,Q) < 3 H2(P;, Q).

i=1

Let P; and P; be probability measures on the same measurable space and T a measurable map
into another measurable space. Denote by P7 the probability measure induced by P; and T', that
is PT(B) = P,(T € B).

LEMMA A.4 ([Rei89], Lemma 3.3.13).
HPT,PT) < H(Py, Py).

DEFINITION A.5. The Hellinger affinity between Py and Py is defined via

Pl,]P)Q / v d]P)ldPle/

LEMMA A.6 ([Tsy08], Section 2.4).

H?(Py,P)

In analogy to the definition for probability measures, one can also define the Hellinger distance
between measures 1 and po.

DEFINITION A.7. Let u; and uo be measures on the same measure space. Then, the Hellinger
distance between p; and pso is defined via

1/2

H(p, p2) (/ [V = V/ha)? dﬂo)

where h; is a density of u; with respect to the measure pg.

THEOREM A.8 ([Rei93], Theorem 3.2.1). For i = 1,2, let N; be Poisson processes with finite
intensity measures p;, respectively. Then
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A. Hellinger distance between (probability) measures

(i) H?>(PN,PN2) =2 {1 — exp(—3 H? (1, p12)) },
(i) H(PNt,PN2) < H (1, p2).
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B. Auxiliary results

THEOREM B.1 ([Pet95], Theorem 2.10). Let X1, ..., X, be independent random variables with zero
means, and let p > 2. Then

E l|ZXk|p
k=1

where C(p) is a positive constant depending only on p.

< Clpyn?*' Y B[ Xil?]
k=1

THEOREM B.2 (Chernoff bound for Poisson distributed random variables, [MUO05], Theorem 5.4).
Let X be Poisson random variable with parameter p.
(i) If x > p, then
e (ep)”
x®

P(X >x) <

(ii) If © < p, then
e (ep)”

P(X <z)<
(X <o)<~

THEOREM B.3 (Hoeffding’s inequality, [BLM16], Theorem 2.8). Let X1,...,X, be independent
random variables such that X; takes its values in [a;,b;] almost surely for all i <n. Let

n

S =) (X; - EX;).

i=1
Then for every t > 0,

p(SZt)SeXP(z?_l(Qbf—w>'

A consequence from the classical Talagrand inequality

The following lemma is a consequence from Talagrand’s inequality and is taken from [CL15]. For
a detailed proof, we refer to [Chal3].

LEMMA B.4. Let X1,...,X, bei.i.d. random variables with values in some Polish space and define
vn(s) = 1570 s(Xy) — E[s(X;)], for s belonging to a countable class S of measurable real-valued

n
functions. Then, for any e > 0, there exist positive constants c1, co = %, and c3 such that

(i‘é? ln(5)]2 — c(e)H2>+] <q {Zexp (CQE”if 2) + CfgnQ exp (%C’(s)ﬁ}ﬁ) } :

with C(e) = (V1+e—1) A1, c(e) = 2(1 + 2¢) and

E

sup ||slco < My, Esup |v,(s)|]] < H, and sup Var(s(X;)) <w.
seS seS seS

REMARK B.5. In the case that one wants to consider complex-valued functions s, the statement of
Lemma B.4 holds true with the quantity c(e) replaced with c(e) = 4(1 + 2¢).
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B. Auxiliary results

Bernstein type inequalities

PROPOSITION B.6 (Bernstein’s inequality, [BLM16], Corollary 2.11). Let X7,...,X,, be indepen-
dent real-valued random variables with |X;| < b for some b > 0 almost surely for all i < n. Let
S=%",(X;—EX;) andv =73 | E[X?]. Then

t2
PS>t < —_— .
(§21) < oxp ( 2(v+bt/3))
ProposITION B.7 ([RBO03], Proposition 7). Let N be a PPP on some measurable space (X, Z)

with finite intensity measure p. Let g be a measurable function on (X, 2), essentially bounded,
such that [y g*(x)p(dx) > 0. Then

t2
¥ (/Xg(x)(‘”v(” ~ pldr)) 2 t) = o <_2(fx P@aldn) - ||g||oot/3>) B
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Notation

N
Np
Z
R
C

Rz

Sz

14

an < by

a, < b,

argmin, . f(t) (T C Ny finite)
H(p,v)

p(P1,P2)

Il

Il lloo

I+ llop

Acronyms

{1,2,...}

{0,1,2,...}

{..,-2,-1,0,1,2,...}

Set of real numbers

Set of complex numbers

Real part of a complex number z

Imaginary part of a complex number z

Indicator function of the event A

3C > 0 such that a,, < Cb, Vn € N

an < by and b, < a, hold simultaneously

By convention the minimal ¢* € T such that f(t*) = minser f(t)
Hellinger distance between (probability) measures Py and Py
Hellinger affinity between probability measures P; and P
L2 norm

Sup norm

Operator norm

LCCB space Locally compact second countable Hausdorff space
PPP Poisson point process
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