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Abstract

Most existing data is stored in unstructured textual formats, which makes their subsequent
processing by computers more difficult. The Open Information Extraction (OpenIE) paradigm
aims at structuring the knowledge that is contained in text into more machine readable
formats. An OpenIE system (usually) extracts triples—(“subject”; “relation”; “object”)—
from natural language text in an unsupervised manner, without having predefined relations.
OpenIE extractions are used for improving deeper language-understanding tasks, including
KB population, link prediction and text comprehension.

A common problem for such systems is that they often extract triples which contain
unnecessarily detailed constituents. For instance, the phrases “the great Richard Feynman”
and “Richard Feynman” have the same meaning, but the first phrase contains redundant
words—“the” and “great”—that do not alter the meaning of the head phrase “Richard
Feynman”. Such redundant words pose difficulties for using OpenIE in downstream tasks,
such as linking entities for KB population. In this thesis, we propose MinIE, an OpenIE
system which aims to remove words from the triples that are considered to be overly-specific
without damaging the triple’s semantics. The methods proposed in MinIE are domain-
independent and could in principle be integrated into any other OpenIE system.

OpenIE extractions are most useful when they are available in large quantities. Our
second contribution, therefore, is OPIEC, which is the largest publicly available OpenIE
corpus to date (containing 341M triples). OPIEC was constructed from the entire English
Wikipedia and it contains the links found in the Wikipedia articles, thus reducing ambiguity in
certain cases. Such OpenIE triples with unambiguous arguments are useful for bootstrapping
OpenIE extractors as well as for downstream tasks such as KB population.

Our final contribution is an analysis of OPIEC. Such analysis is difficult to perform due
to the openness and ambiguity of OpenIE extractions. Therefore, we compared the content
of OPIEC with reference KBs (DBpedia and YAGO), which are not ambiguous and are also
constructed from Wikipedia. Our analysis is (mostly) manual and reveals findings about
semantic relatedness between OpenIE corpora and KBs, which are important for downstream
tasks such as KB population (e.g., the study suggests that most knowledge found in OpenIE
triples is relevant for the current KBs and it is not present in the KBs).





Kurzfassung

Der Großteil der existierenden Daten liegt in unstrukturierten textuellen Formaten vor, was
die anschließende rechnergestützte Verarbeitung erschwert. Das Open Information Extrac-
tion (OpenIE)-Paradigma zielt daher darauf ab, das Wissen, welches im Text enthalten ist,
in ein maschinenlesbares Format zu strukturieren. Hierbei extrahiert ein OpenIE-System
(üblicherweise) Tripel—(“Subjekt”; “Relation”; “Objekt”)—aus natürlichsprachigem Text
in unüberwachter Art, ohne dabei auf vordefinierte Relationen zurückzugreifen. Die resul-
tierenden OpenIE-Extraktionen werden dazu verwendet, um Aufgaben des tieferen Sprachver-
stehens zu verbessern, z.B. zur Population von Knowledge Bases (KBs), zum Vorhersagen
von Links und zum Textverstehen. Ein bekanntes Problem solcher Systeme ist jedoch,
dass sie oft Tripel extrahieren, welche unnötige, detaillierte Bestandteile enthalten. Zum
Beispiel haben die beiden Ausdrücke “the great Richard Feynman” und “Richard Feynman”
die gleiche Bedeutung, aber der erste Ausdruck enthält redundante Wörter—“the” und

“great”—, die Bedeutung des Head-Ausdrucks “Richard Feynman” nicht verändern. Solche
redundanten Wörter stellen die Verwendung von OpenIE in Downstream-Aufgaben, wie
z.B. beim Verknüpfen von Entitäten für die Population von KBs, vor Schwierigkeiten.

In dieser Thesis schlagen wir MinIE vor: Ein OpenIE-System, welches zum Ziel hat,
Wörter, die als überspezifisch angesehen werden, aus den Tripeln zu entfernen, ohne dabei
die Semantik des Triples zu beschädigen. Die mit MinIE vorgeschlagenen Methoden sind
domänenunabhängig und können prinzipiell in jedes andere OpenIE-System integriert wer-
den.

OpenIE-Tripel sind am nützlichsten, wenn sie in großen Mengen vorhanden sind. Unser
zweiter Beitrag ist daher OPIEC, welches mit 341 Mio. Tripeln das derzeit größte öffentlich
verfügbare OpenIE-Korpus ist. OPIEC wurde aus der englischsprachigen Wikipedia erzeugt
und enthält die Verknüpfungen aus Wikipedia, womit Ambiguität in manchen Fällen reduziert
wird. OpenIE-Tripel mit eindeutigen Argumenten sind nützlich, um OpenIE-Extraktoren zu
bootstrappen und um Downstream-Aufgaben, wie z.B. die Population von KBs, besser zu
unterstützen.

Unser finaler Beitrag ist eine Analyse von OPIEC. Aufgrund der Offenheit und Ambi-
guität von OpenIE-Extraktionen ist eine solche Analyse schwierig durchzuführen. Daher
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vergleichen wir den Inhalt von OPIEC mit Referenz-KBs (DBpedia und YAGO), welche
nicht uneindeutig sind und auch aus Wikipedia konstruiert wurden. Unsere (hauptsächlich)
manuelle Analyse offenbart semantische Zusammenhänge zwischen OpenIE-Korpora und
KBs, welche wichtig für Downstream-Anwendungen, wie z.B. Population von KBs, sind. So
schlagen die Ergebnisse der Studie beispielsweise vor, dass das meiste Wissen, welches in
OpenIE-Triplen vorhanden ist, relevant für aktuelle KBs ist, aber nicht in diesen gefunden
werden kann.
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Chapter 1

Introduction

Open Information Extraction (OpenIE) [Banko et al. 2007] is the task of extracting infor-
mation from natural language text data into machine-readable format in an unsupervised,
domain-independent manner. In contrast to traditional IE systems, OpenIE systems do not
require an upfront specification of the target schema—e.g., target relations—or access to
background knowledge; e.g., a Knowledge Base (KB). Instead, extractions are (usually)
represented in the form of surface subject-relation-object triples. Consider the input sentence

“Bill Gates, who is the co-founder of Microsoft, lives in Seattle”. An OpenIE system should
extract the following extractions: (“Bill Gates”; “is co-founder of”; “Microsoft”) and (“Bill
Gates”; “lives in”; “Seattle”). OpenIE extractions serve as an input for deeper natural
language understanding tasks such as relation extraction [Riedel et al. 2013; Petroni et al.
2015], automated knowledge base construction [Dong et al. 2014], question answering [Fader
et al. 2014], word analogy [Stanovsky et al. 2015], information retrieval [Löser et al. 2011;
Kadry and Dietz 2017] and knowledge base population [Lin et al. 2020].

One common problem of OpenIE systems is that they extract triples which are considered
to be overly-specific [Fader et al. 2011]. An OpenIE triple is considered as overly-specific if it
contains words such that, if removed, the semantics of the triple remains unchanged. Consider
the OpenIE triple (“The great Michael Jordan”; “grew up in”; “Wilmington”). This triple
is overly specific, because if we remove the words “the great” from the subject, the triple
would not lose its meaning (“the great” is merely a detail about the entity “Michael Jordan”).
Once we remove such overly-specific detailed words, we get a triple which we consider
to be more compact. Thus, the triple (“Michael Jordan”; “grew up in”; “Wilmington”)
is more compact (for more elaborate discussion on compactness, refer to Section 2.1.2).
Overly-specific triples may pose difficulties for their use in downstream tasks. For example,
Lin et al. [2020] report that such lack of compactness in the extractions produced by some
OpenIE systems posed difficulties for linking the entities of OpenIE triples to a KB, which in
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turn causes problems for the task of KB population. Therefore, aiming for compactness of
OpenIE extractions could result into producing extractions which are potentially more useful
for downstream tasks.

As a first contribution of this thesis, we propose MinIE [Gashteovski et al. 2017], an
OpenIE system that aims at producing more compact OpenIE extractions. With MinIE,
we propose methods for producing more compact OpenIE extractions that are generated
by prior OpenIE methods. In particular, MinIE is built on top of ClausIE [Del Corro and
Gemulla 2013], which is an OpenIE system that extracts OpenIE tuples with high precision
and recall. ClausIE, however, produces overly-specific extractions. To address this issue,
MinIE uses the extractions from ClausIE as an input, and subsequently processes them for
compactness. Our experimental study shows that the methods for compactness proposed in
MinIE do not hurt the precision of the extractions significantly. Even though MinIE is based
on ClausIE, the methods for compactness proposed by MinIE are domain independent and
can be, in principle, applied to other OpenIE systems. Subsequent work demonstrated the
usefulness of the extractions produced by MinIE w.r.t. other downstream tasks, including
KB population [Lin et al. 2020], fact salience [Ponza et al. 2018] as well as for specializing
the compactness methods to specific domain [Lauscher et al. 2019]. The details about the
methods for compactness in OpenIE are discussed in Chapter 3.

Once OpenIE systems are applied on large text corpora, they can produce massive
amounts of OpenIE triples [Gashteovski et al. 2019]. Such large OpenIE corpora are used
for many downstream tasks, including question answering [Yan et al. 2018], automated
knowledge base construction [Dong et al. 2014] and open link prediction [Broscheit et al.
2020]. Moreover, OpenIE corpora are used for more human-centric tasks as well, including
text summarization with salient facts [Ponza et al. 2018; Sheng and Xu 2019; Sheng et al.
2020] or explainability of entity-ranking for information retrieval [Kadry and Dietz 2017].
For these reasons, it is important to have large publicly-available OpenIE corpora, which
can be used for many different downstream tasks. Therefore, the second contribution of this
thesis is OPIEC [Gashteovski et al. 2019], the largest publicly-available OpenIE corpus to
date, which contains more than 341 million OpenIE triples. Subsequent work showed that
OPIEC is useful resource for downstream tasks such as open link prediction [Broscheit et al.
2020] and entity aspect linking [Nanni et al. 2019]

OPIEC was constructed by running a version of MinIE on the textual part of the articles
of the entire English Wikipedia. To make the corpus less ambiguous, we retained the original
links found in the text in the Wikipedia articles. Thus, some of the triples have disambiguated
arguments. Reducing such ambiguity in OpenIE triples is useful for downstream tasks such
as open link prediction [Broscheit et al. 2020] and knowledge base unification [Delli Bovi
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et al. 2015a]. Because much of the OpenIE triples are noisy, we created two less-noisy
subcorpora: OPIEC-Clean and OPIEC-Linked. In OPIEC-Clean we kept the OpenIE triples
that contain arguments which are either entities or concepts and in OPIEC-Linked we kept
the triples which contain disambiguated arguments on both sides. The details about the
construction of OPIEC, as well as its statistics, are discussed in Chapter 4.

Because large OpenIE corpora are used in different downstream tasks [Mausam 2016;
Gashteovski et al. 2019], it is important to have an intrinsic in-depth semantic analysis of such
corpora, which is not dependent on a particular downstream task. Such semantic analysis
can provide insights about the information content of the OpenIE corpus. Therefore, the
third contribution of this thesis is a semantic analysis of such large OpenIE corpora; namely,
a semantic analysis of OPIEC. Large OpenIE corpora, however, can be quite ambiguous,
because their extractions are merely surface patterns, which makes their semantic analysis
difficult. For example, the phrase “Michael Jordan”—which could be an argument in
an OpenIE triple—refers to 13 people in Wikipedia. Similarly, the open relations in the
OpenIE triples are strings that do not have precise semantics. Such ambiguity in OpenIE
extractions makes the semantic analysis of large OpenIE corpora difficult. For the purpose of
the semantic analysis, we used OPIEC-Linked to reduce the ambiguity. We then compared
the OPIEC-Linked corpus with the DBpedia KB, because KBs are resources that contain
triples which are not ambiguous; i.e., both the relations and the arguments are semantically
precise concepts. Moreover, OpenIE corpora are often used in combination with KBs for
improving the performance of different downstream tasks, which is another reason why such
semantic analysis that is not dependent on a particular downstream task is important.

When the arguments are disambiguated, OpenIE corpora are aligned with KBs for
performing downstream tasks, such as KB population [Lin et al. 2020], slot filling [Angeli
et al. 2015] or even for learning extraction rules for improving OpenIE systems themselves
through the distant supervision assumption [Weld et al. 2009; Wu and Weld 2010; Mausam
et al. 2012; Yahya et al. 2014; Saha et al. 2017]. Such alignments are usually measured
w.r.t. the downstream task at hand [Angeli et al. 2015; Lockard et al. 2019] and do not
provide in-depth semantic analysis of the OpenIE corpus. In Chapter 5, we perform both
automated and manual semantic analyses of OPIEC w.r.t. reference KBs. These analyses
are not dependent on a particular downstream task. We found that it is difficult to map open
relation to KB relation due to high ambiguity and that it is safer for such mappings to be done
on instance level. For the distant-supervision assumption in OpenIE, we found that it holds
in general, though the OpenIE triples are usually more specific than the KB facts. We also
observed that while many OpenIE triples can be expressed with a single KB fact, they often
cannot be fully expressed. We found, however, that the use of KB formulas significantly
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improves the expressibility of an OpenIE triple w.r.t. reference KB. Next, we observed that
the information contained in most OpenIE triples that are relevant for the KB are not present
in the KB. This shows the potential of knowledge that is contained in OpenIE corpora which
can be harnessed for the relevant KBs. Finally, we made experiments on the transferibility of
our semantic analysis. Our experiments suggest that our findings generally transfer over to
other OpenIE systems and are not limited only to MinIE.

The rest of the thesis is structured as follows: in Chapter 2 we discuss some preliminaries
for understanding the rest of the thesis as well as related work; Chapter 3 discusses methods
for compact OpenIE with MinIE; In Chapter 4 we discuss OPIEC—an OpenIE corpus—and
perform in-depth data profiling; In Chapter 5 we analyse how the OpenIE extractions of
OPIEC are aligned with structured KBs; Finally, in Chapter 6 we conclude the thesis and
speculate about possible future directions of research.



Chapter 2

Preliminaries and Related Work

In this chapter, we discuss related work for OpenIE as well as some preliminaries that
are necessary for understanding the rest of the thesis. We first discuss Open Information
Extraction (OpenIE) in general (Section 2.1). In particular, we discuss common extraction
formats, compact OpenIE, methodologies for constructing OpenIE systems, OpenIE systems
in different natural languages and methods for evaluation. Next, we discuss publicly available
OpenIE corpora, their main properties and how they are used (Section 2.2). Finally, we
discuss the concept of Knowledge Bases (KBs)—as well as several publicly available KBs—
and how they play a role within the context of OpenIE (Section 2.3).

2.1 Open Information Extraction

As discussed in Chapter 1, OpenIE is the task of extracting relations and their arguments from
natural language sentence in unsupervised manner. For instance, given an input sentence

“Barack Obama, who served as President of the United States, was born in Honolulu”,
an OpenIE system should extract the following triples: (“Barack Obama”; “served as”;

“President of the United States”) and (“Barack Obama”; “was born in”; “Honolulu”).

Most commonly, OpenIE systems extract schemaless triples from an input sentence. In
principle, OpenIE representations represent knowledge that is found in natural language
sentences into structured machine-readable form. Contrary to traditional information extrac-
tion pipelines, OpenIE systems do not require predefined schemas. Standard IE systems are
limited by the predefined schemas, which makes them unable to extract information that goes
beyond the schemas. On the other hand, OpenIE systems, in principle, are able to extract
any form of relation between two entities, which makes them scalable w.r.t. the diversity of
natural language.
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OpenIE extractions are useful for numerous downstream tasks, including question answer-
ing [Yan et al. 2018; Khot et al. 2017; Fader et al. 2013], information retrieval [Kadry and
Dietz 2017; Löser et al. 2011], slot filling [Yu et al. 2017; Angeli et al. 2015; Soderland et al.
2015a;b; 2013], event schema induction [Balasubramanian et al. 2013], text summarization
[Ponza et al. 2018], knowledge base population [Lin et al. 2020; Wolfe et al. 2017] entity
aspect linking [Nanni et al. 2019], link prediction [Gupta et al. 2019] and open link prediction
[Broscheit et al. 2020].

2.1.1 Extraction Formats

OpenIE Triples

Most OpenIE systems output their extractions as triples having the form of (“subject”; “rela-
tion”; “object”). The main reason for such output format is because this particular structure
makes the OpenIE outputs useful for downstream semantic tasks, such as text comprehension
tasks [Stanovsky et al. 2015], knowledge base population [Lin et al. 2020], link prediction
[Gupta et al. 2019] and open link prediction [Broscheit et al. 2020]. OpenIE triples, however,
may be accompanied with further context in the form of semantic annotations, which help in
capturing a more precise meaning of the information contained in the triple.

Contextual Semantic Annotations

Even though OpenIE triples are used in many downstream tasks and can (usually) represent
a coherent piece of information, still sometimes it is hard to represent complex information
within a single OpenIE triple. For these reasons, some OpenIE systems introduced semantic
annotations, which provide further contextual information that accompanies the OpenIE
triple.

One of the earliest such OpenIE system is OLLIE [Mausam et al. 2012], which introduced
the notions of Clausal modifier and attribution in the context of OpenIE extractions. The
clausal modifier annotation supplies context for the extraction, which is provided by a
dependent clause. The attribution is the provider of the information that is contained in the
extraction (if found in the sentence). Consider the input sentence “Angela Merkel believes
that between 60% and 70% of the population will be infected by coronavirus if no action is
taken”. From that sentence, OLLIE extracts:

(“between 60% and 70% of the population”; “will be infected by”; “coronavirus”)

Clause Modifier: “if no action is taken”
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Attribution: “Angela Merkel believes”

Other OpenIE systems also exploited the annotations for clausal modifier (e.g. RelNoun
[Pal and Mausam 2016] and CALMIE [Saha and Mausam 2018]) and attribution (e.g. MinIE
[Gashteovski et al. 2017]). In similar spirit, contextual annotations could represent other types
of semantic annotation about the OpenIE triple, including polarity, modality [Gashteovski
et al. 2017], space, time [Christensen et al. 2011], condition and contrast [Cetto et al. 2018].
In certain scenarios, such more complex representations of OpenIE extractions are useful for
downstream tasks, such as question answering [Bhutani and Jagadish 2019].

N-ary Extractions

To capture more complicated information content from a sentence, other OpenIE systems
structure their outputs into n-ary tuples (e.g. KrakeN [Akbik and Löser 2012], ClausIE
[Del Corro and Gemulla 2013] and OpenIE 4 [Mausam 2016]). The goal of such repre-
sentations is to be able to represent information which cannot be easily represented with
binary relation (i.e. a triple). For example, suppose we want to extract information from the
following sentence: “NZ Natural is brand of bottled water collected in New Zealand”. We
could represent the information from this sentence either as a triple or an n-ary tuple:

(“NZ Natural”; “is brand of bottled water collected in”; “New Zealand”)

(“NZ Natural”; “is brand of”; “bottled water”; “collected in”; “New Zealand”)

In the first extraction (the triple), the entities NZ Natural and New Zealand are related
with a rather complex relation. Such relations are not compact, because they contain many
different detailed concepts and predicates (e.g. the relation in the triple involves the concepts
for brand and bottled water as well as predicates indicating is-a relation and something being
collected in a location). In the second case (the n-ary tuple), the same entities are still related
(NZ Natural and New Zealand), though the information representation is more expressible.
This representation enables to separate the different concepts and the different predicates
from the complex relation into separate chunks.

Nested Extractions

Another way to structure more complex information of natural language sentences is by
representing the OpenIE output as nested extractions. In fact, such systems extract triples
from the sentences, though an argument might be a whole triple itself (hence, nested struc-
tures). Consider the sentence “After celebrating the elections victory, Angela Merkel gave a
speech”. An OpenIE system might extract the following nested extractions:
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(“The great Richard Feynman”; “worked jointly with”; “Freeman Dyson”)

(“Richard Feynman”; “worked with”; “Freeman Dyson”)

minimization

overly-specific relationoverly-specific argument

compact OpenIE extraction

overly-specific OpenIE extraction

𝑡1 =

𝑡2 =

Fig. 2.1 Example of overly-specific OpenIE extraction and its corresponding compact OpenIE
extraction

t1: (“Angela Merkel”; “be celebrating”; “elections victory”)

t2: (“Angela Merkel”; “gave”; “speech”)

t3: (t2; “after”; t3)

Nested OpenIE systems include CSD-IE [Bast and Haussmann 2013], NestIE [Bhutani
et al. 2016] and Graphene [Cetto et al. 2018]. Bhutani and Jagadish [2019] suggest that such
nested OpenIE extractions are useful for question answering.

2.1.2 Compact OpenIE

A common problem for OpenIE triples is that they can often be overly-specific.1 An OpenIE
triple is considered as overly-specific if it comprises a relation (or an argument), which
contains words that, when removed, do not change the semantics of the triple (i.e. they are
redundant w.r.t. the semantics of the triple).

Consider the example shown on Figure 2.1. The OpenIE triple t1—(“The great Richard
Feynman”; “worked jointly with”; “Freeman Dyson”)—is overly-specific, because it con-
tains an overly-specific argument (“The great Richard Feynman”) and an overly-specific
relation (“worked jointly with”). For the argument, the words “The great” are merely details
of the noun phrase, which do not change the meaning of the phrase if they are removed
(i.e. “the great Richard Feynman” has virtually the same meaning as “Richard Feynman”).
In the same manner, the open relation “worked jointly with” has the same meaning as the
open relation “worked with”.

The overly-specific OpenIE triples can be reduced to compact OpenIE extractions through
the process of minimization (Figure 2.1). In our working example on Figure 2.1, the overly-

1For simplicity, in this section we discuss only the case for OpenIE triples. Note that the claims in this
section hold true for other OpenIE extraction formats as well (e.g. for n-ary OpenIE extractions).
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specific words (“the great” from the subject and “jointly” from the relation) are dropped
(i.e. the triple is minimized). The resulting OpenIE triple t2—(“Richard Feynman”; “worked
with”; “Freeman Dyson”)— is compact w.r.t. the original overly-specific triple (t1), because
we eliminated words from t1 without changing the triple’s meaning. Consequently, we can
compare compactness (i.e. one triple might be more compact than another). Consider the
OpenIE triple t3 = (“Richard Feynman”; “worked jointly with”; “Freeman Dyson”). The
OpenIE triple t3 is more compact than t1, but less compact than t2.

MinIE [Gashteovski et al. 2017] is an OpenIE system that aims to produce more compact
extractions. In Chapter 3, we discuss in details how MinIE provides methods for minimizing
OpenIE extractions.

2.1.3 Methodologies for Constructing OpenIE Systems

The methodologies for constructing OpenIE systems could be split into three major categories:
methods using hand-crafted rules, bootstrapping methods and neural models. In what follows,
we briefly discuss methods for OpenIE from each of these categories of methods, as well as
their strengths and weaknesses.

Methods using Hand-Crafted Rules

Such methods usually exploit syntactic or semantic information of the input sentence, which
is subsequently used to hand-craft extraction rules [Del Corro and Gemulla 2013; Cetto et al.
2018]. The advantages of these approaches are that they are domain independent and they
use knowledge from linguistics which is relatively simple to implement. The drawback of
these methods, however, is that they require laborious process of designing and testing of
such linguistic rules. Moreover, such methods rely on prior natural language processing
systems that produce the syntactic structure needed for making the extractions. Consequently,
any error produced by the syntactic parser propagates further in the OpenIE pipeline, which
leads to an error in the OpenIE extraction itself.

Early methods were exploiting shallower syntactic information (e.g. POS tags and noun
phrase chunks) [Fader et al. 2011]. Other work explored the use of constructing extraction
rules with deeper syntactic information such as constituency [Van Durme and Schubert 2008]
and dependency parsing [Gamallo et al. 2012; Del Corro and Gemulla 2013; Gashteovski
et al. 2017]. Compared to the methods that rely on POS tag sequences, methods based
on dependency parse trees were shown to improve recall, because they capture deeper
dependencies between the entities within the sentence. More recently, some methods [Cetto
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et al. 2018] exploit Rhetorical Structure Theory [Mann and Thompson 1988] to improve the
precision and semantically enrich the extractions.

Besides the syntactic rules for OpenIE, other systems exploit semantic information as well.
Such semantic information informs the extraction rules. For example, SRL-IE [Christensen
et al. 2011] uses Semantic Role Labeling (SRL) as a preprocessing step, where the SRL
predicates and arguments correspond to open relations and OpenIE arguments respectively.
Other approaches use entity-centric rules for extracting information, such as Named-Entity
Recognition (NER) tags [Gashteovski et al. 2017] or disambiguation links for the entities
[Moro and Navigli 2013; 2012; Delli Bovi et al. 2015b; Bovi et al. 2015; Gashteovski et al.
2019].

Bootstrapping Methods

Bootstrapping methods learn extraction rules—usually added in addition to already existing
hand-crafted rules—through the use of the distant supervision assumption (DSA) [Mintz et al.
2009]. The DSA was originally used for standard relation extraction tasks. In particular, such
methods typically make use of high-confidence extractions from prior methods—extracted
from a large corpus of textual documents—, which serve as ground truth. Next, they search
in the corpus for sentences that contain the same argument pairs as the ground truth OpenIE
triples. The assumption is that the selected sentences express the same information as
the ground truth triples. This suggests that the open pattern (e.g. the shortest path in the
dependency parse tree between the entities of the triple) is an extraction pattern that can
extract a triple. These patterns are stored as positive data, which are subsequently used for
learning extraction rules.

The advantage of such methods is that, unlike the OpenIE systems that use hand-crafted
rules, they do not require the time-consuming construction and testing of hand-crafted rules.
Rather, they aim at learning such rules automatically. One drawback of such methods,
however, is that they cannot learn sufficiently effective extraction rules if the used corpus
is small. If, however, the corpus is too large, then there is a risk of concept drift. Other
limitation is the quality of the seed extractions themselves. If the seed extractions are noisy,
then the learned rules are going to be noisy as well. Moreover, if the seed extractions are not
linguistically diverse enough, then the learned rules might be too homogeneous, thus hurting
recall points of the OpenIE system.

One of the first such OpenIE systems is OLLIE [Mausam et al. 2012]. OLLIE uses high-
confidence extractions from the OpenIE system ReVerb [Fader et al. 2011] as seed extractions,
which are extracted from the large corpus ClueWeb09 [Callan et al. 2009]. Besides OLLIE,
other OpenIE systems follow similar strategies for learning extraction patterns. Weld et al.
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[2009] and Wu and Weld [2010] use Wikipedia as a source for distant supervision in order to
learn dependency parse extraction patterns. ReNoun [Yahya et al. 2014] uses user queries of
a search engine to learn extraction patterns, which target OpenIE triples with noun-mediated
relations (e.g. (“Justin Trudeau”; “prime minister”; “Canada”)). NestIE [Bhutani et al.
2016] learns extraction patterns for nested OpenIE extractions (explained in section 2.1.1) and
BONIE [Saha et al. 2017] learns extraction patterns that are tailored for numerical OpenIE
extractions (e.g. (“Rhine”; “has length of”; “1,230 km”)). While most of these methods
focus on learning dependency parse patterns, Gotti and Langlais [2019] follow the same
strategy, though use sequence patterns of lemmas for distant supervision. The previously
described methods work on the sentence level, though Jiang et al. [2017] (MetaPAD) and
Zhu et al. [2019] (ReMine) proposed distantly-supervised frameworks for OpenIE that take
into account the context provided by corpus statistics.

Neural Models

The prior methods discussed so far—methods using hand-crafted rules and bootstrapping
methods—have been the dominant approaches for constructing OpenIE systems. In recent
years, however, researchers turned to the idea of training neural models for OpenIE. Such
models are trained directly from the the input text and do not rely on complex feature
selection. They avoid, therefore, the drawback of error propagation in the OpenIE extractions
produced by prior feature processing (e.g., errors produced by the dependency parser of the
input sentence). Other advantage is that they do not require generating hand-crafted rules,
which is usually very time consuming process.

Such methods, however, suffer from several drawbacks. First, they are biased towards
the domain of the corpus that they are trained on. Second, when such methods produce an
error, it is not clear why they produced such extraction, thus making the improvements of
the models harder compared to rule-based methods. Finally, the major bottleneck for such
approaches is the lack of large amounts of high-quality training data for the OpenIE task.
Generating golden OpenIE data usually requires manual expert labor, because the task is not
trivial enough for crowd-sourcing.

To construct training data for training a neural model for OpenIE, several approaches
were proposed. Stanovsky et al. [2018] use datasets from other tasks—Question-Answer
Driven Semantic Role Labeling (QA-SRL) [He et al. 2015] and Question-Answer Meaning
Representation (QAMR) [Michael et al. 2018]— which are then automatically converted
to OpenIE training and test data. Roy et al. [2019] report that they found mistakes in this
particular dataset (e.g. some open relations were not covered), mostly because its original
goal is to serve as training data for other tasks. Therefore, they manually corrected the dataset
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from the noise and used this corrected dataset as training and test data. Cui et al. [2018]
extract triples from Wikipedia with OpenIE 4 and keep the triples with high confidence scores
(> 0.9) as positive training data. Similarly, Zhan and Zhao [2020] used the same dataset,
though they also kept low-confidence triples, because they found that particular kinds of
low-confidence triples are also correctly extracted (e.g. they found that many triples which
have a personal pronoun as an argument gets low confidence value, even though many of
them are correctly extracted). The strategy proposed by Cui et al. [2018] was followed by
Kolluru et al. [2020], though besides OpenIE 4, they combine extractions from different
OpenIE systems. Other approaches used large crowd-sourced dataset (SAOKE) of almost
50,000 sentence-extraction pairs in Chinese language [Sun et al. 2018a;b].

To train neural models for OpenIE, researchers are treating OpenIE either as a sequence
tagging or as a sequence generation problem. For example, Stanovsky et al. [2018] formulate
the problem of OpenIE as sequence tagging problem. To this end, they propose RNN
architecture, which was motivated by prior work of semantic role labeling [Zhou and Xu
2015; He et al. 2017]. Roy et al. [2019] also treat OpenIE as a sequence tagging problem.
Zhan and Zhao [2020] propose a span-selection model for OpenIE, which is a version of
a sequence labeling problem. Other line of work treats OpenIE as a sequence generation
problem [Cui et al. 2018; Sun et al. 2018a;b; Kolluru et al. 2020].

2.1.4 OpenIE Systems in Different Languages

Most of the currently available OpenIE systems are constructed to extract information from
natural language sentences that are written in English. Besides the OpenIE systems for
English, there has been increased interest in constructing cross-lingual and multi-lingual
OpenIE systems [Faruqui and Kumar 2015; Gamallo and Garcia 2015; Zhang et al. 2017;
Harting et al. 2020; Ro et al. 2020] as well as OpenIE systems tailored for specific languages
other than English, including German [Falke et al. 2016; Bassa et al. 2018], Portuguese
[de Oliveira et al. 2017; Sena et al. 2017; Glauber et al. 2018], Italian [Guarasci et al. 2019;
2020], Chinese [Qiu and Zhang 2014; Jia et al. 2018a; Wang et al. 2019a], Korean [Nam
et al. 2015], Indonesian [Romadhony et al. 2018] and Persian [Rahat and Talebpour 2018b;a;
Rahat et al. 2018; Saheb-Nassagh et al. 2020].

In this thesis, we focus on compact Open Information Extraction for the English language.
Our methods are partially informed by linguistic properties of the English language and may
not apply to other languages. We believe that investigating methods for compact OpenIE in
other languages is interesting direction for future work.
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2.1.5 Evaluation

OpenIE systems are evaluated either intrinsically or extrinsically. In this section we discuss
both approaches.

Intrinsic Evaluations

In intrinsic evaluations, the experiments are performed either manually or automatically. In
manual intrinsic evaluation, an input sentence and its OpenIE extractions are shown to human
labelers. Then, they annotate each extraction w.r.t. the input sentence as correctly extracted
or incorrectly extracted according to an annotation guideline (for example guideline, see
Appendix A). Such evaluations are ideal in terms of quality, because the judgment of the
correctness of OpenIE extractions require deep semantic understanding of both the input
sentence and the corresponding extraction. Such complex semantic understanding can be
achieved best by humans. For this reason, we used (mostly) manual intrinsic evaluations in
this thesis.

As for automatic intrinsic evaluation, several benchmarks were proposed, where the Ope-
nIE systems are compared against extractions that are considered as ground truth [Stanovsky
and Dagan 2016; Schneider et al. 2017; Léchelle et al. 2019; Bhardwaj et al. 2019]. The
development of such benchmarks is important for OpenIE, because it allows for fast and
scalable evaluation of OpenIE systems. Such benchmarks, however, use automatic scorers,
which penalize certain properties (e.g. too long extractions) and reward others (e.g. exact
match of all words in the golden data). This makes them not suitable for evaluating OpenIE
systems in certain scenarios. For instance, the OpenIE benchmark proposed by Stanovsky
and Dagan [2016] treats an OpenIE extraction as correctly extracted if the heads of each
constituent match the ones of the gold extraction. This is not suitable for this thesis because
the benchmark does not account for minimization (which does not change grammatical
heads). Moreover, if an OpenIE extraction is simply not found in the golden extractions,
the benchmark considers the extraction as incorrectly extracted, even if this is not the case.
Consequently, this leads to penalizing high-recall OpenIE systems. For these reasons, we are
not using the automatic benchmarks in this thesis.

Extrinsic Evaluations

In extrinsic evaluations, OpenIE systems are measured w.r.t. a downstream task. For example,
Lin et al. [2020] evaluate OpenIE systems w.r.t. the KB population task. They propose a KB
completion system (KBPearl), which uses OpenIE extraction in the pipeline. To evaluate the
OpenIE systems w.r.t. the task, the authors switched different OpenIE extractors and report
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the performance of KBPearl with each OpenIE extractor individually. Similar evaluation
strategies are used for other downstream tasks as well, including event schema induction,
text comprehension [Mausam 2016] and fact salience [Ponza et al. 2018; Sheng et al. 2020].

Such evaluations are important for showing the usefulness of OpenIE w.r.t. a certain
downstream task. They say nothing, however, about the intrinsic properties of an OpenIE
system. In this thesis, we are more focused towards the intrinsic properties of our proposed
OpenIE system (MinIE), therefore we do not discuss such extrinsic evaluations in details.

2.2 OpenIE Corpora

OpenIE extractions are useful when they are extracted from large amounts of natural language
text data. Such large-scale OpenIE corpora—also known as open knowledge bases in some
literature [Galárraga et al. 2014; Gupta et al. 2019; Broscheit et al. 2020]—are important
for many downstream tasks, such as word embeddings generation [Stanovsky et al. 2015],
question answering [Khot et al. 2017] and fact retrieval [Löser et al. 2011]. Because
the extracted information is usually represented in the form of triples, such corpora are
particularly useful for KB-related tasks, including automated KB construction [Dong et al.
2014], KB extension [Dutta et al. 2015], KB population [Lin et al. 2020] and slot filling
[Angeli et al. 2015]. For such tasks, it is important that the OpenIE corpus is large, not too
noisy and that the arguments of the triples are correctly disambiguated.

One of the first and widely-used OpenIE resource is the ReVerb corpus [Fader et al. 2011],
which consists of high-confidence extractions produced with the ReVerb OpenIE system
from the ClueWeb09 corpus [Callan et al. 2009]. In subsequent work, Lin et al. [2012]
released a subset of the ReVerb corpus with automatically disambiguated arguments. The
PATTY [Nakashole et al. 2012], WiseNet [Moro and Navigli 2012], WiseNet 2.0 [Moro and
Navigli 2013], and DefIE [Delli Bovi et al. 2015b] corpora additionally organize open rela-
tions in relational synsets and then structure the relational synsets into relational taxonomies.
Finally, KB-Unify [Delli Bovi et al. 2015a] integrates multiple different OpenIE corpora
into a single resource. Recently, Gashteovski et al. [2019] released OPIEC — an OpenIE
corpus constructed from the entire English Wikipedia —, which contains OpenIE triples with
disambiguated arguments as well as syntactic and semantic annotations.

Containing more than 341M triples, OPIEC is the largest OpenIE corpus to date. OPIEC
contains two subcorpora:

• OPIEC-Clean: contains only triples with arguments that are at least one of the follow-
ing: 1) recognized named entities; 2) concepts for which at least one Wikipedia page
exists; 3) entities (or concepts) that are linked to Wikipedia.
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• OPIEC-Linked: contains only triples with arguments that are either entities or concepts
that are linked to Wikipedia.

More details about OPIEC and its sub-corpora (OPIEC-Clean and OPIEC-Linked) are
discussed in Chapter 4. In Chapter 5 we analyze OPIEC w.r.t. existing knowledge bases that
were constructed from the same resource (Wikipedia).

2.3 Knowledge Bases

Contrary to OpenIE corpora, Knowledge Bases (KBs) contain triples with disambiguated
elements. In KBs, both the arguments and relations are not surface patterns, but canonicalized
entities and relations. Thus, they are are not ambiguous (i.e., a KB triple has precise
unambiguous semantics). Consider the following KB triple from the DBpedia [Auer et al.
2007] knowledge base: (Michael Jordan; dbo:birthPlace; Brooklyn). For each argument,
we have a direct unique link. This eliminates potential ambiguity, because we know exactly
which person and which place the triple is referring to. As for the relation, DBpedia shows a
variety of information which makes the meaning of the relation unambiguous. For example,
for the relation dbo:birthPlace, we know that the domain (i.e. the subject type) is of type
“person”, the range (i.e. the object type) is of type “place” and there is also a comment in
DBpedia for this relation: “where the person was born”. All this information indicates that
this relation semantics is about a particular person being born in a particular place.

Such large knowledge bases are usually constructed from semi-structured data, such as
Wikipedia infoboxes. For example, DBpedia [Auer et al. 2007] was constructed by extracting
information from the infoboxes of the English Wikipedia articles. Suchanek et al. [2007]
extracted information from the lexical database WordNet [Miller 1995] and integrated it with
the information extracted from Wikipedia infoboxes in a single KB (YAGO). Subsequently,
in YAGO2 [Hoffart et al. 2013], adds temporal and spatial information to the triples. Besides
the information collected from the English Wikipedia articles, in YAGO3, Mahdisoltani et al.
[2013] make use of the infoboxes from Wikipedia articles from other languages. Similarly,
BabelNet [Navigli and Ponzetto 2010] is a KB constructed from Wikipedia and WordNet.
Such canonical KBs are used in many downstream applications, including recommender
systems [Zhang et al. 2016], question answering [Huang et al. 2019], information retrieval
[Liu et al. 2018] and computer vision [Fang et al. 2017].

As discussed previously, both the OpenIE extractions and the KB facts are usually
represented in the form of (subject; relation; object)-triples, which makes them easily
comparable resources. Contrary to KBs, OpenIE triples are consisted of surface patterns,
which makes them ambiguous. To analyze the information content of compact OpenIE
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triples, we analyzed their information content w.r.t. a KB (discussed in Chapter 5). Such
analysis is important because it provides insights to the semantics of a large OpenIE corpus
and its relationship with a reference KB.



Chapter 3

MinIE: Minimizing Facts in Open
Information Extraction

3.1 Introduction

A common problem for OpenIE systems is extracting triples which have overly specific
arguments and relations. Consider the sentence “Pinocchio believes that the hero Superman
was not actually born on beautiful Krypton.”, and the corresponding extractions of various
systems in Table 3.1, extractions 1–6. Although most of the extractions are correct, they are
often overly specific in that their constituents contain specific modifiers or even complete
clauses (for more detailed discussion, refer to Section 2.1.2). Such extractions severely limit
the usefulness of OpenIE results (e.g., they pose difficulties for linking the entities of the
OpenIE triples to KBs for KB population [Lin et al. 2020]). The main goals of OpenIE
should be (i) to provide useful, compact extractions and (ii) to produce extractions with
high precision and recall. The key challenge in OpenIE is how to achieve both of these
goals simultaneously. In fact, most of the available systems (often implicitly) focus on either
compactness (e.g. ReVerb [Fader et al. 2011]) or precision/recall (e.g. ClausIE [Del Corro
and Gemulla 2013]).

We propose MinIE [Gashteovski et al. 2017], an OpenIE system that aims to address and
trade-off both goals. MinIE is built on top of ClausIE, a state-of-the-art OpenIE system that
achieves high precision and recall, but often produces overly-specific extractions. To generate
more useful and semantically richer extractions, MinIE (i) provides semantic annotations
for each extraction, (ii) minimizes overly-specific constituents, and (iii) produces additional
extractions that capture implicit relations. Table 3.1 shows the output of (variants of) MinIE
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Input sentence

“Pinocchio believes that the hero Superman was not actually born on beautiful Krypton.”

OpenIE extractions

OpenIE system # Subject Relation Object

OLLIE 1 (“Pinocchio”; “believes that”; “the hero [...] beautiful Krypton”)
2 (“Superman”; “was not actually born on”; “beautiful Krypton”)
3 (“Superman”; “was not actually born on beau. Krypton in”; “the hero”)

ClausIE 4 (“Pinocchio”; “believes”; “that the hero [...] beautiful K.”)
5 (“the hero Superman”; “was not born”; “on beautiful Krypton”)
6 (“the hero Superman”; “was not born”; “on beautiful Krypton actually”)

Stanford OIE No extractions

MinIE-C(om- 7 (“Superman”; “was born actually on”; “beautiful Krypton”)
plete) A.: fact. (– [not], CT), attrib. (Pinocchio, +, PS [believes])

8 (“Superman”; “was born on”; “beautiful Krypton”)
A.: fact. (– [not], CT), attrib. (Pinocchio, +, PS [believes])

9 (“Superman”; ”is”; “hero”)
A.: fact. (+, CT)

MinIE-S(afe) 10 (“Superman”; “was born on”; “beautiful Krypton”)
A.: fact. (– [not], CT), attrib. (Pinocchio, +, PS [believes]), relation (was actually born on)

11 (“Superman”; ”is”; “hero”)
A.: fact. (+, CT)

MinIE-D(ic- 12 (“Superman”; “was born on”; “Krypton”)
tionary) A.: fact. (– [not], CT), attrib. (Pinocchio, +, PS [bel.]), rel. (was act. born on), argument (beau. K.)
MinIE-A(gg- 13 (“Superman”; ”is”; “hero”)
ressive) A.: fact. (+, CT)

A annotation; + positive polarity, – negative polarity; PS possibility, CT certainty; fact. factuality;
attrib. attribution;

Table 3.1 Example extractions and annotations from various OpenIE systems

for the example sentence. Note that MinIE’s extractions are significantly more compact but
retain correctness.

MinIE’s semantic annotations represent information about polarity, modality, attribution,
and quantities. The idea of using annotations has already been explored by OLLIE [Mausam
et al. 2012] for capturing the context of an extraction. MinIE follows OLLIE, but adds
semantic annotations that make the extraction itself more compact and useful (as opposed to
capturing context). For example, MinIE detects negations in the relation, removes them from
the extraction, and adds a “negative polarity” (-) annotation. In fact, MinIE treats surface
relations such as “was born on” and “was not born on” as equivalent up to polarity. The
absence of negative evidence is a major concern for relation extraction and knowledge base
construction tasks – e.g., addressed by using a local closed world assumption [Dong et al.
2014] or negative sampling [Riedel et al. 2013; Petroni et al. 2015] – and MinIE’s annotations
can help to alleviate this problem.

In addition to the semantic annotations, MinIE minimizes its extractions by identifying
and removing parts that are considered overly specific. In general, such minimization is
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inherently limited in scope due to the absence of domain knowledge. Thus MinIE does
not and cannot correctly minimize all its extractions in all cases. Instead, MinIE supports
multiple minimization modes, which differ in their aggressiveness and effectively control
the usefulness-precision trade-off. In particular, MinIE’s complete mode (MinIE-C) does
not perform any minimizations (except for pruning triples which have whole clauses as an
object). MinIE’s safe mode (MinIE-S) only performs minimizations that are considered
universally safe. MinIE’s dictionary mode (MinIE-D) makes use of corpus-level statistics
to inform the minimization process. Finally, MinIE’s aggressive mode (MinIE-A) only
keeps parts that are considered universally necessary. The use of corpus-level statistics by
MinIE-D is inspired by the pruning techniques of ReVerb, although we use these statistics
for minimization instead of pruning (see Section 3.2). Table 3.1 shows the output of MinIE’s
various modes. We conducted an experimental study with several real-world datasets and
found that the various modes of MinIE produced much shorter extractions than most prior
systems, while simultaneously achieving competitive or higher precision (depending on the
mode being used). MinIE sometimes fell behind prior systems in terms of the total number
of extractions. We found that in almost all of these cases, MinIE became competitive once
redundant extractions were removed.

The rest of the chapter is organized as follows: in Section 3.2 we discuss related work;
Section 3.3 shows an overview of MinIE; In 3.4 we discuss how MinIE obtains meaningful
input extractions for minimization; Section 3.5 explains the semantic annotations provided
by MinIE; In Section 3.6 we discuss methods for minimization of OpenIE facts; Section
3.7 discusses an extension of MinIE—MinIE-SpaTe—, which produces further semantic
annotations of OpenIE extractions (namely, for space and time); The experimental study is
presented in Section 3.8; Next, in Section 3.9 we discuss how MinIE was subsequently used
for improving other downstream tasks; Finally, Section 3.10 concludes the chapter.

3.2 Related Work

A general challenge in OpenIE is to avoid both uninformative and overly-specific extractions.
ReVerb [Fader et al. 2011] proposed to avoid overly-specific relations by making use of
lexical constraints: relations that occur infrequently in a large corpus were considered overly-
specific and pruned. MinIE’s dictionary mode also makes use of the corpus frequency of
constituents. In contrast to ReVerb, MinIE uses frequency to inform minimization (instead
of pruning) and applies it to relations and arguments as well. Perhaps the closest system in
spirit to MinIE is Stanford OIE [Angeli et al. 2015], which uses aggressive minimization.
Stanford OIE removes all subconstituents connected by certain typed dependencies (e.g.,
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amod).1 For some dependencies (e.g., prep or dobj), it uses a frequency constraint along
the lines of ReVerb. MinIE differs from Stanford OIE in that it (i) separates out polarity,
modality, attribution, and quantities; (ii) uses a different, more principled (and more precise)
approach to minimization.

Annotated OpenIE extractions were introduced by OLLIE [Mausam et al. 2012], which
uses two types of annotations: attribution (the supplier of information) and clause modifier
(a clause modifying the triple). MinIE extends OLLIE’s attribution by additional semantic
annotations for polarity, modality, and quantities. Such annotations are not provided by
prior OpenIE systems. CSD-IE [Bast and Haussmann 2013] introduced the notion of nested
facts (termed “minimal” in their work) and produce extractions with “pointers” to other
extractions. NestIE [Bhutani et al. 2016] takes up this idea. OLLIE’s clause modifier has a
similar purpose. MinIE currently does not handle nested extractions.

Another line of research explores the integration of background knowledge into Ope-
nIE [Nakashole et al. 2012; Moro and Navigli 2012; 2013]. In general, OpenIE systems
should use background knowledge when available, but remain open when not. MinIE cur-
rently does not use background knowledge, although it allows providing domain-dependent
dictionaries.

3.3 Overview

The goal of MinIE is to provide minimized, semantically annotated OpenIE extractions.
While the techniques employed here can potentially be integrated into any OpenIE system,
we built MinIE on top of ClausIE. We chose ClausIE because (i) it separates the identification
of the extractions from the generation of propositions, (ii) it detects clause types, which are
also useful for MinIE, and (iii) it is an OpenIE system with high precision and recall.

As ClausIE, MinIE focuses on extractions obtained from individual clauses (with the
exception of attributions; see Section 3.5.3). Each clause consists of one subject (S), one verb
(V) and alternatively an indirect object (Oi), a direct object (O), a complement (C) and one or
more adverbials (A). ClausIE identifies the clause type, which indicates which constituents
are obligatory or optional from a syntactic point of view. Quirk et al. [1985] identified seven
clause types for English: SV, SVA, SVC, SVO, SVOO, SVOA, and SVOC, where letters
refer to obligatory constituents and each clause can be accompanied by additional optional
adverbial(s).

1For more details of the Stanford typed dependencies, refer to Stanford’s typed dependencies manual
[De Marneffe and Manning 2008]
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The overview of the high-level architecture of MinIE is shown on Figure 3.1. In general,
MinIE consists of three major phases:

(1) First, each sentence is preprocessed in order to get the necessary NLP annotations
that are used for subsequent processing (e.g., dependency parse tree, POS tags and
NER tags). Then, the input sentence along with its NLP annotations is run through
ClausIE and a separate extractor for implicit facts (Section 3.4.2). Then, MinIE rewrites
ClausIE’s extractions to make relations more informative (Section 3.4.1). We refer to
the resulting extractions as input extractions.

(2) Next, MinIE detects semantic information about polarity (Section 3.5.1), modality
(Section 3.5.2), attribution (Section 3.5.3), and quantities (Section 3.5.4). MinIE
represents such information with semantic annotations.

(3) To further minimize the resulting annotated extractions, MinIE provides various
minimization modes (Section 3.6) with increasing levels of aggressiveness: MinIE-
C(omplete), MinIE-S(afe), MinIE-D(ictionary), and MinIE-A(ggressive). The modes
differ in the amount of minimizations being applied. The result of this phase is a
minimized (compact) extraction.

Finally, MinIE outputs each minimized extraction along with its annotations. Semantic
annotations (such as polarity) are crucial to correctly represent the extraction, whereas other
annotations (such as original relation) provide additional information about the minimization
process.

3.4 Input Extractions

We first describe how MinIE obtains meaningful input extractions.

3.4.1 Enriching Relations

As mentioned before, MinIE uses ClausIE as its underlying OpenIE system. The relations
extracted by ClausIE consist of only verbs and negation particles (cf. Table 3.1). Fader et al.
[2011] argue that such approach can lead to uninformative relations. For example, from the
sentence “Faust made a deal with the Devil”, ClausIE extracts the OpenIE triple (“Faust”;

“made”; “a deal with the Devil”), whereas the extraction (“Faust”; “made a deal with”; “the
Devil”) has more informative relation and a shorter argument for the object. Indeed, the
relation “made” is highly polysemous (the word make has 49 synsets in WordNet), whereas
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Fig. 3.1 Overview of MinIE

the relation “made a deal with” is not. MinIE aims to produce informative relations by
deciding which constituents of the input sentence should be pushed from the object into
the relation. Our goal is to retain only one of the constituents of the input clause in the
argument of the extraction whenever possible, while simultaneously retaining coherence. In
particular, our approach uses the clause types detected by ClausIE to ensure that MinIE never
removes obligatory constituents from a clause (which would lead to incoherent extractions);
it instead may opt to move such constituents to the relation. Our approach is inspired by the
syntactic patterns of ReVerb—which is similar to our handling of the SVA and SVO clause
types—but, in contrast, applies to all clause types. Note that the relations produced in this
step may sometimes be considered overly specific; such relations will be minimized further
in subsequent steps.

SVA

For extractions generated by the SVA (Subject-Verb-Adverbial) clause type, if the adverbial
is a prepositional complement, we push the preposition into the relation. For example, we
rewrite the OpenIE triple (“Superman”; “lives”; “in Metropolis”) to (“Superman”; “lives
in”; “Metropolis”). This allows us to distinguish the relation “live in” from other relations
such as “live during”, “live until”, “live through”, and so on.
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SVOiO, SVOC

In the extractions obtained from the clause types SVOiO (Subject-Verb-Object-Object) and
SVOC (Subject-Verb-Object-Complement), we generally push the indirect object (SVOiO)
or direct object (SVOC) into the relation. In both cases, the verb requires two additional
constituents: we use the first one to enrich the relation and the second one as an argument. For
example, we rewrite (“Superman”; “declared”; “the city safe”) to (“Superman”; “declared
the city”; “safe”). As this example indicates, this rewrite is somewhat unsatisfying; further
exploration is an interesting direction for future work.

SVOA

For the OpenIE extractions generated by the clause type SVOA (Subject-Verb-Object-
Adverbial), if the adverbial consists of a single adverb, we push it to the relation and
use the object as an argument. This approach retains coherence because such adverbials
are “fluent”, i.e., they do not have a fixed position. Otherwise, we proceed as in SVOC, but
additionally push the starting preposition (if present) of the adverbial to the relation. For
example, (“Ana”; “turned”; “the light off”) becomes (“Ana”; “turned off”; “the light”),
and (“The doorman”; “leads”; “visitors to their destination”) becomes (“The doorman“;

”leads visitors to“; ”their destination“).

Optional adverbials

If the clause contains optional adverbials, ClausIE creates one extraction without any optional
adverbial and one additional extraction per optional adverbial. The former extractions are
processed as above. The latter extractions are treated as if the adverbial were obligatory. For
example, the extraction (”Faust“; ”made“; ”a deal with the Devil“) becomes (”Faust“;

”made a deal with“; ”the Devil“). Here the actual clause type is SVO, but we process it as if it
were SVOA.

Infinitive forms

If the argument starts with a to-infinitive verb, we move it to the relation. For example,
(”Superman“; ”needs“; ”to defeat Lex Luthor“) becomes (”Superman“; ”needs to defeat“;

”Lex Luthor“).
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Prepositional phrases with NERs

If the object is a prepositional phrase, such that the prepositional attachment is a named entity
and the head noun is not, then the head noun and the preposition are pushed to the relation.
Consider the triple (”Satya Nadella“; ”is“; ”CEO of Microsoft“), where “Microsoft” is
named entity of type ORGANIZATION and “CEO” is not a named entity. MinIE rewrites
this triple to (“Satya Nadella”; “is CEO of”; “Microsoft”). Such rewrites are helpful for
reducing the triple’s arguments to recognized named entities, which in turn makes them more
useful for downstream tasks such as KB population [Lin et al. 2020].

3.4.2 Implicit Extractions

In some cases, ClausIE produces non-verb-mediated extractions from appositions and pos-
sessives. We refer to these extractions as implicit extractions. MinIE makes use of additional
implicit extractors. In particular, we use the patterns of FINET [Del Corro et al. 2015]
to detect explicit type mentions. For example, if the sentence contains “president Barack
Obama”, we obtain (“Barack Obama”; “is”; “president”). We also include certain patterns
involving named entities: pattern ORG IN LOC for extraction (“ORG”; “is IN”; “LOC”);
pattern “Mr.” PER for (“PER”; “is”; “male”) (similarly, “Ms.” or “Mrs.”); and pattern
ORG POS? NP PER for (“PER”; “is NP of”; “ORG”) from RelNoun [Pal and Mausam
2016]. Apart from providing additional high-quality extractions, we use implicit extractions
as a signal for minimization (Section 3.6.3). The extractors above have thus been included
both to increase recall and to be able to provide more effective minimizations. Table 3.2 lists
the implicit extraction patterns in more details along with examples.

3.5 Semantic Annotations

Once input extractions have been created, MinIE detects information about polarity (Sec-
tion 3.5.1), modality (Section 3.5.2), attribution (Section 3.5.3) and quantities (Section 3.5.4).
This information is represented by using semantic annotations. Our focus is on simple,
rule-based methods that are both domain-independent and (considered) safe to use in that
they do not harm the accuracy of the extraction.

MinIE annotates each extraction with information about its factuality. Following Saurí
and Pustejovsky [2012], we represent the factuality of an extraction with two pieces of infor-
mation: polarity (“+” or “-”) and modality (“CT” or “PS”; for “certainty” or “possibility”,
respectively). Table 3.3 lists some examples.
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# Pattern Extraction pattern Example extraction

1 The Joie de Vivre store is in Cambridge, Massachusetts.
[L1|O]

appos−−−→ L2 ([L1|O], be in, L2) (Cambridge; is in; Massachusetts)

2 John Roberts, a Catholic, is Chief Justice of the U.S.
NP1

appos−−−→ NP2 (NP1; be; NP2) (John Roberts; is; Catholic)

3 WPP acquired Les Ouvriers du Paradis in Paris.
O IN L (O; be IN; L) (Les Ouvriers du Paradis; be in; Paris)

4 Mrs. Vigdís Finnbogadóttir was the world’s first democratically directly elected female president.
(Mr. | [Mrs.|Ms.]) P (P; be; [male| f emale]) (Vigdís Finnbogadóttir; be; female)

5 Google’s founders Larry Page and Sergey Brin met at Stanford.
O (POS)? NP P1 (Pi; be NP of; O); i ∈ 1,n (Larry Page; be founders of; Google)
([, | and | or] Pi)2≤i≤n (Sergey Brin; be founders of; Google)

6 Richard Nixon among other presidents, obscured his foreign policy from public view.
P among (other) NP (P; be; NP) (Richard Nixon; be; presidents)

7 They bar the use of amplifiers on platforms and entering nonpublic areas like tracks and tunnels.
NP1 (such as | like) (NPi; be; NP1); i ∈ 2,n (tracks; be; nonpublic areas)
NP2 ([, | and | or] NPi)2≤i≤n (tunnels; be; nonpublic areas)

8 Four big tech companies, including Google and Facebook, are open-sourcing deep learning libraries.
NP1 (including | especially) (NPi; be; NP1); i ∈ 2,n (Google; be; big tech companies)
NP2 ([, | and | or] NPi)2≤i≤n (Facebook; be; big tech companies)

9 Barack Obama, Justin Trudeau and other world leaders celebrate the life of Kofi Annan.
NP1 ([, | and | or] NPi)

∗
1≤i≤n (NPi; be; NPn+1; ); i ∈ 1,n (Barack Obama; be; world leaders)

other NPn+1 (Justin Trudeau; be; world leaders)

10 Alcazar is a landmark of the Spanish city of Seville.
JP?[city | town] of L (L; be; JP? [city|town]) (Seville; be; Spanish city)

11 Gov. George E. Pataki announced on Friday that he would create a new redevelopment authority.
NP P (P; be; NP) (George E. Pataki; be; Gov.)

Table 3.2 Implicit extraction patterns (O = organization, L = location, P = person, NP = noun
phrase, IN = preposition, JP = adjective phrase, POS = possessive)

3.5.1 Polarity

The polarity indicates whether or not a triple occurred in negated form. In order to assign a
polarity value to a triple, we aim to detect whether the relation indicates a negative polarity.
If so, we assign negative polarity to the whole triple. We detect negations using a small
lexicon of negation words (e.g., no, not, never, none). If a word from the lexicon is detected,
it is dropped from the relation and the triple is annotated with negative polarity (-) and the
negation word. In Table 3.3, the extractions from sentences 2 and 4 are annotated as negative.
Annotating such extractions with negative polarity is useful for populating KBs with negative
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Sentence Factuality

Superman does live in Metropolis. (+, CT)
Superman does not live in Metropolis. (– [not], CT)

Superman does probably live in Metropolis. (+, PS [probably])
Superman probably does not live in Metropolis. (– [not], PS [probably])

Table 3.3 Factuality examples. MinIE extracts triple (Superman; does live in; Metropolis)
from each sentence but the factuality annotations differ.

facts [Arnaout et al. 2020], which is information that most of the current KBs are missing
[Auer et al. 2007; Vrandečić and Krötzsch 2014; Pellissier Tanon et al. 2020].

We found that this simple approach successfully spots many negations present in the input
relations. Note that whenever a negation is present but not detected, MinIE still produces
correct results because such negations are retained in the triple. For example, if a negation
occurs in the subject or argument of the extraction, MinIE does not detect it. E.g., from
sentence “No people were hurt in the fire”, MinIE extracts (“Q1 people”; “were hurt in”;

“fire”) with quantity Q1=no (see Section 3.5.4). This extraction is correct, though it can be
further minimized to (“people”; “were hurt in”; “fire”) with a negative polarity annotation.
We consider such advanced minimizations too dangerous to use.

MinIE does not deal with double negations, although in many cases it manages to capture
the whole concept of the extraction. For instance, from the sentence “John won’t do Jane no
good.”, MinIE extracts the following annotated triple:

(“John”; “do”; “Jane Q1 good”);

Factuality=(–, PS); Q1 = no.

Generally, negation detection is a hard problem and involves questions such as negation
scope resolution, focus detection, and double negation [Blanco and Moldovan 2011]. MinIE
does not address these problems, but restricts attention to the simple, safe cases.

3.5.2 Modality

The modality indicates whether the triple is a certainty (CT) or a possibility (PS) according
to the clause in which it occurs. We proceed similarly as for the detection of negations and
consider a triple certain unless we find evidence of possibility.

To find such evidence, MinIE searches the relation for (1) modal verbs such as may or
can, (2) possibility-indicating words, and (3) certain infinitive verb phrases. For (2) and (3),
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Input sentences:
s1 “Donald Trump said that Barack Obama may have been born in Kenya.”
s2 “Donald Trump did not say that Barack Obama may have been born in Kenya.”

Extraction Factuality Attribution

s1 (Barack Obama; have been born in; Kenya) (+, PS) (Donald Trump, +, CT)
s2 (Barack Obama; have been born in; Kenya) (+, PS) (Donald Trump, –, CT)

Table 3.4 Factuality examples: the factuality of the attribution is independent from the
factuality of the extraction

we make use of a small domain-independent lexicon. Our lexicon is based on the lexicon
of Saurí and Pustejovsky [2012] and the words in the corresponding WordNet synsets. It
mainly contains adverbs such as probably, possibly, maybe, likely and infinitive verb phrases
such as is going to, is planning to, or intends to. Whenever words indicating possibility are
detected, we remove these words from the triple and annotate the triple as possible (PS) along
with the words just removed. For example, sentences 3 and 4 in Table 3.3 are annotated PS
with the possibility-indicating word probably.

3.5.3 Attribution

The attribution of a triple is the supplier of information given in the input sentence, if any. We
adapt our attribution annotation from the notion of source of Saurí and Pustejovsky [2012],
i.e., the attribution consists of a supplier of information (as in OLLIE) and an additional
factuality (polarity and modality). The factuality of the attribution is independent from the
factuality of the extracted triple; it indicates whether the supplier expresses a negation or a
possibility. Table 3.4 illustrates an example: the factuality of the subordinate clause “Barack
Obama may have been born in Kenya” is not dependent from the factuality of the clauses

“Donald Trump said” and “Donald Trump did not say”.
We extract attributions in two ways: from subordinate clauses and from “according to”

patterns.

Subordinate clauses

MinIE searches for extractions that contain entire clauses as arguments. We then compare
the relation against a domain-independent dictionary of relations indicating attributions (e.g.,
say or believe).2 If we find a match, we create an attribution annotation and use the subject

2As with modality, the dictionary is based on Saurí and Pustejovsky [2012] plus WordNet synonyms.
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"The Joker believes that Batman was not born in Gotham City."

ClausIE: clause detection

("The Joker"; "believes"; "that Batman was not born in Gotham City")
Subordinate clauseverb indicates 

attribution (PS)

annotate attr.

Attr: ("The Joker"; +, PS)

MinIE

("Batman"; was born in"; "Gotham City")
Factuality: ( - , CT)

Fig. 3.2 Example of attribution annotation via subordinate clauses

of the extraction as the supplier of information. Each entry in the attribution dictionary
is annotated with a modality. For example, relations such as know, say, or write express
certainty, whereas relations such as believe or guess express possibility. If the relation is
modified by a negation word, we mark the attribution with negative polarity (e.g., never said
that). After the attribution has been established, we run ClausIE on the main clause and add
the attribution to each extracted triple. Figure 3.2 illustrates such an example.

“according to” adverbial patterns

We search for adverbials that start with “according to” and take whatever follows as the
supplier with factuality (+, CT). The remaining part of the clause is processed as before.
Consider the sentence “Donald M. Wallace have produced a Lead Detection Kit according
to the FDA”. ClausIE identifies the clause information as SVO(A), where: Subject: “Donald
Wellace”; Verb: “have produced”; Object: “a Lead Detection Kit”; Adverbial (optional):

“according to the FDA”. Then, we feed this information to MinIE, which spots the “according
to” adverbial and produces the final triple (“Donald Wellace”; “have produced”; “Lead
Detection Kit”) with its semantic annotation about the attribution: FDA (example illustrated
on Figure 3.3).

3.5.4 Quantities

A quantity is a phrase that expresses an amount (or the absence) of something. It either
modifies a noun phrase (e.g., “9 cats”) or is an independent complement (e.g., “I have 3”).
Quantities include cardinals (“9”), determiners (“all”), even whole phrases (“almost 10”).
If we detect a quantity, we replace it by a placeholder Q and add an annotation with the
original quantity. The goal of this step is to unify extractions that only differ in quantities.
For example, the phrases “9 cats”, “all cats” and “almost about 100 cats” are all rewritten
to “Q cats”, where only the quantity annotation differs.
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"Donald Wallace have produced a Lead Detection Kit according to the FDA."

("Donald Wellace"   "have produced"   "a Lead Detection Kit"   "according to the FDA")

Subject Verb Object Adverbial (Optional)SVO(A)

ClausIE: clause detection

MinIE: final extraction (as a triple)

                      ("Donald Wellace"   "have produced"   "Lead Detection Kit") 
                      Attribution: (FDA, +, CT)

Fig. 3.3 Example of attribution annotation via the “according to” pattern

almost about 100 cats = Q cats
RB IN CD NNS

advmodquantmod num

head word

Fig. 3.4 Constituent with a quantity

We detect quantities by first looking for numbers (NER types such as NUMBER or
PERCENT) or words expressing quantities (such as all, some, many). We then extend such
words via relevant typed dependencies, such as quantity modifiers (quantmod) and adverbial
modifiers (advmod). An example can be seen on Figure 3.4.

3.6 Minimization

3.6.1 Overview

After adding semantic annotations, MinIE minimizes extractions by dropping additional
words.3 Since such minimization is risky, MinIE employs various minimization modes
with different levels of aggressiveness, which effectively control the minimality-precision
trade-off. More precisely, MinIE has four different minimization modes (listed from the least
aggressive to the most aggressive level of minimization):

1. MinIE-C(omplete): prunes triples which have a whole clause as an object.

3MinIE, however, keeps the dropped words from the minimization procedures as annotations. Thus, one
can reconstruct the original extraction from these annotations.
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Input sentence: “The big celebration on the campus lasted for 2 days.”

Output extractions
MinIE mode Subject Relation Object Annotations

MinIE-C (“The big celebration on the campus”; “lasted for” “Q1 days”) (+, CT); Q1 = 2
⇓

MinIE-S (“big celebration on campus”; “lasted for” “Q1 days”) (+, CT); Q1 = 2
⇓

MinIE-D (“celebration on campus”; “lasted for” “Q1 days”) (+, CT); Q1 = 2
⇓

MinIE-A (“celebration”; “lasted for” “days”) (+, CT)

Table 3.5 An example of MinIE’s different modes of minimization. Each minimization mode
includes the minimizations of the less aggressive mode(s). The words colored in brown
indicate the words which would be dropped in MinIE’s next level of aggressiveness.

2. MinIE-S(afe): drops words which are considered safe to be dropped. Removing
such words (usually) does not damage the semantics of the triple (e.g. determiners
modifying nouns).

3. MinIE-D(ictionary): drops words which are considered more risky to be dropped
(e.g. adjectives modifying nouns). The decision of whether such risky words should
be dropped is informed by a dictionary of multi-word expressions.

4. MinIE-A(ggressive): drops most of the modifiers of the head words of the constituents
in a triple (e.g. adjectives, quantities, adverbs, even whole phrases).

See Table 3.5 for an example sentence and the extractions produced by MinIE’s different
modes of minimization.

MinIE represents each constituent of an annotated extraction by its words, its dependency
structure, its POS tags, and its named entities (detected by a named-entity recognizer). In
general, each mode defines a set of stable subconstituents, which will always be fully retained,
and subsequently searches for candidate words to drop outside of the stable subconstituents.
Whenever a word is dropped from a constituent, we add the dropped word as an annotation
to the original, unmodified constituent.

In all of MinIE’s modes, noun sequences (which include the head) and named entities
(from NER) are considered stable subconstituents. MinIE’s minimization can be augmented
with domain knowledge by providing information about additional stable subconstituents
(e.g., collocations and other multi-word expressions).
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Pattern Original example Minimized example

Argument DT+ [RB|JJ|V B]∗ NN+ “the Byzantine Empire” “Byzantine Empire”
[DT |RB|JJ|V B]∗ PRP$ [DT |RB|JJ|V B]∗ NN+ “its officials” “officials”

Phrase
ad j_mod/adv_mod−−−−−−−−−−−→ PERSON “particularly Samelsson” “Samelsson”

.∗ DT+ [RB|JJ]∗ NER+ .∗ “another $ 6.000” “$ 6.000”

Relation RB+ V B+ “even guessed” “guessed”
(ˆV B+ RB+ V B+) ∧ (head(relation) ̸= RB) “has suddenly found” “has found”
(ˆV B+ RB+) ∧ (head(relation) ̸= RB) “took just” “took”

Table 3.6 MinIE-S minimization rules for arguments and relations. The dropped words are
written in brown. The minimization rules produced by implicit extractions are omitted in
this table. If noun phrases are part of the relation, then the minimization rules for arguments
apply to relations as well.

3.6.2 Complete Mode (MinIE-C)

MinIE’s complete mode (MinIE-C) prunes all the extractions that contain subordinate clause
as an object, but does not otherwise modify the annotated extractions. The rationale is that
extractions containing subordinate clauses are almost always overly specific. MinIE-C serves
as a baseline. One exception of pruning such extractions, however, is the case when MinIE
detects an attribution expressed with a subordinate clause (refer to Section 3.5.3 for details
on attribution detection from subordinate clauses).

3.6.3 Safe Mode (MinIE-S)

MinIE’s safe mode (MinIE-S) drops only words which we consider universally safe to
drop. We first drop all constituents that are covered by the implicit extractions discussed
in Section 3.4.2 (e.g., “Mr.” before persons). We then drop all determiners, possessive
pronouns, adverbs modifying the verb in the relation, as well as adjectives and adverbs
modifying words tagged as PERSON by the NER. An exception to these rules is given by
named entities, which we consider as stable subconstituents (e.g., we do not drop “Mr.” in
(“Joe”; “cleans with”; “Mr. Muscle”)). Table 3.6 lists the minimization rules along with
illustrative examples for MinIE-S.

Note that this procedure cannot be considered safe when used on input extractions. We
consider it safe, however, when applied to annotated extractions. In particular, all determiners,
pronouns, and adverbs indicating negation, modality, or quantities are already processed and
captured in annotations. The safe mode thus only performs simple rewrites such as “the
great city” to “great city”, “his car” to “car”, “had also” to “had”, and “the eloquent
president Mr. Barack Obama” to “Barack Obama”.
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very infamous cold war symbol
RB JJ JJ NN NN

initially: (stable) (stable)
ultimately: (stable) (stable) (stable)

advmod

amod

amod

nn

head word

PSS include: cold war symbol, cold symbol, cold war, infamous war symbol, infamous symbol, . . .

Fig. 3.5 Illustration of PSS generation in MinIE-D. Initially stable words are marked blue.
Entries in dictionary D are printed in bold face.

Possible errors of the safe minimization mostly come from incorrect prior tagging (e.g.
POS tags or NER tags). For instance, from the input sentence “Personal Ensign won the
race”, MinIE-S extracts the triple (“Ensign”; “won”; “race”). “Personal Ensign” is a
name of a particular racing horse, but the prior POS and NER taggers tagged this phrase as
follows: “Personal”—noun with no NER tag, “Ensign”— noun with NER tag “person”.
Because MinIE-S uses implicit extractions as signal for minimization (Section 3.4.2), the
word “Personal” is dropped because it is not considered as part of the name of the entity, but
merely a descriptive detail (rule 11 in Table 3.2). As a result, we get a triple with changed
semantics, because the phrase “Personal Ensign” (which is a name of a particular racing
horse) has a different meaning than the phrase “Ensign” (which can mean either a certain
military rank or a flag on a ship).

3.6.4 Dictionary Mode (MinIE-D)

MinIE’s dictionary mode (MinIE-D) uses a multi-word expression dictionary D of stable
constituents. We first discuss how the dictionary is being used and subsequently how we
construct it. An example is given in Figure 3.5.

MinIE-D first performs all the minimizations of the safe mode (MinIE-S), and then
searches for maximal noun phrases of the form P ≡ [adverb|adjective|verb]+ [noun+|ner].
For each instance of P, MinIE-D drops a certain subset of P’s words when possible. For
example, a suitable minimization for the phrase “very infamous cold war symbol” (i.e., the
Berlin wall) is “cold war symbol”, i.e., we consider “cold” as essential to the meaning of
the constituent and “very infamous” as overly specific. The decision of what is considered
essential and what overly specific is informed by dictionary D . Similarly as in [Angeli et al.
2015], we use a dictionary of nonsubsective adjectives [Nayak et al. 2014] which are never
allowed to be dropped (e.g. “artificial hand” is not a “hand”). Note that in order to minimize
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Pattern Examples

[RB|JJ]+ NN+ “very big city”
[RB|JJ]+ NER+ “simply American”

( V B+ [NN+|NER+]) ∧ (g.children(VB) = /0) “increased GDP”

Table 3.7 Patterns which determine whether a phrase is elligible for generating PSS; g refers
to the dependency-parse tree from the original sentence.

mistakes, we consider for dropping only words in instances of pattern P. In particular, we do
not touch subconstituents that contain prepositions because these are notoriously difficult to
handle (e.g., we do not want to minimize “Bill of Rights” to “Bill”).

Our goal is to retain phrases occurring in D , even if they occur in different order or with
additional modifiers. We proceed as follows for each instance I of P. We first mark all nouns
modifying the root (or the named entity) as stable. Afterwards, we create a set of potentially
stable subconstituents (PSS). Each PSS is queried against dictionary D . If it occurs in D ,
all of its words are marked as stable. Once all PSS have been processed, we drop all words
from I that are not marked stable. In our example, if {“cold war”} ∈ D , we obtain “cold
war symbol”.

To generate the set of PSS, we first check if the triple contains an instance I of P (patterns
are listed on Table 3.7). If so, we enumerate all syntactically valid subconstituents of I. For
example, “infamous symbol” or “cold infamous war” are syntactically valid, whereas “very
symbol” or “very cold war” are not. Conceptually4, we enumerate all subsequences of I
and check whether (1) at least one noun (or named entity) is retained, and (2) whenever an
adverb or adjective is not retained, neither are its modifiers. For each such subsequence, we
generate all permutations of adverbial and adjective modifiers originating from the same
dependency node, and each result as a PSS. This step ensures that the order of modifiers in I
does influence whether or not a word is marked as stable. In our example, the set of PSS for

“very infamous cold war symbol” contains 22 entries:

• combinations from stable constituents (1 combination)

– “war symbol”

• combinations from one dependency path (9 combinations)

– “[very] infamous war symbol”, “[very] infamous war”, “[very] infamous symbol”
(6 combinations)

4We generate both instances of P as well as the set of PSS directly from the dependency parse structure of
the constituent.
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– “cold war”, “cold symbol”, “cold war symbol” (3 combinations). Here, “cold
war” is found in the dictionary D . Therefore, “cold” is marked as stable and is
not dropped.

• Combinations from several dependency paths (12 combinations)

– “[very] infamous cold war”, “[very] infamous cold symbol”, “[very] infamous
cold war symbol”

– “cold [ very ] infamous symbol”, “cold [very] infamous war”, “cold [very]
infamous war symbol”

The construction of dictionary D is inspired by the lexical constraint of Fader et al.
[2011]: our assumption is that everything sufficiently frequent in a large corpus is not overly
specific. To obtain D , we process the entire corpus using the safe mode and include all
frequent (e.g., frequency ≥ 10) subjects, relations and objects into D . Constructing such
dictionary could be adapted for a downstream task: applications can extend the dictionary
using suitable collocations, either from domain-dependent dictionaries or by using methods
to automatically extract collocations from a corpus [Gries 2013; 2015].

3.6.5 Aggressive Mode (MinIE-A)

All previous modes aimed to be more conservative. MinIE-A proceeds in the opposite direc-
tion: all words for which we are not sure if they need to be retained are dropped (including
the minimization rules for MinIE-S and the minimization rules for MinIE-D assuming an
empty dictionary D). For every word in a constituent of an annotated extraction, we drop
all adverbial, adjective, possessive, and temporal modifiers (along with their modifiers). We
also drop prepositional attachments (e.g., the phrase “man with apples” becomes “man”),
quantities modifying nouns, auxiliary modifiers to the main verb (e.g., “have escalated”
becomes “escalated”), and all compound nouns that have a different named-entity type than
their head word (e.g., the noun phrase “European Union official” becomes “official”). In
most cases, after applying these steps, only a single word, named entity, or a sequence of
nouns remains for subject and argument constituents. Table 3.8 lists minimization rules of
MinIE-A along with examples.

3.7 MinIE-SpaTe: Extension of MinIE

We demonstrated how MinIE minimizes OpenIE extractions into more compact triples by
removing unnecessary words (e.g. determiners) without damaging the semantic content of
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Pattern Original example Minimized example

Phrase1
adv_mod−−−−−→ Phrase2 “only vessels” “vessels”

Phrase1
ad j_mod−−−−−→ Phrase2 “large machinery” “machinery”

Phrase1
predet−−−→ Phrase2 “such disposition” “disposition”

Phrase1
tmod−−−→ Phrase2 “attack last night” “attack”

Phrase1
npadvmod−−−−−−→ Phrase2 “DePino himself” “DePino”

Phrase1
prep−−→ Phrase2 “speculation among gambling analysts” “speculation”

Word aux−−→ Phrase “car to fix” “car fix”
Quantity Phrase “20,000 fans” “fans”
NER NP “English speakers” “speakers”
V B+

1 TO V B+
2 “reluctance to continue to address needs” “reluctance to address needs”

Table 3.8 MinIE-A minimization rules for arguments and relations. The dropped words are
written in brown. The minimization rules produced by implicit extractions are omitted in this
table. The minimization rules for all the other modes of MinIE also apply.

the triple and by providing semantic annotations (for factuality, attribution and quantities).
The semantic annotations move auxiliary information from the triple (thereby simplifying
it) to annotations. MinIE was designed with such annotations in mind and is flexible to
extending their scope. In this section, we discuss an extension of MinIE, which, in addition
to the currently available semantic annotations, also includes semantic annotations for space
and time. We refer to this extension of MinIE as MinIE-SpaTe.

Space and time is type of information which is used frequently in discourse, because it
provides context about where and when events occurred. In fact, large portion of the sentences
in large corpora—e.g., Wikipedia or the New York Times corpus [Sandhaus 2008]—contain
some sort of temporal or spatial reference. In particular, we conducted a preliminary study
to measure the coverage of spatio-temporal information in large corpora. According to our
preliminary study, we found that roughly 56% of all the sentences in Wikipedia (and 44% of
all the sentences in the New York Times corpus) contain some sort of temporal or spatial
information. Detecting time and space in text is an important task, because such semantic
information is useful for improving performance on other downstream tasks, including
information retrieval [Andogah et al. 2012; Campos et al. 2014], question answering [Jia et al.
2018b] and named entity-disambiguation [Agarwal et al. 2018]. Moreover, current knowledge
bases often contain temporal and/or spatial annotation for their facts (e.g., YAGO), thus
structuring the triples into SPOTL (Subject Predicate Object Time Location) format [Hoffart
et al. 2013]. Finally, attaching temporal information to facts is important for precise temporal
slot filling [Wang et al. 2019b; Wang and Jiang 2020], where each fact gets temporal validity
(e.g. (“Barack Obama”; “be president of”; “United States”) (from=2009, to=2017)). Since
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spatio-temporal information is important, we modified MinIE’s output as well by adding
additional semantic annotations for space and time, thereby producing OpenIE SPOTL facts.

3.7.1 General Overview

Generally, MinIE-SpaTe makes use of syntactic information provided in the dependency
parse as well as information provided by SUTime [Chang and Manning 2012] and the
Stanford NER system [Finkel et al. 2005], which is used by default in MinIE.

We subsequently refer to a triple with any spatial or temporal annotation as a spa-
tial/temporal triple. MinIE-SpaTe differentiates between three types of such spatial or
temporal annotations: (i) annotations on entire triples, (ii) annotations on arguments, and (iii)
spatial or temporal references. In what follows, we briefly discuss these types for temporal
annotations. Note that similar distinctions apply to spatial annotations as well.

3.7.2 Annotation Format: Time and Space

Temporal annotations on the entire triple

Temporal annotations on triples provide temporal context for the entire triple. For example,
from the input sentence “Bill Gates founded Microsoft in 1975.”, MinIE–SpaTe extracts the
triple (“Bill Gates”; “founded”; “Microsoft”) with temporal annotation (“in”, “1975”).
Here, “in” is a lexicalized temporal predicate and “1975” is the core temporal expression.
The core temporal expression is the phrase that carries the main semantic content of the
temporal information (in our example, that is the phrase “1975”). MinIE-SpaTe complements
the core temporal expression with temporal modifiers when found. Such phrases indicate
modifiers to the core temporal expression, which can be temporal pre-modifiers or temporal
post-modifiers. For example, a clause containing (or being modified by) the phrase “... at
precisely 11:59 PM” the temporal annotation is (“at”, “11:59 PM”, premod: “precisely”),
where “at” is the lexicalized temporal predicate, “11:59 PM” is the core temporal expression
and “precisely” is the temporal pre-modifier, because it occurs before the core temporal
expression. On the other hand, the post-modifiers are phrases which modify the core temporal
expression and occur after the core temporal expression. For example, the phrase “at the
time of writing” yields the temporal annotation (“at”, “time”, premod=“the”, postmod=“of
writing”), where “at” is the temporal predicate, “time” is the core temporal expression
(tagged as “past reference”), “the” is the temporal premodifier and “of writing” is the
temporal postmodifier. MinIE-SpaTe uses the TIMEX3 format [Saurı et al. 2006] for
representing the temporal information about the triple. TIMEX3 is flexible data format for
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representing disambiguated temporal information, which can be adjusted for representing
temporal data in different domains (e.g., clinical data [Viani et al. 2019] and legal data
[Navas-Loro et al. 2019]) and different languages (e.g., English [Chang and Manning 2012],
Korean [Im et al. 2009] and Romanian [Forăscu and Tufiş 2012]).

Temporal annotations on arguments

Sometimes the triple arguments contain temporal information that refers to a phrase, but not to
the whole triple. For such cases, MinIE-SpaTe provides temporal annotations for arguments
when such temporal information is present within the provenance sentence. For example,
from the sentence “Isabella II opened the 17th-century Parque del Retiro.”, MinIE-SpaTe
extracts (“Isabella II”; “opened”; “Parque del Retiro”) with a temporal annotation (“17th-
century”, “Parque del Retiro”) for the object argument. Generally, the temporal annotation
contains information on its target (e.g., object), the temporal expression (“17th-Century”)
and the head word (“Retiro”) being modified by the temporal expression.

Figure 3.6 shows an example which illustrates the difference between a temporal annota-
tion on the entire OpenIE triple and a temporal annotation on an argument. From the sentence:

“Isabella II opened the 17th-century Parque del Retiro in 1868.”, MinIE extracts the following
triple: (“Isabella II”; “opened the 17th-century Parque del Retiro in”; “1868”). This triple
contains two pieces of temporal information: “1868” and “17th-century”. MinIE-SpaTe
rewrites this as:

(“Isabella II”; “opened”; “Parque del Retiro”)
T: (in, 1868); Object → T: 17th-century

Distinguishing such type of temporal information is important, because the temporal
information should be attached to the adequate information, thus avoiding ambiguity. In this
example, we should not attach “17th century” as a temporal annotation to the whole triple
(because the park was not opened in 17th century by Isabella II), but just to the object (the
park itself dates from 17th century).

Temporal references

Finally, some triples contain temporal references as subject or object; MinIE-SpaTe annotates
such references. For example, from the input sentence “2003 was a hot year.”, MinIE-SpaTe
extracts the triple: (“2003”; “was”; “hot year”), where the subject (2003) is annotated with
a temporal reference.



38 MinIE: Minimizing Facts in Open Information Extraction

Fig. 3.6 Temporal annotations on an OpenIE triple. The temporal annotation “1868” refers
to the whole triple and “17th-century” refers to the object only.

Spatial annotations

The spatial annotations of MinIE-SpaTe follow the same structure as the temporal annotations.
As with the temporal annotations, we have three types of spatial annotations: (i) annotations
on entire triples, (ii) annotations on arguments, and (iii) spatial references.

3.7.3 Methodology

Temporal annotations on the entire triple

To detect temporal annotations for the entire triple, we use: (i) the dependency parse tree of
the input sentence; (ii) the n-ary extraction provided by ClausIE; (iii) the triple generated
by MinIE; and (iv) a list of temporal expressions from the input sentence, generated in a
pre-processing step by the temporal tagger SUTime [Chang and Manning 2012]. As main
signals for detecting such temporal annotations, we use certain typed dependencies which
modify the head word of the relation. We distinct three groups of typed dependencies for
detecting potential temporal annotations on the entire triple: (i) tmod or advmod; (ii) prep;
and (iii) xcomp.

tmod or advmod. We start with the head word of the triple’s relation (h) and its descen-
dants in the dependency parse tree (g). If h has children in g with typed dependency tmod or
advmod, then we check if any child node c is contained in the list of temporal expressions.
If such child node c exists, we create a temporal annotation for the entire triple with c and
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Bill Gates visited Africa last week.
h c+ c

nn nsubj dobj

tmod

amod

head word

n-ary extraction: (“Bill Gates”; “visited”; “Africa” “last week”)
Final extraction: (“Bill Gates”; “visited”; “Africa”) T: (last week)

Fig. 3.7 Example of temporal annotation on triple with tmod

Bill Gates founded Microsoft in 1975.
h c c+

nn nsubj dobj

head word

prep

pobj

n-ary extraction: (“Bill Gates”; “founded”; “Microsoft in 1975”)
Final extraction: (“Bill Gates”; “founded”; “Microsoft”) T: (pred=in, t=1975)

Fig. 3.8 Example of temporal annotation on triple with prep

its descendant nodes in the dependency parse tree5 (c+). If c and c+ are a single constituent
in the n-ary tuple (such that n > 3) extracted by ClausIE, then we remove that constituent
by annotating it as a temporal annotation to the entire triple and restructure the n-ary tuple
as an OpenIE triple. This OpenIE triple is then passed to MinIE for further processing as
explained in Sections 3.5 and 3.5. Figure 3.7 shows an example of such temporal annotation.

prep. If the head word of the relation (h) modifies a child node c with the typed de-
pendency prep, then we check if the child node of c is a temporal expression. If so, we
temporally annotate the triple with c+, and c becomes the lexicalized temporal predicate.
Figure 3.8 shows such example.

xcomp. When the head word of the relation (h) modifies a child node c with typed
dependency xcomp, we check for temporal annotations the same way as with the typed
dependencies tmod or advmod and prep. We treat the direct descendant node of c, however,
as though it is the relation head word itself; then we check if the words of c+ obey the same
rules as for tmod, advmod or prep. Such example is shown on Figure 3.9.

5We exclude descendants containing the typed dependencies rcmod, punct, appos, dep, cc, conj and vmod
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Elon Musk decided to go to Washington yesterday.
h c c+

nn nsubj

xcomp

aux

head word

prep pobj

tmod

n-ary extraction: (“Elon Musk”; “decided”; “to go to Washington yesterday”)
Final extraction: (“Elon Musk”; “decided to go to”; “Washington”) T: (yesterday)

Fig. 3.9 Example of temporal annotation on triple with xcomp

Temporal Annotations on Arguments

To obtain such annotations, we search for a noun or an adjective in a phrase (word w), and
check if it is modified by one the following dependencies: amod, acmop, advmod, nn, num,
number, tmod. If so, we consider the children of w. If a child of w is a temporal word, we
include it in the temporal annotation and drop it from the triple6. On the example shown on
Figure 3.6, the head word of the object (“Retiro”) is modified by a temporal word (“17th-
century”) via the typed dependency amod. Subsequently, the temporal word is dropped from
the triple and is assigned to the object as a temporal annotation.

Spatial Annotations

For spatial annotations on the entire triple, we follow a similar approach as for the temporal
annotations. The main differences are (i) instead of obtaining a list of annotated temporal
expressions, we get a list of locations from the Stanford NER system [Finkel et al. 2005]; and
(ii) we use the similar rules as for detecting temporal annotations for the type dependency
prep, but not for the typed dependencies xcomp, tmod, and advmod. The methodology for
detecting spatial annotations for arguments and detecting spatial references follows the same
methodology as for the temporal annotations.

3.7.4 Confidence Score

In order to estimate whether or not a triple is correctly extracted, we followed ReVerb [Fader
et al. 2011] and Wanner [2017] and trained a logistic regression classifier. We used the
labeled datasets provided by the experimental study shown on Section 3.8 as training data

6We ignore the children derived from the following dependencies: rcmod, punct, appos, cc, conj
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Feature Value

Length (sentence / extraction) int / int
Clause type SVA, SVO, ...

Dropped all optional adverbials bool
Dropped preposition bool

Relation appears as a substring in the sentence bool
Comparison of POS Tags of conjunction words in subject bool

Contains possessive relation bool
Contains gerund bool

Contains infinitive verb in subject / relation bool / bool
Same order of words in both the extraction and the sentence bool

Extraction contains typed dependency dep bool
Processed conjunction subject / relation / object bool / bool / bool

Object appears before the subject in sentence bool
Extraction occurs in MinIE-D / MinIE-A bool / bool

Is the relation frequent?7 bool
Extracts quantity / time / space bool / bool / bool

Table 3.9 Features for the confidence score of MinIE-SpaTe

(modified for the spatio-temporal extractions). Features were constructed based on an in-
depth error analysis. The most important features were selected using chi-square relevance
tests and include features such as the clause type, whether a coordinated conjunction has
been processed, and whether or not MinIE minimized the triple. See Table 3.9 for a complete
list of features.

3.7.5 Filters

In particular, MinIE retains the NER types provided during preprocessing in its extractions.
We aggregated the most frequent relations per argument type and found that many of the
triples were of the form (person; “be”; organization), (location; “be”; organization), and so
on. These extractions almost always stemmed from an incorrect dependency parses obtained
from sentences containing certain conjunctions. Therefore, MinIE-SpaTe filters all triples
with lemmatized relation “be” and different NER types for subject and object from the output
extraction of MinIE-SpaTe (e.g. (“Bill Gates”; “be”; “Microsoft”) is clearly an incorrectly
extracted triple).

3.7.6 Precision of Spatio-Temporal Annotations

We performed an experimental study to assess the precision of the spatio-temporal annotations.
We used the NYT-10k dataset and ran MinIE-SpaTe on these sentences. Next, we created four

7minimum support: 100 K
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sets of extractions: triples containing temporal annotations on (1a) the triple level and (1b)
the argument level, and triples containing spatial annotations on (2a) the triple level and (2b)
the argument level. From each subset, we selected 200 random triples and labeled whether
the corresponding MinIE extraction (which does not provide spatio-temporal annotations)
was correctly extracted. We construct our final evaluations sets by including 100 random
correctly extracted triples. In each subset, a human labeler then assessed whether the spatial
and/or temporal annotations provided by MinIE-SpaTe were correct as well.

For the triple-level temporal annotations, 91/100 extractions were labeled as correctly
annotated; for the argument-level temporal annotations, 80/100 were correctly annotated.
Similar precision was measured for the spatial annotations: 91/100 on the triple-level and
82/100 on the argument level. We performed an error analysis and found that common errors
stem from either incorrect spatio-temporal tags (e.g., the argument “Summer Olympics” gets
reduced to “Olympics” with temporal annotation “Summer”) or errors in the dependency
parse tree of the provenance sentence.

3.8 Experimental Study

The goal of our experimental study is to investigate the differences in the various modes of
MinIE w.r.t. precision, recall, and extraction length as well as to compare it with popular prior
methods. For precision and recall, we followed standard practice and used a random sample
of 200 sentences from two datasets each and we ran OpenIE systems on them. Then, human
labelers manually assessed whether each extraction was correctly extracted according to the
annotation guides (Appendix A). The resulting numbers are used for measuring precision and
recall. To measure compactness of the extractions, we report statistics of extraction length
(i.e. the number of words per extraction) for each OpenIE system. With these experimental
methods, we report precision and recall as well as compactness of MinIE w.r.t. prior OpenIE
systems.

We found that MinIE-C, MinIE-S and MinIE-D have high precision and recall. The high
precision and recall of MinIE-C—the baseline MinIE system—is mostly attributed to: 1)
ClausIE, which is MinIE’s underlying OpenIE system; 2) MinIE’s implicit extractions; 3)
the removal of complex extractions which have whole clauses as arguments, which often
introduce incorrectly extracted triples (details about MinIE-C are discussed in Section 3.6.2).
As for the minimization process, we found that as the minimization becomes more aggressive,
the precision scores suffer, though the extractions become more compact. In particular, the
minimization strategies of MinIE-S and MinIE-D significantly improve compactness of the
extractions without significant loss of precision points. Surprisingly, even though MinIE-A
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suffers significant loss of precision at the expense of compactness w.r.t. the less aggressive
modes of MinIE, it still has comparable precision w.r.t. prior OpenIE systems.

3.8.1 Experimental Setup

Datasets

For our experiments, we used three different datasets, which consist of randomly sampled
sentences:

• NYT-10k: 10,000 randomly sampled sentences from the New York Times Corpus
[Sandhaus 2008]

• NYT-200: a random sample of 200 sentences from the same corpus

• Wiki-200: a random sample of 200 sentences from Wikipedia

The datasets NYT-200 and Wiki-200 are well established datasets for manual evaluation
of OpenIE systems and were used in the evaluation of ClausIE and NestIE8.

Methods

We used ClausIE, OLLIE, and Stanford OpenIE as baseline systems. We adapted the
publicly available version of ClausIE to Stanford CoreNLP 3.8.0 [Manning et al. 2014] and
implemented MinIE on top. For MinIE-D, we built dictionary D from the entire New York
Times and Wikipedia corpus, respectively.

Labeling

We ran each OpenIE system9 on each sentence of NYT-200 and Wiki-200. We used these
two datasets because of two main reasons. First, these two datasets are well-established for
manual evaluation of prior OpenIE systems [Mausam et al. 2012; Del Corro and Gemulla
2013; Bhutani et al. 2016]. Second, labeling OpenIE extractions is very time-consuming
and non-trivial. Therefore, due to practical reasons, we cannot use the larger dataset NYT-
10k. Overall, there were more than 9,400 distinct extractions from NYT-200 and Wiki-200
produced by all OpenIE systems in our study, which were manually labeled.

8We did not use the OpenIE benchmark of Stanovsky and Dagan [2016] because it treats an extraction as
correctly extracted if the heads of each constituent match the ones of a gold extraction. This is not suitable for
us because it does not account for minimization (which does not change grammatical heads).

9The baseline OpenIE systems (ClausIE, OLLIE and Stanford OIE) + MinIE in all its modes.
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Then, two labelers independently provided two labels per extraction: one label for the
extraction correctness of the triple (without attribution) and one label for the extraction
correctness of the attribution alone. Each triple is labeled as correctly extracted if it is
entailed by its corresponding clause; here factuality annotations are taken into account but
attribution errors are ignored. For example, all triples except #3 of Table 3.1 are considered
correctly extracted. An attribution is incorrectly extracted if there is an attribution in the
sentence which is neither present in the triple nor in the attribution annotation. In Table 3.1,
the attribution is considered to be incorrectly extracted for the extractions #2, #3, #5, and #6.
Attribution is labeled only when the fact triple is labeled as correctly extracted. For more
details about the labeling guidelines, see Appendix A.

Each extraction was labeled by two independent labelers. We treat an extraction as
correctly extracted if both labelers labeled it as correctly extracted. The inter-annotator
agreement was moderate (NYT-200: Cohen’s κ = 0.53, 78% of labels agree; Wiki-200:
κ = 0.5, 79% of labels agree). The reason for the moderate inter-annotator agreement is
because in some cases it is hard to assess whether the triple is correctly extracted or not,
therefore leading to different conclusions from the labelers. Consider the following input
sentence and its OpenIE extraction:

“Harry Eagle won the Waterford International Biomedical Award and Eli Lilly Award
in Bacteriology.”

(“H. Eagle”; “won Waterford International Biomedical Award in”; “Bacteriology”)

In this particular example, one can label this extraction as correctly extracted or as incorrectly
extracted, and this depends on the underlying assumptions of the labeler. In particular, if we
assume that the full name of the second award is “Eli Lilly Award in Bacteriology”, then
we cannot know for sure if the Waterford International Biomedical Award is in fact about
bacteriology at all, thus leading us to a conclusion that this is an incorrectly extracted triple,
because we need more information to know for sure. On the other hand, if we assume that
both awards are about bacteriology—which is possible judging by the sentence alone—,
then the OpenIE triple is indeed correctly extracted. In our example, one labeler labeled the
triple as incorrectly extracted and the other labeler as correctly extracted. For our study, we
consider the overall label of this example as incorrectly extracted, because only one of the
labelers considered the triple as correctly extracted.

Measures

For each system, we measured the total number of extractions, the total number of correctly
extracted triples (recall), the fraction of correctly extracted triples out of all extractions
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OLLIE ClausIE Stanford MinIE-C MinIE-S MinIE-D MinIE-A

# non-redundant extr. 20,557 36,173 16,350 37,465 37,093 36,921 36,474
# with redundant extr. 24,316 58,420 43,360 47,637 45,492 45,318 42,842

µ ±σ 9.9±5.8 10.9±7.0 6.6±3.0 8.3±4.9 7.2±4.2 7.0±4.1 4.7±1.9
with attributions 6.8% - - 10.8% 10.8% 10.7% 10.8%

with negative polarity - - - 3.8% 3.7% 3.7% 3.8%
with possibility - - - 10.1% 9.9% 10.0% 9.7%

with quantity - - - 17.6% 17.8% 17.8% 1.9%

Table 3.10 Results on the unlabeled NYT-10k dataset (µ=avg. extraction length, σ=standard
deviation)

(factual precision), and the fraction of correctly extracted triples that have correctly extracted
attributions (attribution precision). We also determined the mean word count per triple (µ)
and its standard deviation (σ ) as a proxy for minimality. Finally, as some systems produced
a large number of redundant extractions, we also report the number of non-redundant
extractions. For simplicity, we consider a triple t1 redundant if it appears as subsequence in
some other triple t2 produced by the same extractor from the same sentence (e.g., extraction
#5 in Table 3.1 is redundant given extraction #6).

3.8.2 Extraction Statistics

In our first experiment, we used the larger but unlabeled NYT-10k dataset. The goal of this
experiment was to investigate the total number of redundant and non-redundant extractions
produced by each OpenIE system and how frequently semantic annotations were produced
(Table 3.10). For MinIE’s semantic annotations, we only show the fraction of negative
polarity and possibility annotations for triples (i.e., we exclude the factuality annotations of
the attribution).

In terms of number of extractions, MinIE (all modes) and Stanford OIE are roughly
on par. On the other hand, OLLIE has significantly fewer and ClausIE significantly more
extractions compared to MinIE. The reason why ClausIE has more extractions than MinIE is
that different (partly redundant) extractions from ClausIE may lead to the same minimized
extractions in MinIE. This is also the reason why the number of extractions drops in the more
aggressive modes of MinIE. We also determined the number of non-redundant extractions
produced by each system and found that most systems produced only a moderate number of
redundant extractions. A notable exception is Stanford OIE, which produced many extraction
variants by dropping different subsets of words.

We observed that all modes of MinIE achieved significantly shorter extractions than
ClausIE (MinIE’s underlying OpenIE system), and that the average extraction length indeed
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OLLIE ClausIE Stanford MinIE-C MinIE-S MinIE-D MinIE-A

NYT
# non-redundant (correct/total) 246/414 505/821 178/342 581/785 574/781 569/777 439/753

# w/ redundant (correct/total) 302/497 792/1300 530/1052 727/970 690/924 681/916 505/860
factual prec. (0.61) (0.61) (0.5) (0.75) (0.75) (0.74) (0.59)

attr. prec. (0.9) - - (0.94) (0.93) (0.93) (0.93)

Wiki
# non-redundant (correct/total) 229/479 424/704 217/398 500/666 489/661 486/669 401/658

# w/ redundant (correct/total) 284/565 628/1002 651/1519 635/851 602/816 593/816 474/783
factual prec. (0.50) (0.63) (0.43) (0.75) (0.74) (0.73) (0.61)

attr. prec. (0.97) - - (0.97) (0.96) (0.96) (0.97)

Table 3.11 Results on the labeled NYT-200 and Wiki-200 datasets

dropped as we used more aggressive modes. Out of all minimization modes of MinIE, only
MinIE-A produced shorter extractions than Stanford OIE. The main reason for the short
extraction length of Stanford OIE is its aggressive creation of short redundant extractions
(at the cost of precision; see section 3.8.3). We also found that to further minimize the
extractions of both MinIE-S and MinIE-D, it is often necessary to minimize subjects and
objects with prepositional modifiers (which MinIE-S and MinIE-D currently avoid).

Only OLLIE and MinIE make use of semantic annotations. The fraction of extracted
attribution annotations was significantly smaller for OLLIE than for MinIE, mainly because
OLLIE’s attribution detection is limited only to the ccomp dependency relation. Our results
also indicate that MinIE frequently provides semantic annotations (with the notable exception
of negative polarity). We found, however, that when the input sentences are from different
domains, the coverage of semantic annotations of the OpenIE extractions could also be
different. We ran (a variant of) MinIE-S on the entire English Wikipedia (Chapter 4) and
found that sometimes the coverage of a certain semantic annotation for those triples (Table
4.3) is different than the coverage of semantic annotations for the triples extracted from NYT-
10k (Table 3.10). For example, there is significantly higher coverage of attributions detected
in the triples extracted from NYT-10k compared to the triples extracted from Wikipedia. The
reason for such difference could be because NYT is newswire corpus, where large portion
of the sentences are about reporting who said what, while Wikipedia contains encyclopedic
knowledge, which rarely contains such sentences.
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3.8.3 Precision

In our second experiment, we compared the precision and recall of the various OpenIE
systems on the smaller NYT-200 and Wiki-200 datasets. Our results are summarized in
Table 3.11.

We found that Stanford OIE had the lowest factual precision and recall for non-redundant
extractions throughout; it produced many incorrect and many redundant extractions (e.g.,
Stanford OIE produced 400 extractions from five sentences on NYT-200). For MinIE, the
factual precision dropped as expected when we use more aggressive modes. Interestingly, the
drop in precision between MinIE-C and MinIE-D was quite low, even though the extractions
of MinIE-D get shorter. The aggressive minimization of MinIE-A led to a more severe
drop in precision. Surprisingly to us, even MinIE’s aggressive mode achieved precision
comparable to ClausIE and higher than Stanford OIE. We found that MinIE-C, MinIE-S, and
MinIE-D had higher precision than ClausIE. Reasons include that MinIE produces additional
high-precision implicit extractions and breaks up very long and thus error-prone extractions.
We also tried enriching the dictionary of MinIE-D with WordNet and Wiktionary collocations.
We found that the precision of MinIE-D was almost the same.

As for attribution precision, most of the sentences in our samples did not contain attribu-
tions; these numbers thus have low accuracy. OLLIE and MinIE achieved similar results,
even though MinIE additionally annotated attributions with factuality information.

3.8.4 Discussion

For all modes, errors in dependency parsing transfer over to errors in MinIE, which we
believe was the main source of incorrectly extracted triples in MinIE-C and MinIE-S. One
particular difficulty for the dependency parser is processing the conjunctions Chen and
Manning [2014]. Subsequently, Saha and Mausam [2018] also observed this issue and
proposed techniques for correcting such errors in OpenIE that originate from errors in
dependency parses of conjunctions. In particular, they proposed methods for breaking down a
conjunctive sentence into several simpler sentences that are without conjunctions, which are
then fed to the OpenIE system. This strategy decreases the probability of producing errors
by the dependency parser, because the sentences are both simpler and without conjunctions.
As a consequence, this leads to decreasing the probability of errors produced by the OpenIE
extractor. We believe that implementing such techniques on MinIE as a preprocessing step
might result in significant improvement of the extractions.

For MinIE-D, a frequent source of error is that MinIE-D sometimes drops adjectives
which in fact form multi-word expressions with the noun they are modifying (e.g., “assistant
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director”). This happens when the multi-word expression is not present in the dictionary.
For improving the performance of MinIE-D due to such issues, the use of better multi-
word expression dictionaries will help address this problem. This could be achieved by
enriching the dictionaries either with methods for detecting collocations from large corpora
[Espinosa-Anke et al. 2016] or adding multi-word expressions from other already existing
resources.

Another source of error stems from the underlying NER system used by MinIE. For
example, the first word of the entity “Personal Ensign” (which is a name of a horse) was not
recognized as a named entity, while the second was recognized as PERSON, thus leading to
the incorrect extraction: (“Personal”; “is”; “Ensign”).

3.9 Use of MinIE for Downstream Tasks

We believe that the use of minimized extractions with semantic annotations are a promising
direction for OpenIE. The techniques presented in this chapter can be seen as a step towards
this goal. One important direction could be adding more types of semantic annotation. For
this reason, MinIE is designed to be flexible towards adding new semantic annotations. For
example, we showed in Section 3.7 such extension of MinIE (namely, MinIE-SpaTe), where
we added spatial and temporal annotations to the extractions produced by MinIE. MinIE-
SpaTe was used to produce the largest OpenIE corpus to date which was constructed from
the entire English Wikipedia (details in Chapter 4). Moreover, subsequent work [Lauscher
et al. 2019] proposed yet another extension of MinIE (called MinScIE), which is specifically
tuned for extracting information from scientific literature. The authors enriched MinScIE
with additional semantic annotations specialized for paper citations (in particular, semantic
annotations for citation marker, citation polarity and citation function).

The compactness of the extractions provided by MinIE is helpful for KB-related down-
stream tasks. For example, Lin et al. [2020] proposed an end-to-end system for KB population
(called KBPearl). To leverage the information found in natural language text for populating
a KB, KBPearl uses an underlying OpenIE system in the early stages of its pipeline. The
authors tested KBPearl with several OpenIE systems and, through an empirical experimental
study, showed that the compactness of the OpenIE extractions produced by MinIE makes
KBPearl perform best among several OpenIE systems for KB population. The study shows
the potential of using OpenIE for KB-related downstream tasks.

MinIE was also used in subsequent work for improving another downstream task: fact
salience. Ponza et al. [2018] proposed SalIE, which is a system for detecting salient OpenIE
facts from a corpus. The authors showed that with the use of OpenIE facts from MinIE, their
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system SalIE competes with state of the art text summarization systems, outperforming them
on benchmark datasets w.r.t. the ROUGE metric.

3.10 Conclusions and Future Work

In this chapter, we discussed methodologies for minimizing facts in open information
extraction. One direction for effective minimization is through structuring some aspects of
the semantics carried in the triple by moving its words to semantic annotations (e.g. factuality,
space, time, etc.). Other direction for minimization is to remove words in the triple that
are considered to be overly-specific. In principle, the minimized triple should still carry
the same information as before minimization. Such minimization methods produce more
compact extractions, which can be subsequently used for other downstream tasks, such as
KB population [Lin et al. 2020] and fact salience [Ponza et al. 2018]. In this chapter, we
proposed the OpenIE system MinIE, which performs such minimizations. We examined
different minimization strategies, which differ in their level of aggressiveness, thus resulting
in several minimization modes—MinIE-C(omplete), MinIE-S(afe), MinIE-D(icitionary) and
MinIE-A(ggressive)—as well as an extension of MinIE that performs semantic annotations
for space and time (MinIE-SpaTe).

With our experimental study (Section 3.8), we found that MinIE in its complete and safe
mode outperforms other prior methods in terms of precision and recall. As expected, we
found that as MinIE progresses from less aggressive to more aggressive modes, while the
extractions indeed get shorter, the precision points get lower. What we found surprising,
however, was the fact that even when using MinIE-D—which includes riskier minimization
strategies like dropping adjectives that modify nouns—, the precision score did not suffer
significantly. One reason for such observation is the method for constructing dictionary of
multi-word expressions. Because we used a dictionary of frequent relations and arguments
which were extracted by the use of MinIE’s safe mode on large corpora, it became less likely
for MinIE-D to drop words which are important for the meaning of the argument and relation.
One way to fix the problem of the slight drop of precision points is to investigate better ways
of constructing dictionaries of multi-word expressions, which can be fed into MinIE-D. Other
surprising observation was that even in its most aggressive mode, MinIE is still competitive
with other prior methods. In this case, however, the drop in precision is significant w.r.t. to the
previous level of aggressiveness (MinIE-D). We believe that a promising direction for future
research work is finding better trade-off between the shortness of extractions of MinIE-A
and the precision and recall points of MinIE-S.
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Since the publication of MinIE, the research community focused on training neural models
for learning OpenIE extractors. The advantage of such neural models is that they do not rely
on prior complex linguistic processing (e.g., dependency parsing). Consequently, the errors
produced by such linguistic processing would not propagate throughout the OpenIE pipeline
as is the case with MinIE and other OpenIE systems that rely on prior NLP computations,
such as dependency parsing or part-of-speech tagging. Instead, such systems use spans as
features and treat the task as either sequence tagging problem [Stanovsky et al. 2018; Roy
et al. 2019; Zhan and Zhao 2020], or as sequence generation problem [Cui et al. 2018; Sun
et al. 2018b;a; Kolluru et al. 2020].

One common problem for designing such neural OpenIE systems is the lack of training
data. Stanovsky et al. [2018] use the benchmark OpenIE data they previously published
[Stanovsky and Dagan 2016]. This dataset was originally constructed for another task
(QA-SRL), which was then automatically transformed into OpenIE dataset. Therefore, the
dataset is biased towards QA-SRL scenarios and it also contains considerable amount of
noise due to the automatic transformation from QA-SRL to OpenIE [Bhardwaj et al. 2019].
Other line of work generates training data by simply running a prior system on large corpus
(e.g., Wikipedia) and selecting only the triples with high confidence score (e.g. > 0.9) as
positive training data [Cui et al. 2018; Zhan and Zhao 2020]. Similarly, other work uses
the output triples of several OpenIE systems (instead of just one), which are subsequently
filtered in order to create high-quality training data [Roy et al. 2019; Kolluru et al. 2020].
While such bootstrapped datasets provide larger quantities of data, they still suffer from some
drawbacks. One drawback is that many of the prior OpenIE systems do not produce all the
possible extractions that can be made, which means that the training data is limited only to
extractions produced by prior systems. Moreover, they still contain considerable amount
of noise, because the automatic extractors and filters are not perfect. One way to tackle
such issues is with manual evaluation of the extractors and filters or by manually generating
training data. For these reasons, another direction is to use crowdsourced dataset [Sun et al.
2018b;a]. In principle, such crowdsourced datasets have higher quality than automatically
bootstrapped data, though, due to the complexity of the task, they are hard to scale.

Overall, neural models for OpenIE are a promising direction of research. As discussed
previously, the major problem for training such models is the lack of training data that
is both high-quality and high-quantity. We believe that investigating better methods for
generating training data that is both high-quality and high-quantity is promising research
direction. As for the compactness of OpenIE extractions, we believe that one interesting
future direction of research is to investigate methods for training a model that effectively
minimizes OpenIE extractions. Ideally, such minimization model can be used for minimizing
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extractions on any already existing OpenIE system. The minimization model would tune
the precision-compactness trade-off which we observed between MinIE-S and MinIE-A.
Again, training data would be a major bottleneck for such research. One possible way to
overcome the problem of lack of training data is to manually annotate a smaller seed of
extractions that would contain information about which words are (and which words are not)
safe to drop without damaging the semantics of the extractions. Then, through the use of
weakly-supervised strategies, MinIE could be used to generate more high-confidence data
for minimization.

In the following chapter, we present a large OpenIE corpus (called OPIEC) which
was produced by running MinIE-SpaTe on the entire English Wikipedia. In Chapter 5 we
study the alignments of OPIEC with KBs constructed from the same resource (Wikipedia),
namely DBpedia and YAGO. MinIE-SpaTe is suitable OpenIE system for performing such
comparisons, because (i) it provides compact extractions; and (ii) it can provide insights of
spatio-temporal extractions compared with YAGO which also contains spatio-temporal KB
triples.





Chapter 4

OPIEC: An Open Information
Extraction Corpus

OpenIE extractions are most efficiently used in downstream tasks when they are extracted
from large corpora. For example, OpenIE extractions from large corpus can be used for
populating a knowledge base (KB) [Lin et al. 2020], because the information contained
in OpenIE extractions often complements the information in already existing structured
KBs. Moreover, when large amounts of text data is structured with OpenIE triples, we can
understand the underlying information within the text easier through other downstream tasks,
such as fact retrieval [Löser et al. 2011], offering explanation of entity-ranking results in
information retrieval through OpenIE extractions [Kadry and Dietz 2017], summarizing text
through selecting OpenIE salient facts [Ponza et al. 2018], or comparing the OpenIE corpus
against other similar resources (e.g. semantically unambiguous KBs; for more details, refer
to Chapter 5).

In this chapter, we describe OPIEC—the largest OpenIE corpus to date—which was
extracted from the entire English Wikipedia. OPIEC retains the original (golden) links found
in Wikipedia articles and was extracted with MinIE–SpaTe (described in Chapter 3.7), thus
providing the necessary compactness (discussed in Chapter 3) for studying the alignments be-
tween OpenIE triples and canonicalized KBs constructed from the same resources (discussed
in Chapter 5).

4.1 Introduction

The extractions of OpenIE systems from large corpora are a valuable resource for down-
stream tasks [Etzioni et al. 2008; Mausam 2016], such as automated knowledge base con-
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struction [Riedel et al. 2013; Wu et al. 2018; Vashishth et al. 2018; Shi and Weninger 2018],
knowledge base population [Lin et al. 2020], open question answering [Fader et al. 2013;
2014; Khot et al. 2017; Yan et al. 2018; Saha Roy and Anand 2020], event schema induc-
tion [Balasubramanian et al. 2013], generating inference rules [Jain and Mausam 2016],
or for improving OpenIE systems themselves [Mausam et al. 2012; Yahya et al. 2014].
Besides the large corpora produced by OpenIE systems (also known as Open Knowledge
Bases [Galárraga et al. 2014] or Open Knowledge Graphs [Gupta et al. 2019] in different
literature), a number of derived resources have been produced from OpenIE extractions,
including entailment rules [Jain and Mausam 2016], question paraphrases [Fader et al. 2013],
Rel-grams [Balasubramanian et al. 2012], and OpenIE-based embeddings [Stanovsky et al.
2015].

The role of OpenIE corpora in downstream tasks is in that they structure the information
of the text data into more machine-readable format (e.g. triples). For example, there are
knowledge bases which are constructed from semi-structured data (e.g., DBpedia extracts
information from Wikipedia infoboxes), which do not extract information from natural
language text. By structuring large amounts of textual data into triples, OpenIE makes the
information found in text much more accessible, which is subsequently used for tasks such
as populating KBs [Lin et al. 2020] or link prediction between entities in the KB [Gupta et al.
2019].

In this chapter, we discuss our OpenIE corpus called OPIEC1 [Gashteovski et al. 2019].
The OPIEC corpus was extracted from the full text of the entire English Wikipedia, using
the Stanford CoreNLP pipeline [Manning et al. 2014] and the OpenIE system MinIE-SpaTe
(discussed in Chapter 3.7). With more than 341M OpenIE triples, OPIEC is the largest
publicly available OpenIE corpus to date and, for each of its extractions, it contains valuable
metadata information which is not available in existing resources (see Table 4.1 for an
overview, and section 4.2 for a detailed discussion on related OpenIE corpora). In particular,
for each triple, OPIEC provides detailed provenance information (e.g. Wikipedia article
ID where the triple was extracted from), syntactic annotations (such as POS tags, lemmas,
dependency parses), semantic annotations (such as polarity, modality, attribution, space,
time), entity annotations (NER types and, when available, Wikipedia links), as well as
confidence scores. Figure 4.1 shows an example of an OpenIE triple from OPIEC along with
its annotations.

OPIEC complements available OpenIE resources [Fader et al. 2011; Lin et al. 2012;
Nakashole et al. 2012; Moro and Navigli 2012; 2013; Delli Bovi et al. 2015b;a]. For example,
WiSeNet [Moro and Navigli 2013] was also constructed from the English Wikipedia and it

1The OPIEC corpus is available at https://www.uni-mannheim.de/dws/research/resources/opiec/

https://www.uni-mannheim.de/dws/research/resources/opiec/
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Fig. 4.1 Example of an OpenIE triple from OPIEC along with its annotations

also retained the original links found in Wikipedia articles. OPIEC, however, was constructed
from a more recent version of Wikipedia, which means that the information found in OPIEC
can be used to add more recent information to WiSeNet (e.g. in WiSeNet there is no triple
indicating that Emmanuel Macron is president of France). Moreover, OPIEC was constructed
with the OpenIE system MinIE-SpaTe, which has relatively high recall (discussed in section
3.8), thus increasing the potential of adding new information to WiSeNet as well. Finally,
OPIEC contains many syntactic and semantic annotations, which means that even if WiSeNet
contains some fact that is also present in OPIEC, the semantic annotations of OPIEC can
provide additional semantic context to the WiSeNet fact (e.g. entity types for the arguments).

To analyze OPIEC’s content and its potential usefulness for downstream applications,
we performed a detailed data profiling study of the OPIEC corpus. We observed that a
substantial fraction of the OpenIE extractions was either not self-contained (e.g., because
no anaphora resolution was performed) or overly specific (e.g., because arguments were
complex phrases). Since these extractions are more difficult to work with, we created the
OPIEC-Clean subcorpus (104M triples), in which we only retained triples that express
relations between named entities (e.g. Alan Turing) or concepts (e.g. dolphin). In particular,
OPIEC-Clean contains triples in which arguments are either named entities (as recognized
by an NER system), match a Wikipedia page title (e.g., concepts such as political party or
movie), or link directly to a Wikipedia page. Although OPIEC-Clean is substantially smaller
than the full OPIEC corpus, it is nevertheless four times larger than the largest prior OpenIE
corpus (KB-Unify).

As discussed in section 2.1, OpenIE extractions are consisted of surface patterns, which
means that their semantic content is not disambiguated. Contrary to OpenIE, traditional
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# triples # unique # unique disamb. args confi- prove- syntactic semantic
(millions) arguments relations (aut./gold) dence nance annotat. annotat.

(millions) (millions)

ReVerb 14.7 2.2 0.7 - / - ✓ ✓ ✓ -
ReVerb-Linked 3.0 0.8 0.5 ✓ / - - - - -
PATTY (Wiki) 15.8 0.9 1.6 ✓ / - - - - -
WiseNet 2.0 2.3 1.4 0.2 - / ✓ - - - -
DefIE 20.3 2.5 0.3 ✓ / - - - - -
KB-Unify 25.5 2.1 2.3 ✓ / - - - - -

OPIEC 341.0 104.9 63.9 - / - ✓ ✓ ✓ ✓
OPIEC-Clean 104.0 11.1 22.8 - / - ✓ ✓ ✓ ✓
OPIEC-Linked 5.8 2.1 0.9 - / ✓ ✓ ✓ ✓ ✓

Table 4.1 Available OpenIE corpora and their properties. All numbers are in millions. Syn-
tactic annotations include POS tags, lemmas, and dependency parses. Semantic annotations
include attribution, polarity, modality, space, and time.

KBs contain semantically disamiguated relations and arguments. In Chapter 5, we analyze
alignments between OPIEC on the one hand and well-established KBs on the other (namely,
DBpedia and YAGO, which were also constructed from Wikipedia). Such analysis is possible
with OPIEC because 1) it retains the golden links found in the Wikipedia articles; 2) provides
the necessary compactness of extractions discussed in Chapter 3; and 3) provides wide
range of semantic annotations, which helps to understand the surface patterns better. For
more elaborate discussion on the alignments between OpenIE triples of OPIEC and KBs
constructed from the same resource (DBpedia and YAGO), see Chapter 5.

Along with the OPIEC corpus as well as the OPIEC-Clean and OPIEC-Linked subcorpora,
we release the codebase used to construct the corpus as well as a number of derived resources,
most notably a corpus of open relations between arguments of various entity types along
with their frequencies. We believe that the OPIEC corpus is a valuable resource for future
research on automated knowledge base construction.

4.2 Related Corpora

In recent years, many structured information resources were created from semi-structured or
unstructured data. In this chapter, we focus on large-scale OpenIE corpora, which do not
make use of a predefined set of arguments and/or relations. OpenIE corpora complement
more targeted resources such as knowledge bases (e.g., DBpedia, YAGO) or NELL [Mitchell
et al. 2018], as well as smaller, manually crafted corpora such as the one of Stanovsky and
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Dagan [2016]; see also more elaborate discussion in Section 5.2. An overview of the OPIEC
corpus, its subcorpora, and related OpenIE corpora is given in Table 4.1.

The largest prior corpus is KB-Unify, which consists of 25.5M triples having roughly
2.1M distinct arguments and 2.3M distinct relations. Both OPIEC (341M triples, 105M
distinct arguments and 64M distinct relations) and OPIEC-Clean (104M triples, 11M argu-
ments and 23M relations) are significantly larger than KB-Unify, both in terms of number of
triples as well as in terms of distinct arguments and relations. One of the reasons for this size
difference is that the MinIE extractor, which we used to create the OPIEC corpus, produces
more extractions than the extractors used to create prior resources. The OPIEC corpus—but
not OPIEC-Clean and OPIEC-Linked—also contains all extractions produced by MinIE
unfiltered, whereas most prior corpora use filtering rules aiming to provide higher-quality
extractions (e.g., frequency constraints or thresholds of extraction confidence scores).

Most of the available corpora use automated methods to disambiguate entities (e.g.,
w.r.t. a reference knowledge base). On the one hand, such links are very useful because the
ambiguity of the OpenIE triples is restricted to the open relations only, while the OpenIE
arguments become disambiguated. On the other hand, the use of automated entity linkers
may introduce errors and—perhaps more importantly—restricts the corpus only to arguments
that can be confidently linked. We did not perform automatic disambiguation in OPIEC,
although we retained Wikipedia links when present (similar to WiseNet). Since these links
are provided by humans, we consider them as golden disambiguation links. The OPIEC-
Linked subcorpus contains almost 6M triples from OPIEC in which both arguments are
disambiguated via such golden links.

A key difference between OPIEC and prior resources is in the amount of metadata
provided for each triple. First, only ReVerb and OPIEC provide confidence scores for the
extractions. The confidence score measures how likely it is that the triple has been extracted
correctly (but not whether it is actually true). For example, given the sentence “Bill Gates
is a founder of Microsoft.”, the extraction (“Bill Gates”; “is founder of”; “Microsoft”) is
correct, whereas the extraction (“Bill Gates”; “is”; “Microsoft”) is not. Since OpenIE
extractors are bound to make extraction errors, the extractor confidence is an important signal
for downstream applications [Dong et al. 2014]. Similarly, OPIEC provides provenance
information (i.e., information about where the triple was extracted from), which is not
provided in many prior resources. In particular, OPIEC provides the Wikipedia page ID from
where the triple was extracted from as well as the sentence number within the Wikipedia page
(e.g. sentence number = 2 indicates that the triple was extracted from the second sentence of
the article). In addition, OPIEC provides many other annotations which are not provided in
most of the resources, such as named entity type of the arguments (when present), syntactic
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information about the provenance sentence (e.g., dependency parse, POS tags, etc.) and
semantic annotation of the triple itself (e.g., factuality and attribution). An example of an
OPIEC triple along with its annotations is shown on Figure 4.1 and a full list of all the
meta-data is shown in Table 4.2.

Besides the compact extractions provided by MinIE-SpaTe, one of the reasons why
we chose MinIE-SpaTe to construct OPIEC is that it provides syntactic and semantics
annotations for its extractions. Syntactic annotations include part-of-speech tags, lemmas,
and dependency parses. Semantic annotations include attribution (source of information
according to sentence), polarity (positive or negative), modality (certainty or possibility),
space and time. The use of semantic annotations simplifies the resulting triples significantly
and provides valuable contextual information. More elaborate discussion is presented in
Section 4.3.

4.3 Corpus Construction

OPIEC was constructed from all the articles of the English Wikipedia dump of June 21,
2017. Figure 4.2 gives an overview of the pipeline that we used. First, in the preprocessing
step, we take a Wikipedia dump, which is then processed to extract only the textual part of
every Wikipedia article. We also keep the original links found in each Wikipedia article as
meta-data. Next, we process the text with NLP pipeline, providing syntactic and semantic
annotations (POS tags, dependency parse, NER types, etc.). The output of the NLP pipeline
is then fed to our OpenIE system—MinIE-SpaTe—, which uses the syntactic and semantic
annotations for producing the extractions. In order to prevent breaking-up words of entities
in the arguments, we then postprocess the resulting triples, by rearranging the words in the
arguments and relations according to the meta-data about the span of the links. At this point,
we already have produced the OPIEC corpus. Finally, we apply filters for producing the
subcorpora OPIEC-Clean and OPIEC-Linked.

The pipeline is (apart from the preprocessing step) not specific to Wikipedia and thus can
be used with other natural language text datasets as well (e.g. newswire corpora). We used
Apache Spark [Zaharia et al. 2016] to distribute the corpus construction across a computing
cluster, so that large datasets can be handled more effectively. We released the entire codebase
along with the actual OPIEC corpora.
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Fig. 4.2 Corpus construction pipeline

4.3.1 Preprocessing

We used a modified version of WikiExtractor2 to extract the plain text from Wikipedia
pages. In particular, we modified WikiExtractor such that it retains internal Wikipedia
links from within the article’s text to other Wikipedia articles. These links are annotated
by humans, which makes them golden disambiguation links. The links are provided as
additional metadata in the form of (span, target page) annotations. If needed, custom entity
linkers can be inserted into the pipeline by providing link annotations in such format.

Wikipedia generally does not link the first phrase of an article to the article page itself.
For example, the page on New Hampshire starts with “New Hampshire is a state in ...”, where
the starting phrase “New Hampshire” is not linked. The first few sentences of a Wikipedia
article are very important, because they contain definitional knowledge about the entity (or
the concept) for which the article is about3. To avoid losing this important information, we
link the first phrase of the first sentence of the Wikipedia article that exactly matches the
Wikipedia page name (if any) to that same Wikipedia page.

Keeping the links from Wikipedia page articles, however, introduces inevitable bias in
the data. One type of bias stems from Wikipedia’s policy on how to place links within the
articles, which encourages its contributors to avoid overlinking the articles. In Wikipedia’s
manual of style, an overlinked article is defined as an article that “contains an excessive
number of links, making it difficult to identify links likely to aid the reader’s understanding
significantly”. 4 They also discourage repetition of links within the articles, meaning that a
link within a Wikipedia article should ideally appear only once. Such linking strategy results
in links appearing mostly at the beginning of the articles, where the definitional knowledge

2https://github.com/attardi/wikiextractor
3Delli Bovi et al. [2015b] refer to such type of sentences as “textual definition about an entity or a concept”
4https://en.wikipedia.org/wiki/Wikipedia:Manual_of_Style/Linking#What_generally_should_not_be_linked

https://github.com/attardi/wikiextractor
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is found. This suggests that the information which is found at the later parts of an article
usually does not get links, leading to OpenIE extractions which contain links mostly for the
starting parts of the articles. Such issues could be addressed with subsequent use of effective
entity linking tools, which we leave for future work.

4.3.2 NLP Pipeline

We ran an NLP pipeline on the preprocessed Wikipedia articles by using CoreNLP [Manning
et al. 2014], version 3.8.0. We performed tokenization, sentence splitting, part-of-speech
tagging [Toutanova et al. 2003], lemmatization, named entity recognition (NER) [Finkel et al.
2005], temporal tagging [Chang and Manning 2012], and dependency parsing [Chen and
Manning 2014]. The resulting corpus of the NLP pipeline is the entire English Wikipedia
with linguistic annotations (POS tags, dependency parses, NER types, etc.), which we also
released as an additional corpus (WikiNLP).

4.3.3 OpenIE System

Next, we feed the NLP annotations to OPIEC’s underlying OpenIE system. The OPIEC
pipeline uses MinIE-SpaTe as an OpenIE system, because it provides compact and semanti-
cally annotated OpenIE extractions. We use MinIE’s safe mode as an underlying system for
MinIE-SpaTe, because we want to avoid losing precision on the extractions at the expense of
compactness (for more elaborate discussion on the precision-compactness trade-off, refer to
Section 3.8).

4.3.4 Postprocessing

In a final postprocessing step, we rearranged triples such that links within the triples are
not split across its constituents. For example, the triple (“Peter Brooke”; “was member of”;

“Parliament”) produced by MinIE splits up the linked phrase “member of Parliament”, which
results in an incorrect link for the object (since it does not link to Parliament, but to member of
parliament). We thus rewrite such triples to (“Peter Brooke”; “was”; “member of Parliament”).

4.3.5 Provided Metadata

All metadata collected in the pipeline are retained for each triple, including provenance
information (provenance sentence, Wikipedia article ID of the provenance sentence, position
of the provenance sentence within the Wikipedia article), syntactic annotations (dependency
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Field Description

Article ID Wikipedia article ID

Sentence Sentence from which the triple was extracted, including annotations: 1) Sentence
number within the Wikipedia page; 2) Span of the sentence within the Wikipedia
page; 2) Dependency parse; 4) Token information. For each token, OPIEC
provides POS tag, NER type, span, the original word found in the sentence,
lemma, position of the token within the sentence, and the WikiLink object
(contains offset begin/end index of the link within the article, the original phrase
of the link, and the link itself).

Polarity The polarity of the triple (either positive or negative)

Negative words Words indicating negative polarity

Modality The modality of the triple (either possibility or certainty)

CT/PS words Words indicating the detected modality

Attribution Attribution of the triple (if found) including attribution phrase, predicate, factu-
ality, space and time

Quantities Quantities in the triple (if found)

Subj. / rel. / obj. Lists of tokens with linguistic annotations for subject, releation, and object of
the triple

Dropped words To minimize the triple and make it more compact, MinIE sometimes drops
words considered to be semantically redundant words (e.g., determiners). All
dropped words are stored here.

Time Temporal annotations: information about TIMEX3 type, TIMEX3 xml, disam-
biguated temporal expression, original core words of the temporal expression,
pre-modifiers/post-modifiers of the core words and temporal predicate

Space Spatial annotations, containing information about the original spatial words, the
pre/post-modifiers and the spatial predicate

Time/Space Information about the temporal annotation on phrases. This
for phrases annotation contains: 1) modified word: head word of the constituent being

modified, and 2) temporal/spatial words modifying the phrase

Confidence score The confidence score of the triple.

Canonical links Canonical links for all links within the triple (follows redirections)

Extraction type Either one of the clause types listed in ClausIE (SVO, SVA, . . . ), or one of
MinIE’s implicit extractions proposed in Chapter 3.4.2 (Hearst patterns, noun
phrases modifying persons, etc.)

Table 4.2 Meta-data fields for each triple in OPIEC
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parse tree, POS tags, lemmas ... ), semantic annotations (NER types, temporal/spatial
annotations, factuality, ...) and confidence scores. A full description of the provided metadata
fields can be found in Table 4.2.

4.3.6 Filtering

We constructed the OPIEC-Clean and OPIEC-Linked subcorpus by filtering the OPIEC
corpus. In general, OPIEC-Clean only retains triples between entities (e.g. Richard Feynman)
or concepts (e.g. chair), whereas OPIEC-Linked only retains triples in which both arguments
are linked. The filtering rules are described in more details in the following section.

4.4 Statistics

Basic statistics such as corpus sizes, frequency of various semantic annotations, and infor-
mation about the length of the extracted triples of OPIEC and its subcorpora are shown in
Table 4.3. We first discuss the properties of the OPIEC corpus, then we describe how we
constructed the OPIEC-Clean and OPIEC-Linked subcorpora, and finally we provide more
in-depth statistics.

4.4.1 The OPIEC Corpus

The OPIEC corpus contains all extractions produced by MinIE-SpaTe. We analyzed these
extractions and found that a substantial part of the triples are more difficult to handle by
downstream applications. We briefly summarize the most prevalent cases of such triples; all
these triples are filtered out in OPIEC-Clean.

First of all, a large part of the triples are under-specific in that additional context informa-
tion from the extraction source is required in order to obtain a coherent piece of information.
By far the main reason for under-specificity is lack of coreference information. In partic-
ular, 22% of the arguments in OPIEC are personal pronouns, such as in the triple (“He”;

“founded”; “Microsoft”). Such triples are under-specific because provenance information is
needed to resolve what “He” refers to. Similarly, about 1% of the triples have determiners as
arguments (e.g. (“This”; “lead to”; “controversy”)), and 0.2% Wh-pronouns (e.g. (“what”;

“are known as”; “altered states of consciousness”)). Coreference resolution in itself is a
difficult problem, but the large fraction of such triples shows that coreference resolution is
important to further boost the recall of OpenIE systems.

Another problem for OpenIE systems are entity mentions—most notably for works
of art—that constitute clauses. For example, the musical “Zip Goes a Million” may be
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OPIEC OPIEC-Clean OPIEC-Linked

Total triples (millions) 341.0 104.0 5.8

Triples with semantic annotations 166.3 (49%) 51.46 (49%) 3.37 (58%)
negative polarity 5.3 (2%) 1.33 (1%) 0.01 (0%)
possibility modality 13.9 (4%) 3.27 (3%) 0.04 (1%)
quantities 59.4 (17%) 15.91 (15%) 0.45 (8%)
attribution 6.4 (2%) 1.44 (1%) 0.01 (0%)
time 65.3 (19%) 19.66 (19%) 0.58 (10%)
space 61.5 (18%) 22.11 (21%) 2.64 (45%)
space OR time 111.3 (33%) 37.22 (36%) 3.01 (52%)
space AND time 15.4 (5%) 4.54 (4%) 0.20 (4%)

Triple length in tokens (µ ±σ ) 7.66±4.25 6.06±2.82 6.45±2.65
subject (µ ±σ ) 2.12±2.12 1.48±0.79 1.92±0.94
relation (µ ±σ ) 3.01±2.47 3.10±2.56 2.77±2.14
object (µ ±σ ) 2.52±2.69 1.48±0.79 1.76±0.94

Confidence score (µ ±σ ) 0.53±0.23 0.59±0.23 0.61±0.26

Table 4.3 Statistics for different OPIEC corpora. All frequencies are in millions. We
count triples with annotations (not annotations directly). Percentages refer to the respective
subcorpus.

interpreted as a clause, leading to the incorrect extraction (“Zip”; “Goes”; “a Million”).
A preliminary study showed that almost 30% of all the OPIEC triples containing the same
recognized named entity in both subject and object were of such a type. These cases constitute
around 1% of OPIEC.

Finally, a substantial fraction of the triples in OPIEC has complicated expressions in
its arguments. Consider for example the sentence “John Smith learned a great deal of
details about the U.S. Constitution”. From this input sentence, MinIE-SpaTe (with MinIE’s
safe mode) extracts the triple (“John Smith”; “learned”; “great deal of details about U.S.
Constitution”), which has a complicated object and is thus difficult to handle. One possible
way to achieve more acceptable level of compactness is to use a mode of MinIE that performs
more aggressive modes of minimization. For instance, if we use the aggressive mode of
MinIE, then we would get the triple (“John Smith”; “learned”; “deal”), which we would
consider to be incorrectly extracted, because the phrase “U.S. Constitution” carries the core
semantic information in the argument. The complicated extraction, however, could be further
minimized to more compact form, which we would consider to be correctly extracted. For
instance, a minimized variant such as (“John Smith”; “learned about”; “U.S. Constitution”)
looses some information, but it expresses the main intent in a simpler way. Currently, MinIE
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does not support versions that would handle such complex cases without suffering significant
loss of precision.

The above difficulties make the OPIEC corpus a helpful resource for research on improv-
ing or reasoning with complex OpenIE extractions rather than for downstream tasks.

4.4.2 The OPIEC-Clean Corpus

The OPIEC-Clean corpus is obtained from OPIEC by simply removing underspecified and
complex triples. In particular, we consider a triple clean if the following conditions are met:

(i) each argument is either linked, an entity recognized by the NER tagger, or matches a
Wikipedia page title

(ii) links or recognized named entities are not split up across constituents

(iii) the triple has a non-empty object.

Conditions (i) and (ii) rule out the complex cases mentioned in the previous section. Note
that we ignore quantities (but no other modifiers) when checking condition (i). For example,
the triple (“Q1 electric locomotives”; “were ordered from”; “Alsthom”) with Q1 =“Three”
is considered clean; here “electric locomotives” holds a link to TCDD E4000 and “Alsthom”
holds a link to Alsthom.

MinIE is a clause-based OpenIE system and can produce extractions for so-called SV
clauses: these extractions consist of only a subject and a relation, but no object. 3.5% of the
triples in OPIEC are of such type. An example is the triple (“Civil War”; “have escalated”;

“”). Although such extractions may contain useful information, we exclude them via condition
(iii) to make the OPIEC-Clean corpus uniform.

Roughly 30% of the triples (104M) in OPIEC are clean according to the above constraints.
Table 4.3 shows that clean triples are generally shorter on average and tend to have a higher
confidence score than the full set of triples in OPIEC. The OPIEC-Clean corpus is easier to
work with than the full OPIEC corpus; it is targeted towards both downstream applications
and research in automated knowledge base construction.

4.4.3 The OPIEC-Linked Corpus

The OPIEC-Linked corpus contains only those triples from OPIEC-Clean in which both
arguments are disambiguated with Wikipedia links. Although the corpus is much smaller
than OPIEC-Clean (5.8M triples, i.e., roughly 5.5% of OPIEC-Clean), it is the largest corpus
to date with golden disambiguation links for the arguments.
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("Michael Jordan"; "grew up in"; "Wilmington")
↓ ↓

Fig. 4.3 Example of OPIEC-Linked triple

Such corpus is useful for downstream tasks (e.g. Open Link Prediction [Broscheit et al.
2020]), because the entities on both sides are disambiguated. For example, the OpenIE triple
(“Michael Jordan”; “grew up in”; “Wilmington”) could be highly ambiguous, because in
Wikipedia there are 14 people named Michael Jordan and 23 places named Wilmington.
OPIEC-Linked removes such ambiguities by providing golden entity links for the arguments,
thus narrowing down the meaning of an argument to a single disambiguated entity (example
shown on Figure 4.3). We use OPIEC-Linked mainly to compare OpenIE extractions with
the information present in the DBpedia and YAGO knowledge bases. For more elaborate
discussion, see Chapter 5.

A common problem with OpenIE systems is that they often extract triples, which are
considered to be overly-specific.

4.4.4 Semantic Annotations

About 49% of all triples in OPIEC contain some sort of semantic annotation (cf. Table 4.3).
For OPIEC-Clean, the proportion of semantically annotated triples remains roughly the same.
On the other hand, in OPIEC-Linked, the fraction of semantically annotated triples increases
to 58%. Most of the semantic annotations refer to quantities, space or time; these annotations
provide important context for the extractions.

There is a significantly smaller amount of negative polarity and possibility modality
annotations. Similarly, the OPIEC triples rarely contain attribution information. One reason
for the lack of such annotations may be in the nature of the Wikipedia articles, which aim
to contain encyclopedic, factual statements and are thus more rarely negated or hedged.
This possible explanation is more evident when compared with the experimental study in
Chapter 3, where we observed that these semantic annotations produced by MinIE (negative
or possibility factuality and attribution) have significantly higher coverage compared to the
coverage observed in OPIEC. Those experiments, however, were performed on the New
York Times corpus, which is a corpus of newswire data. These observations suggest that the
coverage of semantic annotations might differ across different domains.
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Fig. 4.4 Distribution of NER types for arguments and argument pairs in OPIEC-Clean. Here
“O” refers to arguments that are not recognized as a named entity.

The distribution of semantic annotations is similar for OPIEC and OPIEC-Clean, though
it significantly differs for OPIEC-Linked. In particular, we observed a drop in quantity
annotations in OPIEC-Linked because most of the linked phrases do not contain quantities.
The fraction of spatial triples in OPIEC-Linked is much higher than the rest of the corpora.
The reason for such coverage is because Wikipedia contains many pages for locations, which
contain linked text about other locations (e.g. a city being a capital of a country) thus resulting
in many triples with spatial reference (for example, the OpenIE triple (“Berlin”; “is capital
of”; “Germany”)).

4.4.5 NER Types and Frequent Relations

For OPIEC-Clean, Figure 4.4 shows the fraction of arguments and argument pairs that are
recognized as named entities by the NER tagger, along with the NER type distribution of the
arguments.

Out of the around 208M arguments, roughly 42% are recognized named entities. The
most frequent NER type is person, followed by location and organization. The remaining
NER types are not that frequent (less than 3% each). On the other hand, 58% of the arguments
are not typed. These are mostly concepts (more precisely, strings that match Wikipedia pages
not referring to an entity) and are thus not recognized by the NER system. The top-10 most
frequent arguments which are not typed are the words film, population, city, village, father,
song, time, town, album and company, with frequencies varying between 427k and 616k
(Table 4.4).
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argument frequency

“film” 613,955
“population” 564,389

“city” 512,443
“village” 501,051
“father” 468,813
“song” 453,388
“time” 448,951
“town” 431,641

“album” 428,775
“company” 427,011

Table 4.4 Top-10 most frequent arguments which are not typed. Frequency in OPIEC-Clean.

Figure 4.4 also reports the fraction of triples in which none, one, or both arguments are
recognized as a named entity. We found that 18% of the triples (19M) in OPIEC-Clean have
two typed arguments, and around 66% of the triples (68M) have at least one typed argument.
Thus the majority of the triples involves named entities. 34% of the triples do not have
recognized named entity arguments.

Table 4.5 shows the most frequent open relations between arguments recognized as NERs
(which in turn are the top-9 most frequent argument type pairs). We will analyze some of the
open relations in more detail in Chapter 5.2. For now, note that the most frequent relation
between persons is “have”, which is highly polysemous. Other relations, such as “marry”
and “be son of”, are much less ambiguous. We provide all open relations between recognized
argument types as well as their frequencies with the OPIEC-Clean corpus.

4.4.6 Precision and Confidence Score

Each triple in the OPIEC corpora is annotated with a confidence score indicating if the triple
was correctly extracted (for details of the confidence score, see Section 3.7.4). To evaluate
the accuracy of the confidence score, we took an independent random sample of triples (500
in total) from OPIEC and manually evaluated the correctness of the triples following the
procedure explained in Appendix A. We found that 355 from the 500 triples (71%) were
correctly extracted. Next, we bucketized the triples by confidence score into ten equi-width
intervals and calculated the precision within each interval; see Figure 4.5a. We found that the
confidence score is highly correlated to precision (Pearson correlation of r = 0.95) and thus
provides useful information.

The distribution in confidence scores across the various corpora is shown in Figure 4.5b.
We found that OPIEC-Clean and, in particular, OPIEC-Link contain a larger fraction of
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PERSON-PERSON LOCATION-LOCATION PERSON-LOCATION
total freq. 2,890,326 2,887,577 2,455,670

"have" (130,019) "be in" (2,126,562) "be bear in" (203,091)
"marry" (49,405) "have" (40,298) "die in" (37,952)

"be son of" (40,265) "be village in adminis- "return to" (36,702)
trative district of" (9,130)

"be daughter of" (37,089) "be north of" (3,816) "move to" (36,072)
"be bear to" (29,043) "be suburb of" (3,291) "be in" (25,847)

"be know as" (25,607) "be west of" (3,238) "live in" (22,399)
"defeat" (22,151) "be part of" (3,188) "grow up in" (17,571)

"be marry to“ (21,694) "be municipality in” (3,175) "have“ (13713)
"meet” (20,491) "defeat“ (3,137) "leave” (12,573)

"be replace by“ (17,949) "include” (2,983) "represent“ (10,025)
PERSON-ORG. ORG.-LOCATION PERSON-DATE

total freq. 2,320,462 1,660,278 1,331,183

”be member of“ (46,446) ”be in“ (832,292) ”die in“ (61,706)
”have“ (43,643) ”be of“ (68,837) ”die on“ (58,443)
”join“ (36,544) ”be at“ (66,616) ”be bear on“ (37,597)

”attend“ (35,315) ”be from“ (16,931) ”be bear in“ (27,962)
”be president of“ (33,039) ”be for“ (10,476) ”be bear“ (17,564)
”graduate from“ (23,642) ”have“ (9,621) ”die“ (13,459)
”be educate at“ (16,738) ”be base in“ (8,677) ”have death in“ (13,176)

”be chairman of“ (15,954) ”be on“ (7,094) ”have“ (8,485)
”be founder of“ (14,115) ”be near“ (6,021) ”be found in“ (6,455)

”found“ (13,877) ”be headquarter in“ (3,200) ”be release in“ (6,304)
ORG.-ORG. PERSON-MISC ORG.-DATE

total freq. 697,253 610,298 457,254

”have“ (46,739) ”be“ (104,727) ”be found in“ (25,493)
”be know as“ (11,357) ”have“ (22,887) ”be establish in“ (17,347)

”be member of“ (6,429) ”win“ (12,435) ”be form in“ (6,540)
”be part of“ (5,463) ”speak“ (2,937) ”open in“ (6,491)

”defeat“ (5,302) ”play in“ (2,100) ”be build in“ (4,206)
”acquire“ (5,044) ”receive“ (2,084) ”be create in“ (3,372)
”become“ (4,844) ”join“ (2,014) ”open on“ (2,935)

”beat“ (4,403) ”compete in“ (1,864) ”be know“ (2,793)
”be subsidiary of“ (4,155) ”be award“ (1,852) ”close in“ (2,629)

”be own by“ (4,038) ”be induct into“ (1,789) ”be start in“ (2,168)

Table 4.5 Most frequent open relations between NERs (as recognized by the NER tagger) in
OPIEC-Clean
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Fig. 4.5 Precision and distribution of confidence scores

high-confidence triples than the raw OPIEC corpus: these corpora are cleaner in that more
potentially erroneous extractions are filtered out. Although triples with lower confidence
score tend to be more inaccurate, they may still provide suitable information. We thus
included these triples into our corpora; the confidence scores allow downstream applications
to handle these triples as appropriate.

4.5 Use of OPIEC for Downstream Tasks

Such large OpenIE corpora are useful for many downstream tasks, especially if they contain
disambiguated links. In particular, OPIEC-Linked was used for constructing the entity-aspect
linking dataset EAL-D [Nanni et al. 2019]. Entity aspect links provide more fine-grained
semantic context about a given entity. Nanni et al. [2018] present an illustrative example
of an entity aspect link: consider the sentence “I’m watching the debate between Clinton
and Sanders”. The entity mentions “Clinton” and “Sanders” refer to the entities Hillary
Clinton and Bernie Sanders respectively. Linking these mentions with the correspond-
ing entities, however, is too coarse-grained to fully capture the semantics of the mentions
within the context of the sentence. A more precise linking would be the Wikipedia links
Hillary_Clinton#2016_presidential_campaign and Bernie_Sanders#2016_presidential_campaign
respectively, thus providing more fine-grained semantic context (aspect) of the entities. Such
links are found in Wikipedia articles, thus making them available in OPIEC as well. By
leveraging the information in the OpenIE triples from OPIEC-Linked, Nanni et al. [2019]
released EAL-D, which is the largest entity-aspect linking dataset.

Moreover, a subset of OPIEC was leveraged for the newly proposed task of Open Link
Prediction (OLP) [Broscheit et al. 2020]. The OLP task aims at answering queries in the form
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of (“subject”; “relation”; “?”) or (“?”; “relation; ”object“), where ”subject“ and ”object“
are surface patterns of entity mentions. Contrary to traditional link prediction tasks [Nickel
et al. 2011; Bordes et al. 2013; Trouillon et al. 2016; Ruffinelli et al. 2020], in OLP the task
is to predict the mention of an entity (which is a surface textual pattern) in the OpenIE triple,
not the entity’s underlying disambiguation link. In order to provide the necessary resources
for OLP, Broscheit et al. [2020] used a subset of OPIEC. Using the disambiguation links
in the OpenIE arguments for OLP data is crucial, because they can provide a dictionary
of mentions, which can serve for testing the correctness of the predicted mention. To this
end, Broscheit et al. [2020] published an OLP-tailored dataset, which contains 30M distinct
OpenIE triples (with 2.5M entity mentions and 1M open relations). Approximately 1.25M of
these unique OpenIE triples contain disambiguation links on both the subject and the object
(i.e. they are a subset of OPIEC-Linked).

4.6 Conclusions

We created OPIEC, a large open information extraction corpus extracted from Wikipedia.
OPIEC consists of hundreds of millions of triples, along with rich metadata such as prove-
nance information, syntactic annotations, semantic annotations, and confidence scores. In
this chapter, we reported on a data profiling study of the OPIEC corpus as well as its sub-
corpora OPIEC-Clean and OPIEC-Linked. OPIEC-Clean reduces the noise of OPIEC, by
selecting only the triples that have entities or concepts as arguments, thus avoiding noisy
and overly-specific extractions. The disambiguated arguments of OPIEC-Linked reduce the
inherent ambiguities of OpenIE extractions by providing unambiguous Wikipedia links to
the arguments of the triples. The disambiguated arguments of OPIEC-Linked are important
for other downstream tasks, such as aligning OpenIE triples with knowledge bases (KBs).
For example, the OpenIE triple (”Barack Obama“; ”was born in“; ”U.S.“) is considered to
be aligned with the KB triple (Barack Obama; dbp:birthPlace; U.S.). Such alignments are
used for many downstream tasks, including KB population [Lin et al. 2020], link prediction
[Gupta et al. 2019] and automated KB construction [Dong et al. 2014].

OPIEC, however, suffers from several disadvantages. One of them is the significant
amount of underspecific triples (e.g. triples with personal pronouns as arguments). Though
such triples can be correctly extracted, they are nevertheless not informative. For example,
in the OpenIE triple (”He“;”co-founded“; ”Microsoft“) it is not clear to what entity the
argument ”he“ is referring to. On the other hand, OPIEC also contains many triples which are
considered to be overly-specific. For example, the OpenIE triple (”John Smith“; ”learned“;

”great deal of detail about U.S. Constitution“) can be rewritten into more compact form (”John
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Smith“; ”learned about“; ”U.S. Constitution“) without losing the main semantic content.
Other studies suggest that efficient postprocessing of both underspecific and overly-specific
triples is needed for making such corpora more useful for downstream tasks. For example,
Zhan and Zhao [2020] point out that applying coreference resolution on such underspecific
triples is useful for generating training data for training neural models for OpenIE. On the
other hand, the experimental study by [Lin et al. 2020] suggests that using more compact
OpenIE triples is preferable for using OpenIE for KB population. Therefore, we believe that
more work is needed in this direction for improving OpenIE systems.

Another drawback of the triples in OPIEC stems from the confidence score. Even though
we found that the correctness of the extractions highly correlates with the confidence score
(Section 4.4.6), still, we sometimes find perfectly extracted triples that get relatively low
confidence score. For example, OPIEC contains the OpenIE triple (“Monique Leyrac”; “is
actress from”; “Quebec”), which is correctly extracted. While one would expect that such
correctly extracted and compact triple should get much higher confidence score, still, this
triple gets a confidence score of 0.34. In a preliminary study, we found that one of the
main reasons for such misleading scores is because they are extracted from conjunctions
of sentences. In particular, MinIE-SpaTe tends to assign lower confidence scores of such
extractions, because processing conjunctions for dependency parsing is difficult and is more
prone to errors in the dependency parse tree [Chen and Manning 2014]. As a consequence,
these errors are reflected in the training data for the confidence score (Section 3.7.4), and the
classifier learns to reduce the confidence score once we have conjunctions in the sentence.
Such correctly extracted triples with relatively low confidence score are somewhat misleading,
because selecting only high-confidence extractions of a large OpenIE corpus—as used by
many downstream tasks—could lead to losing significant amount of correctly extracted
information, thus hurting recall.

Finally, due to the guidelines of Wikipedia about placing links within the articles by
Wikipedia contributors, we found that the triples in OPIEC that contain links usually come
from the introduction parts of the articles. With such limitations, the information written in
the middle (or bottom) part of an article is usually not linked, thus introducing bias in the data
(details are discussed in Section 4.3.1). This problem could be avoided by the use of efficient
entity linking systems, which would increase the number of triples for OPIEC-Linked, thus
reducing further the ambiguity of OPIEC in general.

As for subsequent work, OPIEC still remains the largest publicly-available OpenIE
corpus to date. The OPIEC framework is designed in such manner that can be applied to any
large-scale text corpora, which has the potential of producing much larger OpenIE corpora.
Moreover, we believe that future work that would address the above mentioned issues would
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produce OpenIE corpus of higher quality and utility. We hope that the OPIEC corpus, its
subcorpora, derived statistics, as well as the codebase used to create the corpus are a valuable
resource for automated KB construction and downstream applications.

In the next chapter, we analyze to what extent OPIEC-Linked overlaps with the DBpedia
and YAGO knowledge bases, which are constructed from the same resource as OPIEC
(Wikipedia). Our study indicates that most open facts do not have counterparts in the
KB such that OpenIE corpora contain complementary information. For the information
that overlaps, open relation are often more specific, more generic, or simply correlated to
KB relations (instead of semantically equivalent). In the next chapter, we also manually
investigate the distant supervision assumption (DSA) within the context of OpenIE, which in
prior work is used as an underlying assumption for other downstream tasks or for constructing
OpenIE systems themselves. Again, for this study, it is crucial that the arguments of the
OpenIE triples are disambiguated, and we used OPIEC-Linked for this reason. In particular,
we evaluated the semantics of the open relations w.r.t. the KB relations and found that OpenIE
relations are semantically more specific. In the same spirit, we manually evaluated if any
OpenIE triple can be expressed with a single KB fact. We found that while a single KB fact is
often capable of expressing one OpenIE triple, though with losing more specific information
contained in the OpenIE triple. We found that such issues can be significantly improved by
the use of KB formulas. A more elaborate discussion for these issues is presented in Chapter
5.



Chapter 5

On Aligning OpenIE Extractions with
Knowledge Bases: A Case Study

OpenIE extractions are consisted of surface patterns, which means that their semantic
content is not disambiguated. Contrary to OpenIE, traditional KBs contain semantically
disambiguated relations and arguments. The structure of both an OpenIE extraction and a
KB fact is (usually) in the form of triple (subj, relation, object). This enables for OpenIE
extractions to be aligned with KB facts for a number of downstream tasks, such as automated
KB construction [Dong et al. 2014], KB population [Lin et al. 2020] and KB extension [Dutta
et al. 2015]. The semantics of such alignments, however, was not studied more closely in
previous work. Usually, the quality of the alignments’ semantics is measured w.r.t. a specific
downstream task (e.g. KB population [Lin et al. 2020] or link prediction [Gupta et al. 2019]).
In this chapter, we study such alignments directly (without any specific downstream task in
mind) and manually analyze their semantics.

5.1 Introduction

OpenIE triples contain surface relations, which often makes their semantics ambiguous
[Gashteovski et al. 2019]. This poses difficulties for OpenIE output to be used in downstream
applications [Broscheit et al. 2017]. By contrast, KB relations have precise semantics
and are more machine-readable [Banko and Etzioni 2008; Bizer et al. 2009]. To bridge
this gap between OpenIE and KBs, many methods were proposed for aligning OpenIE
triples with reference KBs. In such work, the goal is to associate an OpenIE triple with an
existing KB fact (assuming they have the same disambiguated arguments), such that both
triples have equivalent semantics. For example, the OpenIE triple (Jeff Bezos; “be CEO of”;
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Amazon.com)1 has equivalent semantics with the KB fact (Jeff Bezos; dbo:ceo; Amazon.com).
These alignment methods are primarily used for bootstrapping OpenIE systems [Mausam
et al. 2012; Lockard et al. 2019], because training data for learning extraction rules (or for
training neural models) are scarce. A simple approach for bootstrapping is to compare the
argument pairs against a KB. Conceptually, if the argument pair of the OpenIE triple also
exists in the reference KB, it is assumed that the OpenIE extraction contains information
equivalent with the KB fact having the same argument pair. This implies that the OpenIE
triple is correctly extracted and therefore it is used as a positive example for the training data
[Weld et al. 2009]. Other line of work maps any OpenIE triple to a predefined KB schema
[Soderland et al. 2013; Zhang et al. 2019]. For example, the OpenIE triple (Emmanuel
Macron; “be president of”; France) could be mapped to (Emmanuel Macron; dbo:president;
France) even if this fact is not necessarily present in the reference KB. Such methods are used
for downstream tasks such as automatic KB construction [Dong et al. 2014] or KB extension
[Dutta et al. 2015], because they are able to harness knowledge from natural language text to
a target KB.

Such methods for aligning OpenIE triples with KBs are typically measured w.r.t. down-
stream task, such as KB population [Lin et al. 2020], link prediction [Gupta et al. 2019] or
slot filling [Angeli et al. 2015]. In this chapter, we explore how the OpenIE triples from the
OPIEC corpus are related to KBs constructed from the same resource (Wikipedia) w.r.t. their
information content, without any specific downstream task in mind. Both OPIEC and the
KBs (namely, DBpedia and YAGO) are resources which are automatically generated from
the same domain—OPIEC from the textual data and the KBs from the semi-structured data
of Wikipedia (infoboxes)—which makes the OPIEC comparable with the DBpedia and
YAGO. To gain more insights into the semantics of such alignments, we analyze them more
thoroughly and manually.

First, in section 5.2 we compare the content of OPIEC with the content of DBpedia [Bizer
et al. 2009] and YAGO [Hoffart et al. 2013]. Such analysis is helpful for understanding to
what extent does the information content of the OpenIE triples complements the KBs, which
is important for tasks such as KB extension [Dutta et al. 2015]. Since such analysis is difficult
to perform due to the openness and ambiguity of OpenIE extractions, we followed standard
practice and used a simple form of distant supervision. In particular, we analyze the OPIEC-
Linked subcorpus (5.8M triples), which contains only those triples in which both arguments
are linked to Wikipedia articles, i.e., where we have golden labels for disambiguation (for
details, refer to Chapter 4). We found that most of the facts between entities present in
OPIEC-Linked cannot be found in DBpedia and/or YAGO, which shows the potential of

1the arguments Jeff Bezos and Amazon.com are disambiguated
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harnessing knowledge from natural language text for tasks such as populating KBs. We also
observed that OpenIE triples often differ in the level of specificity compared to knowledge
base facts: in some cases the OpenIE triples are more specific than the KB fact, in others the
OpenIE triples are more generic. Finally, we found that frequent open relations are generally
highly polysemous. This suggests that direct mapping of open relations to KB relations
should be avoided, because more context is needed for disambiguating the semantics of
the open relations. Note that this study is not manual and the findings do not explain the
underlying semantics of the alignments in details.

Second, we study the semantics of the alignments between OPIEC triples and DBpedia
facts that have the same argument pair (section 5.3). Contrary to the study discussed in
section 5.2, in section 5.3 we perform manual semantic analysis of an OpenIE triple w.r.t. the
aligned KB fact2. Consequently, this study reveals more detailed findings of the semantics of
such alignments. Consider the OpenIE triple t: (Jeff Bezos; “is CEO of”; Amazon.com) and
the two possible KB alignments f1 : (Jeff Bezos; dbo:ceo; Amazon.com) and f2 : (Jeff Bezos;
dbo:employer; Amazon.com). The KB fact f1 has equivalent semantics with the OpenIE
triple t, which is the distant supervision assumption within the context of OpenIE [Weld et al.
2009]. On the other hand, even though t and f2 have the same argument pair, t is semantically
more specific than f2, because it provides additional information about Jeff Bezos being
employed as a CEO. Therefore, f2 expresses some information in t, but not all information.
In our study, we always consider the best possible alignment (in the previous example, f1 is
considered to be the best alignment) and we investigate its semantics. Note that our goal is
not to compare different alignment strategies. Rather, we consider the best possible alignment
and the goal is to investigate the limits of such alignments. Investigating the limits of such
alignments is important for understanding the limits of the distant-supervision assumption
within the context of OpenIE in general, which is widely used for bootstrapping OpenIE
systems [Weld et al. 2009; Yahya et al. 2014; Zhu et al. 2019]. Moreover, with the recent
trend of neural OpenIE systems [Stanovsky et al. 2018; Cui et al. 2018; Zhan and Zhao 2020;
Kolluru et al. 2020], generating large amounts of training data is important for training neural
models, because labeled OpenIE data are scarce. Generating training data for neural models
can be achieved through distant-supervision strategies as well [Cui et al. 2018], which also
makes this study insightful for understanding the limits for generating training data with
distant supervision. We found that these alignments are usually semantically related, but

2we use only DBpedia as a reference KB in this study, because: 1) DBpedia has much wider range of
relations compared to YAGO; 2) the KB facts (including types) are completely extracted from Wikipedia
(YAGO is partially derived from WordNet), which makes it more comparable with OPIEC which is also
completely extracted from Wikipedia.
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quite often the open relation is more specific, thus carrying more information than the KB
fact.

Third, we study the expressibility of any OPIEC triple w.r.t. DBpedia by studying whether
a given OpenIE triple can be mapped to a KB fact (Section 5.4). In this case, there might not
be a known relation in DBpedia between the arguments of the OPIEC triple. We evaluate
whether any OPIEC triple can be expressed with a single DBpedia fact. Consider the OpenIE
triple (Emmanuel Macron; “be president of”; France). DBpedia does not contain this fact,
nevertheless, it can be fully expressed with (Emmanuel Macron; dbo:president; France) and
partially expressed with (Emmanuel Macron; dbo:nationality; France). Such assumption is
used for other downstream tasks, such as slot filling [Angeli et al. 2015]. We found that most
of the OPIEC triples can be expressed with DBpedia facts, but many of them only partially.
Moreover, large fraction of the partially expressible triples can be fully expressed with the
use of KB formulas. For example, the OpenIE triple (John F. Kennedy; “be grandchild of”;
P. J. Kennedy) can be partially expressed with the KB fact (John F. Kennedy; dbo:relative; P.
J. Kennedy) and fully expressed with the KB formula:

∃x : (John F. Kennedy; dbo:parent; x) ∧ (x; dbo:parent; P. J. Kennedy).

The rest of the chapter is organized as follows: in Section 5.2 we compare the content
between OPIEC and two reference knowledge bases (DBpedia and YAGO). Next, in Section
5.3 we perform a manual semantic analysis which compares the semantics of OPIEC triples
and DBpedia facts having the same argument pairs. In Section 5.4 we study the expressibility
of OPIEC triples with DBpedia. Finally, in Section 5.6 we discuss the main findings and
conclusions of this chapter.

5.2 Analysis: Content Comparison of Alignments

In this section, we compare the information which is present in the OpenIE triples in OPIEC
with the information present in the DBpedia [Auer et al. 2007] and YAGO [Hoffart et al.
2013] knowledge bases. Since all resources extract information from Wikipedia—OPIEC
from the text and DBpedia as well as YAGO from the semi-structured parts of Wikipedia—,
we wanted to understand whether and to what extent they are complementary. Such analysis
is helpful for understanding the potential of harnesing knowledge from natural language text
resources for tasks such as KB population or KB extension.

Generally, the disambiguation of OpenIE triples w.r.t. a given knowledge base is in
itself a difficult problem. We avoid this problem here by (1) restricting ourselves to the
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dbo:location dbo:associatedMusicalArtist dbo:spouse

“be in” (43,842) “be” (6,273) “be wife of” (1,965)
“have” (3,175) “have” (3,600) “be” (1,308)

“be” (1,901) “be member of” (740) “marry” (702)
“be at” (1,109) “be guitarist of” (703) “be widow of” (479)
“be of” (706) “be drummer of” (458) “have” (298)

“be historic home (491) “be feature” (416) “be husband of” (284)
located at”

“be national historic (465) “be frontman of” (394) “be marry to” (281)
district located at”

“be lake in” (296) “be lead singer of” (254) “be consort of” (195)
“serve village of” (291) “be singer of” (234) “be second wife of” (156)

“be base in” (262) “be bassist of” (229) “be first wife of” (146)
“be from” (177) “be vocalist of” (164) “be daughter of” (119)

“be historic home (176) “be former member of” (156) “have marry” (83)
located near”

“be near” (165) “form” (151) “be queen consort of” (68)
“be located in” (146) “have work with” (137) “be former wife of” (64)

“be headquarter in” (126) “be in” (116) “have marriage to” (64)

Table 5.1 The most frequent open relations aligned to the DBpedia relations dbo:location,
dbo:associatedMusicalArtist, and dbo:spouse in OPEIC-Linked

OPIEC-Linked corpus (for which we have golden entity links) and (2) focusing on statistics
that do not require a full disambiguation of the open relations but are nevertheless insightful.

5.2.1 Alignment with Knowledge Bases

To align the OpenIE tripes from OPIEC-Linked to YAGO or DBpedia, we make use of the
distant supervision assumption [Mintz et al. 2009]. For each open triple (s,ropen,o) from
OPIEC-Linked, we search the KB for any triple of form (s,rKB,o) or (o,rKB,s). Here s and
o refer to disambiguated entities, whereas ropen refers to an open relation and rKB to a KB
relation. If such an OpenIE triple exists, we say that the triple (s,ropen,o) has a KB hit. Note
that an OpenIE triple might have more than one KB hit. For instance, the OpenIE triple (Jeff
Bezos; “is founder of”; Amazon.com) might have two KB hits—e.g., t1 = (Amazon.com;
dbo:foundedBy; Jeff Bezos) and t2 = (Amazon.com; dbo:ceo; Jeff Bezos)—, whereas the
OpenIE triple is aligned with t1 and with t2. As shown in this example, ropen is mapped to
two KB relations, i.e. ropen is a mention of two KB relations: dbo:foundedBy and dbo:ceo.
Thus, if ropen is a mention of a KB relation rKB, then ropen does not necessarily epxress the
same information as rKB (more detailed discussion is provided in Section 5.3). We can thus
think of the number of KB hits as an optimistic measure of the number of OpenIE triples that
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are represented in the KB (with caveats, see below): the KB contains some relation between
the corresponding entities, although not necessarily the one being mentioned.

We observed that 29.7% of the OpenIE triples in OPIEC-Linked have a KB hit in either
DBpedia or YAGO. More specifically, 25.5% of the triples have a KB hit in DBpedia, 20.8%
in YAGO, and 16.6% in both DBpedia and YAGO. Most of these triples have exactly one hit
in the corresponding KB. Consequently, 70.3% of the linked triples do not have a KB hit
(we analyze these triples in Section 5.2.3). This observation shows that most of the OpenIE
triples contain knowledge which is not present in the KBs that were constructed from the
same resource (Wikipedia). Part of these triples contain noise and need post-processing steps
to make them useful for KBs. For the OpenIE triples that are not noisy, we found that most
of them are relevant for such KBs—for DBpedia in particular—and they could be used for
extending them (see Section 5.4 for details).

Table 5.1 shows the most frequent open relations mapped to the the DBpedia relations
dbo:location, dbo:associatedMusicalArtist, and dbo:spouse. The frequencies correspond to
the number of OpenIE triples that (1) have the specified open relation (e.g., “be wife of”)
and (2) have a KB hit with the specified KB relation (e.g., dbo:spouse). There is clearly
no 1:1 correspondence between open relations and KB relations. On the one hand, open
relations can be highly ambiguous (e.g., the open relation “be” has hits to the KB relations
dbo:location and dbo:associatedMusicalArtits). On the other hand, open relations can also be
more specific than KB relations (e.g., the open relation “be guitarist of” is more specific than
the KB relation dbo:associatedMusicalArtist) or semantically different than the KB relations
they align to (e.g., the open relation “be widow of” and the KB relation dbo:spouse).

To gain more insight into the type of triples contained in OPIEC-Clean, we selected
the top-100 most frequent open relations for further analysis. These relations constitute
roughly 38% of the OPIEC-Clean corpus, which shows that the relation frequencies are
highly skewed. We then used OPIEC-Linked as a proxy for the number of DBpedia hits
of these relations. The results are summarized in Table 5.2 as well as in Appendix B. The
open relation “have”, for example, is mapped to 330 distinct DBpedia relations, the most
frequent ones being dbo:author, dbo:director and dbo:writer. Generally, the fraction of KB
hits (from OPIEC-Linked) is quite low, averaging at 16.8% for the top-100 relations. This
indicates that there is a substantial amount of information present in OpenIE triples that is
not present in reference KBs which are constructed from the same resource as the OpenIE
corpus. Moreover, about 42 distinct KB relations align on average with each open relation,
which again indicates that open relations should not be directly mapped to KB relations.

By far the most frequent open relations in OPIEC-Clean are “be” and “have”, which
constitute 21.1% and 6.1% of all the triples, respectively. These open relations are also the
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Open Frequency in Frequency in # KB hits # distinct Top-3 mapped DBpedia rel.
relation OPIEC-Clean OPIEC-Link KB rel.s and hit frequency

“be” 21,911,174 1,475,332 173,107 (11.7%) 410 dbo:type 72,077
dbo:occupation 12,508
dbo:isPartOf 8,012

“have” 6,369,086 216,332 137,865 (63.7%) 330 dbo:author 14,056
dbo:director 10,416
dbo:writer 9,765

“be in” 3,219,301 1,150,667 804,378 (69.9%) 225 dbo:country 287,557
dbo:isPartOf 222,175
dbo:state 64,675

“include” 487,899 14,746 1,573 (10.7%) 128 dbo:type 380
dbo:associatedBand 83
dbo:associatedMusicalArtist 83

“be bear in” 289,947 7,138 1,477 (20.7%) 30 dbo:birthPlace 1,147
dbo:isPartOf 73
dbo:deathPlace 62

“win” 236,169 8,819 910 (10.3%) 54 dbo:award 299
dbo:race 210
dbo:team 50

“be know as” 215,809 7,993 675 (8.4%) 123 dbo:location 46
dbo:associatedBand 42
dbo:associatedMusicalArtist 42

“become” 213,807 5,123 393 (7.7%) 90 dbo:successor 63
dbo:associatedBand 33
dbo:associatedMusicalArtist 33

“have be” 191,140 1,855 101 (5.4%) 32 dbo:type 12
dbo:position 9
dbo:leader 7

“play” 163,643 4,842 835 (17.2%) 54 dbo:portrayer 367
dbo:author 101
dbo:instrument 76

“be know” 157,751 351 51 (14.5%) 15 dbo:occupation 20
dbo:family 12
dbo:country 3

“die in” 146,681 638 127 (19.9%) 20 dbo:deathPlace 71
dbo:battle 13
dbo:commander 9

“join” 134,159 2,656 903 (34.0%) 65 dbo:team 301
dbo:associatedBand 105
dbo:associatedMusicalArtist 105

Table 5.2 The most frequent open relations in OPIEC-Clean, along with DBpedia mapping
information from OPIEC-Link (continued in Tab. 6, Appendix B)
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most ambiguous ones in that they are mapped to 410 and 330 different DBpedia relations,
respectively. Here the open relations are far more “generic” than the KB relations that they
are mapped to. This is illustrated in the examples shown on Table 5.3. Note that in these
cases, “have” refers to the possessive (e.g., “Odbbins’ Wine”).

(“Claudia Hiersche”; “be”; “actress”)
DBpedia−−−−−→ (Claudia Hiersche; dbo:occupation; Actress)

(“Warren Harding”; “be”; “Republican”)
DBpedia−−−−−→ (Warren G. Harding; dbo:party; Rep. Party (U. S.))

(“Cole Porter”; “have”; “Can-Can”)
DBpedia−−−−−→ (Can-Can_(musical); dbo:musicBy; Cole_Porter)
DBpedia−−−−−→ (Can-Can (musical); dbo:lyrics; Cole Porter)

(“Oddbins”; “have”; “Wine”)
DBpedia−−−−−→ (Oddbins; dbo:product; Wine)

Table 5.3 Example of alignments of OpenIE triples with the open relations “be” and “have”

5.2.2 Spatio-Temporal Facts

We also investigated to what extent the space and time annotations in OpenIE triples relate to
the corresponding space and time annotations in YAGO. In particular, YAGO provides:

• YAGO date facts, which have entities as subjects and dates as objects:
e.g., (Keith Joseph, wasBornOnDate, 1918-01-17).

• YAGO meta-facts, which are spatial or temporal information about other YAGO facts:
e.g., (Steven Lennon, playsFor, Sandnes Ulf) has meta-fact (occursUntil, 2014).

Note that date facts roughly correspond to temporal reference annotations in OPIEC, whereas
meta-facts correspond to spatial or temporal triple annotations (for more details, refer to
Section 3.7).

To compare OPIEC with YAGO date facts, we selected all triples with (i) a disambiguated
subject and (ii) an object that is annotated as date from OPIEC. There are 645,525 such
triples. As before, we align these triples to YAGO using an optimistic notion of a KB hit. In
particular, a KB date hit for an OpenIE date fact (s,ropen,dopen) is any KB fact of the form
(s,rKB,dKB), i.e., we require that there is temporal information but ignore whether or not
it matches. We use this optimistic notion of KB date hit to avoid disambiguating the open
relation or date. Even with this optimistic notion, we observed that only 36,262 (5.6%) of
the OpenIE date facts have a KB date hit in the YAGO date facts.

We also compared the spatial and temporal annotations of OPIEC-Linked with the YAGO
meta-facts. We found that roughly 13,203 OPIEC-Linked triples have a KB hit with a YAGO
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triple that also has an associated a meta-fact. Out of these linked OpenIE triples, 2,613 are
temporal and 2,629 are spatial.

To provide further insight, we analyzed the spatial-temporal annotations of OPIEC more
closely. We identified two major reasons why spatio-temporal information of OPIEC triples
is not found in YAGO:

(i) the information is missing from the KB

(ii) the information is available in the KB, but only indirectly

For an example of missing information, consider the OPIEC-Linked triple (Iain Duncan
Smith, “is leader of”, Conservative Party) with temporal annotations (pred=“from”, 2001)
and (pred=“to”, 2003). YAGO contains the KB hit (Iain Duncan Smith; isAffiliatedTo;
Conservative Party (UK)). Note that the YAGO relation is less specific than the open relation,
and that no temporal information is present. As another example, consider the OpenIE triple
(Neue Nationalgalerie; "be built by"; Ludwig Mises van der Rohe) with temporal annotation
(pred=“in”, 1968). Again, the YAGO hit (Neue Nationalgalerie; linksTo; Ludwig Mies van
der Rohe) is less specific than the OpenIE triple and it lacks temporal information. On the
other hand, YAGO does contain the triple (Neue Nationalgalerie; hasLongitude; 13.37) with
temporal meta-fact 1968-01-01. Here the temporal information is present in the KB, but only
indirectly and for a different relation.

Generally, the low number of KB hits indicates that a wealth of additional spatial and/or
temporal information is present in OpenIE data, and that the spatial/temporal annotations
provided in OPIEC are potentially very valuable for automated KB completion tasks, such as
precise temporal slot filling [Wang et al. 2019b; Wang and Jiang 2020].

5.2.3 Non-Aligned OpenIE Triples

We found that more than half of the triples in OPIEC-Linked that do not have a KB hit
refer to one of the top-100 most frequent relations in OPIEC-Clean. Since OPIEC-Clean
is much larger than OPIEC-Linked, this indicates that it contains many facts that are not
present in DBpedia. Naturally, not all of these facts are correctly extracted, though, and
disambiguation is indeed a major challenge [Galárraga et al. 2014]. In particular, we took a
random sample of 100 non-aligned triples from OPIEC-Linked and manually labeled each
triple as correctly extracted or incorrectly extracted. 60% of the triples were considered to be
correctly extracted. In another sample of 100 high-confidence triples (whereas the confidence
score was > 0.5), 80% were correctly extracted. This shows the potential and the challenges
of harnessing the knowledge contained within the OpenIE triples (for more detailed study on
this claim, refer to Section 5.4).
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5.3 Analysis of OPIEC Triples and DBpedia Facts with
Same Arguments

In this section, we study the semantics of alignments between OPIEC triples and DBpedia
facts with the same arguments. Such alignments are inspired by the Distant Supervision
Assumption (DSA), which is originally used for traditional information extraction tasks
[Mintz et al. 2009]. The DSA states that if there is a KB fact and a sentence mentioning the
entity pair of the KB fact, then that sentence expresses the information contained in the KB
fact. Similarly, the DSA within the OpenIE context states that if there is an OpenIE triple
for which there is a KB fact having the same arguments (i.e. the OpenIE triple has a KB
hit), then the OpenIE triple expresses the information of the KB fact. Note that the notion
of KB-hit is similar. In particular, an OpenIE triple is considered to have a KB-hit if there
exists an entry in the knowledge base, such that the OpenIE triple and the KB fact have the
same argument pair. The KB-hit, however, does not make assumptions as to how the OpenIE
triple and the KB fact are semantically related. The DSA, on the other hand, goes further and
makes assumptions about semantic relatedness (namely, that the OpenIE triple and the KB
fact have equivalent semantics).

The DSA is the key assumption used for bootstrapping an OpenIE extractor [Wu and
Weld 2010; Pal and Mausam 2016; Gotti and Langlais 2019]. Some methods for constructing
OpenIE systems bootstrap a training set via the DSA, which is subsequently used either
for learning OpenIE extraction rules [Wu and Weld 2010] or learning a neural model for
extracting OpenIE triples [Cui et al. 2018]. Lockard et al. [2019] use the DSA in similar
manner, though instead of a reference KB, they exploit the DOM nodes from web pages.
In the first attempt to bootstrap an OpenIE extractor, Wu and Weld [2010] used Wikipedia
infoboxes (via DBpedia) as a source for distant supervision: if there is a sentence in Wikipedia
containing an entity pair and a corresponding DBpedia entry having the same entity pairs,
then they store the syntactic patterns between the two entities (e.g. the shortest path in the
dependency parse tree between the two target entities). Then, these syntactic patterns are
used for learning OpenIE extraction rules. The underlying assumption is that the KB relation
and the instance of the syntactic pattern (i.e. the open relation) express the same information.
Other OpenIE systems exploit DSA in similar spirit, including OLLIE [Mausam et al. 2012],
ReNoun, [Yahya et al. 2014], NestIE [Bhutani et al. 2016], BONIE [Saha et al. 2017] and
IMoJIE [Kolluru et al. 2020].

Though the DSA is mainly used for bootstrapping OpenIE extractors or generating
training data for training neural models for OpenIE, its limits and validity were not thoroughly
studied. Because such analysis involves comparing semantics of information in a manner
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Fig. 5.1 Hit categories indicate semantic relatedness b/w OpenIE triple and its KB hits

that a human would interpret, the study needs to be done manually [Gashteovski et al. 2020].
In this section, we provide manual study of OPIEC triples and DBpedia facts with same
arguments.

5.3.1 KB Hits

The concept of KB hit is closely related with the concept of DSA for OpenIE. As discussed
in Section 5.2, a single KB hit indicates an OpenIE triple for which a KB fact exists. Note
that an OpenIE triple may have one or more KB hits. For instance, in Figure 5.1, the OpenIE
triple (Jeff Bezos; “is CEO of”; Amazon.com) has three KB hits. A KB hit, however, says
nothing about how the OpenIE triple and the KB fact are semantically related. The DSA
goes a step further and indicates semantic relatedness: if there is an OpenIE triple with
a KB hit, then the OpenIE triple expresses the information of the KB fact. We study the
semantic relatedness between an OpenIE triple and its KB hit using four hit categories: Same,
OIE-More-Specific, KB-More-Specific and Different.

Same: OpenIE triple and KB fact are semantically equivalent, i.e. they express the same
information. On Figure 5.1, the OpenIE triple (Jeff Bezos; “is CEO of”; Amazon.com)
expresses the same information as the KB fact (Amazon.com; dbo:ceo; Jeff Bezos).

OIE-More-Specific: OpenIE triple is semantically more specific than the KB fact, i.e.
it expresses the KB fact along with additional information not present in the KB fact. On
Figure 5.1, the OpenIE triple is more specific than the KB hit (Jeff Bezos; dbo:employer;
Amazon.com), because the OpenIE triple implies the KB fact and additionally expresses that
Jeff Bezos is a CEO.
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KB-More-Specific: KB fact is semantically more specific than the OpenIE triple, i.e.
it expresses the OpenIE triple along with additional information not present in the OpenIE
triple. Consider the OpenIE triple (Angela Merkel; “is politician from”; Germany) and the
KB hit (Angela Merkel; dbo:chancellor; Germany). The KB fact is more specific, because
it implies the OpenIE triple and additionally expresses that Angela Merkel is a chancellor.
Contrary to OIE-More-Specific, KB relations in such cases cannot be inferred from the
OpenIE triple.

Different: OpenIE triple is semantically different than the KB fact, i.e. it expresses
conceptually different information than the KB fact. Such KB hits cannot be compared in
terms of more-general or more-specific relatedness. On Figure 5.1, the KB hit (Amazon.com;
dbo:foundedBy; Jeff Bezos) expresses different information w.r.t. the OpenIE triple, because
CEO and founder are two different concepts which cannot be compared in terms of specificity.

In case there are several KB hits for one OpenIE triple, each KB hit is assigned a separate
category (see example on Figure 5.1). We assign only one label —best hit— describing the
best possible semantic relatedness of the OpenIE triple w.r.t. all KB hits (e.g. on Figure 5.1,
the best hit is Same). In particular, we prioritize the KB hits that allow for the KB triple to
be inferred by the OpenIE triple as precisely as possible. Thus, for the best hit, the order of
preference of the hit categories is Same (OpenIE triple expresses the same information as
the KB fact), OIE-More-Specific (KB fact can be inferred by the OpenIE triple, though the
OpenIE triple is more specific), KB-More-Specific (KB fact cannot be inferred by the OpenIE
triple, but the inverse is true) and finally Different. In our study, we consider the best hits
only, because we are interested in the best possible alignment of OpenIE extractions with
KB facts.

5.3.2 Study Design

The goal of the study is to investigate the limits of the distant supervision assumption between
OPIEC triples and DBpedia facts having the same arguments. We study this by investigating
what can be achieved if: (1) the OpenIE arguments are correctly disambiguated; (2) OpenIE
triples are correctly extracted; (3) OpenIE relations are semantically disambiguated. To
this end, we constructed a suitable corpus. We used a subset of OPIEC-Linked, which
is the largest publicly-available OpenIE corpus to date, having 6M OpenIE triples with
arguments which contain golden disambiguated links. Since we investigate only OpenIE
triples which are correctly extracted, we filtered out triples from OPIEC-Linked that we
found to be noisy, which left us with approximately 3M triples.3 Because we need KB triples

3In the remainder of the chapter, we refer to this dataset as OPIEC for simplicity
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Fig. 5.2 Analysis of OPIEC triples and DBpedia facts with same arguments: study design

with disambiguated arguments on both sides (subject and object), for this particular study we
filtered out triples containing literals, abstracts, dates, etc.4 We discuss the methodologies for
construction and further details about the OpenIE data and the KB data in Appendix C.1 and
Appendix C.2 respectively.

Next, we constructed a random sample of 100 correctly extracted OpenIE triples from
OPIEC which also have KB hits in DBpedia. We show to a human annotator the OpenIE
triple and the relevant KB hit information: 1) KB hits: every possible KB hit; 2) KB types:
to assure the labeler that the types of the OpenIE triple’s arguments match the domain/range
constraints of the KB relation counterpart; 3) KB relation information: domain, range,
description, etc., to help the labeler fully understand the exact semantics of the KB relation.
Each KB hit of the OpenIE triple was labeled with one of the four possible hit categories.
For each OpenIE triple, we keep the label of the best hit.

Finally, we split the OPIEC data into two subsets: All relations and Is-a relation. Both
of these subsets are studied separately. The reason for such split is because we have a
substantial amount of triples having the Is-a relation form (subject; “be”; object). Such
triples express types — e.g. (Berlin; “be”; City) — and we treat them differently, because
we want to investigate how the type information extracted from OpenIE compares with the
current KB information. The subset All relations are all OPIEC triples except the triples
having Is-a relation. Both of the sub-studies follow the procedure explained in the previous
two paragraphs (also, illustrated on Figure 5.2).

4In this chapter we refer to the filtered DBpedia dataset as DBpedia for simplicity
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5.3.3 Experimental Results and Discussion

All-relations

We observed that in 88% of the cases, the OpenIE triple from OPIEC is able to semantically
express its best hit KB fact from DBpedia (Figure 5.3a). However, in almost half of these
cases (40% of all the triples) the OpenIE triple is more specific, meaning that it expresses the
information contained in the KB fact along with additional information. Consider the OpenIE
triple: (All We Grow; “be debut album of”; S. Carey) and its KB hit (All We Grow; dbo:artist;
S. Carey). In this example, the OpenIE triple can express the information of the KB hit fact,
though it also contains additional information about the album (namely, that the album is a
debut album). In 12% of the cases, however, the OpenIE triple is not able to express its best
hit. These are the cases when either the KB triple is more specific — which means that the
KB triple cannot be inferred by the OpenIE triple — or the semantics of the OpenIE triple
is entirely different than the semantics of the KB fact. More precisely, in 7% of the cases
the OpenIE triple is more generic than its KB hit. For example, we have the OpenIE triple
(Rhacophorus annamensis; “be species of”; Frog) and the KB hit (Rhacophorus annamensis;
dbo:order; Frog). Judging from the OpenIE triple only, it is not enough to infer the relation
between the two entities (could be order, genus, family, kingdom, etc.). Finally, 5% of the
triples have entirely different semantics than their KB hit (e.g. (Saab Automobile; “test V8
in”; Saab 99) v.s. (Saab 99; dbo:manufacturer; Saab automobile)).

Is-a relation

We observed that the OpenIE triples with Is-a relation are more specific than the DBpedia
types in roughly 2/3 of the cases (Figure 5.3b). In only 1/3 of the OpenIE triples, the KB
contains an equivalent type. There are almost no cases where either the OpenIE type was
more generic than the type found in the KB, nor when they are different. This suggests that
the OpenIE triples having Is-a relation can provide more fine-grained types for the KB. For
example, the OpenIE triple (Tony Blair; “be”; Prime minister) is more fine-grained than the
DBpedia type (Tony Blair; type; OfficeHolder). From the type “Prime minister” one can
infer the type “OfficeHolder”, but not the other way around.

5.3.4 Qualitative Study

We found multiple reasons for cases where the OpenIE triple from OPIEC is more specific
than its KB hit in DBpedia. Sometimes, the details in the relation refer to more fine grained
types for the argument(s). Consider the OpenIE triple (Strul; “is Swedish film directed by”;
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Fig. 5.3 Semantic relatedness between OpenIE triples from OPIEC and their DBpedia hits

Jonas Frick). The KB hit of this triple is (Strul; dbo:director; Jonas Frick) and the type
available for Strul in DBpedia is “film”. If there was a type “Swedish film” in DBpedia, then
this alignment would have been equivalent. The above mentioned example, however, can be
fully expressed with a KB formula. Consider the candidate formula:

(Strul; dbo:director; Jonas Frick) ∧ (Strul; dbo:origin; Sweden),

which perfectly captures the information shown in the OpenIE triple. For the cases where
the OpenIE triple represents different information than the KB hit, we found that usually
the information on both sides is somehow semantically related. For example, we might
have the OpenIE triple (subject; “be CEO of”; object) and its KB hit (subject; dbo:founder;
object). In this example, CEO and founder are related concepts, though they are semantically
different.

5.4 Expressibility of OPIEC triples with DBpedia

The study in Section 5.3 was about investigating the limits of aligning OpenIE extractions
from OPIEC for which KB facts exist in DBpedia. Such cases, however, comprise only a
small fraction of the data (more precisely, 25% of the data5). In this section, we study all
cases: the limits of aligning any OPIEC triple with a single DBpedia fact. Our goal is to
answer the question of whether any OPIEC triple contains information which is relevant
for DBpedia and, if so, how can it be expressed with the KB. We measure relevance by
quantifying the information found in the OpenIE triples that can be expressed with KB
language and we study how can such information be expressed (i.e., to what extent the

5High confidence subset of OPIEC-Linked (the same dataset used in the study presented in Section 5.3).
Details about the data are discussed in Appendix C, Section C.1.
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OpenIE triples can be expressed with a single KB fact, multiple KB facts or with the use of
KB formulas). Finally, we measure how much of the OpenIE information that is relevant
for the KB is actually present in the KB. We found that most of the information found in
the OPIEC triples is either not fully present or not present at all in DBpedia, suggesting that
further post-processing of such OpenIE triples have the potential of extending reference KBs.

5.4.1 One Triple Assumption

Many methods use large-scale outputs of OpenIE systems for downstream tasks by trying
to express one OpenIE triple with one KB fact. This includes mapping open relations to a
KB relation in order to improve a slot filling task [Soderland et al. 2013; 2015a; Angeli et al.
2015] or to unify open relations into a single KB schema [Bovi et al. 2015], canonicalize
open relations by clustering them in relational synsets which are then mapped to a KB
relation [Galárraga et al. 2014], mapping open relations to lexical KBs such as WordNet
[Grycner and Weikum 2014], and mapping OpenIE triples to KB facts [Soderland et al.
2010; Zhang et al. 2019; Putri et al. 2019] which are used for downstream tasks such as KB
population [Soderland et al. 2013; Dutta et al. 2013; 2015] and slot filling [Yu et al. 2017].
Such methods implicitly make the One Triple Assumption (OTA): “Any OpenIE triple can
be expressed with one KB fact”. For example, the OpenIE triple (Emmanuel Macron; “be
president of”; France) can be expressed with the KB relation dbo:president: (Emmanuel
Macron; dbo:president; France). Note that such mapping is possible even if this particular
instance does not exist in the KB (e.g. in DBpedia, there is no KB fact stating that Emmanuel
Macron is the president of France).

Sometimes, an OpenIE triple cannot be expressed by a single KB fact, though it can be
expressed by multiple KB facts or a first-order logic KB formula. Consider the OpenIE triple
(John F. Kennedy; “be grandchild of”; P. J. Kennedy). This triple can be represented with
the following KB formula:

∃x : (John F. Kennedy; dbo:parent; x) ∧ (x; dbo:parent; P. J. Kennedy),

because there is no DBpedia relation expressing “grandchild” relationship between two
entities. In this section, we also study to what extent multiple KB triples or the use of
KB formulas can help improve the expressibility of the OpenIE triples with KB language
when one KB triple is not enough. Such cases are important to study, because they have the
potential of improving the usefulness of OpenIE data for KB-related tasks. For example,
one might use multi-hop reasoning of OpenIE triples in order to infer new relations between
entities in a KB. In similar spirit, Das et al. [2016] use multi-hop reasoning between two
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entities in a KB to infer new relations for automated KB construction, while Fu et al. [2019]
do multi-hop reasoning over OpenIE data.

5.4.2 Expressibility Levels

In order to understand the semantic expressibility of an OpenIE triple w.r.t. KB facts, we
differentiate three possible expressibility levels: Fully-Expressible, Partly-Expressible or
Not-Expressible.

Fully-Expressible: The semantics of an OpenIE triple can be completely expressed with
one KB fact. Consider the OpenIE triple (Eric Schmidt; “be chairman of”; Google). This
triple is Fully-Expressible because the semantic content of the triple can be fully expressed
with the KB fact (Google; dbo:chairman; Eric Schmidt).

Partly-Expressible: The semantics of an OpenIE triple can be partly expressed with
one KB fact, i.e. the OpenIE triple contains additional information which is not present in
the KB fact. For example, the OpenIE triple (Steffi Graf; "defeated"; Natasha Zvereva) is
Partly-Expressible, because there is no KB relation about one athlete defeating another. The
OpenIE triple, however, can be partly expressed with the KB fact (Steffi Graf; dbo:opponent;
Natasha Zvereva). Note that in such cases, the KB triple can be inferred from the OpenIE
triple. In our example, from the OpenIE triple we know that one athlete defeated another,
which implies that that the two athletes are opponents (this can be expressed with the KB
relation dbo:opponent).

Not-Expressible: The semantics of an OpenIE triple cannot be expressed with one KB
fact, i.e. it is neither Fully-Expressible nor Partly-Expressible. For example, the OpenIE
triple (IBM; “has Color Paint for”; IBM PCjr) cannot be expressed with KB fact, because
the KB is not capable of expressing such information in one fact.

We make use of the above-defined expressibility levels to understand the semantic
expressibility of an OpenIE triple w.r.t. KB formulas as well. For example, the above
mentioned OpenIE triple (IBM; “has Color Paint for”; IBM PCjr) is Not-Expressible w.r.t. a
single KB fact, but it is Fully-Expressible w.r.t. KB formulas, because we can represent that
particular OpenIE triple with the following KB formula (which is a conjunction of two KB
facts):

(IBM; dbo:product; Color Paint) ∧ (Color Paint; dbo:computingPlatform; IBM PCjr).

5.4.3 Study Design

The goal of the study is to investigate whether the information found in any OPIEC triple is
relevant for DBpedia (findings are discussed in Section 5.4.3). Such study is important for
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Fig. 5.4 Expressibility of OPIEC triples with DBpedia: study design

quantifying the relevance of OpenIE triples w.r.t. a KB: if the OpenIE triples are relevant for
the KB, then the knowledge of the OpenIE triples can be harnessed further, which is helpful
for improving downstream KB related tasks, such as slot filling [Yu et al. 2017]. Moreover,
it is important to understand whether the information found in OpenIE triples—which is
relevant for the KB—is present in the reference KB. While information of OpenIE triples that
is also present in a reference KB is relevant for tasks such as knowledge fusion [Dong et al.
2014], OpenIE information which is not present in a reference KB is important for tasks such
as KB extension [Dutta et al. 2015] or link prediction [Gupta et al. 2019]. In Section 5.4.5
we discuss how much of the OPIEC information is new w.r.t. the reference KB (DBpedia).

We study the relevance of OpenIE triples w.r.t. reference KB by measuring the amount of
OpenIE information which can be expressed with KB language. We also study the different
levels of expressibility. We constructed a random sample of 100 correctly extracted OpenIE
triples from OPIEC and an expert labeler evaluated the expressibility level for each OpenIE
triple w.r.t. a single DBpedia fact as well as w.r.t. a KB formula (Figure 5.4). First, we
measure in how many cases an OPIEC triple can be expressed with one DBpedia fact fully
or partially. Then, when the OPIEC triple is Partly-Expressible (or Not-Expressible), we
investigate whether it can become Fully-Expressible (or Partly-Expressible/Fully-Expressible)
with the use of a KB formula or multiple KB facts. Next, we measure how much of this
OpenIE information (labeled for expressibility w.r.t. DBpedia) is present in DBpedia. We
do this by manually checking if every OpenIE triple is present in DBpedia in some form
(i.e., is it Fully-Present, Partially-Present or Not-Present in DBpedia; details are discussed in
Section 5.4.5).
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“be chairman of” “be natural son of” “be municipality in” “be released by”

dbo:keyPerson (155) dbo:relation (4) dbo:isPartOf (2,270) dbo:recordLabel (660)
dbo:occupation (96) dbo:predecessor (1) dbo:district (446) dbo:distributor (69)

dbo:party (94) dbo:parent (1) dbo:country (100) dbo:artist (48)
dbo:foundedBy (43) / dbo:federalState (10) dbo:publisher (47)

dbo:chairman (40) dbo:province (7) dbo:developer (33)
dbo:knownFor (34) dbo:region (7) dbo:product (31)

. . . . . . . . .

Table 5.4 Examples of hit relation counts for several open relations

Expressibility of OPIEC Triple with a Single DBpedia Fact

Each OpenIE triple is presented to a human annotator along with: 1) argument types from
DBpedia of the OpenIE triple; 2) a list of candidate DBpedia relations; 3) relevant information
about the candidate DBpedia relations (descriptions, domain/range types, ...); 4) all other
relevant information from DBpedia. Then, the annotator was given the following question:

“Can the OpenIE triple be expressed with one KB fact?”

Given all the KB information available, the human annotator then assigned one of the three
possible labels: Fully-Expressible, Partly-Expressible and Not-Expressible. Note that the
assumption here is that we have a perfect mapping from OpenIE triple to KB Fact. Thus,
the labeler assigns the best possible mapping as a final label. The goal is to study — given a
perfect possible mapping — the expressibility of an OpenIE triple via KB fact.

The list of candidate KB relations was generated by two methods: KB hit counts (by
aggregating hit relations) and argument type constraints (by using any DBpedia relation
satisfying the type constraints of the OpenIE arguments).

Hit relation. When possible, we aligned every OPIEC triple to DBpedia via KB hit
statistics. In a previous step, for every open relation, we counted the corresponding KB
relation which we got from the KB hit. These counts were sorted in descending order. Table
5.4 shows several examples of hit relations. Consider the example for the open relation “be
chairman of”. For each OpenIE triple having the open relation “be chairman of”, there were
155 KB hits in DBpedia with the KB relation dbo:keyPerson, 96 KB hits with the KB relation
dbo:occupation and so on.

Any relation. For aligning the OpenIE triples to KB facts, it is important that we go
beyond the KB hits statistics, because such statistically-based methods are useful only for
open relations which appear frequently in the OpenIE corpus. To this end, we generate
more candidates by selecting only the DBpedia relations that fit the domain/range constraints
imposed by the argument types of the OPIEC triple. In case the DBpedia types themselves for
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Fig. 5.5 Expressibility of OpenIE information with KB: Can an OPIEC triple be expressed in
DBPedia?

the OpenIE arguments are wrong or missing, the labeler corrects them with the appropriate
DBpedia type. With this strategy, we ensure that we show every possible fitting candidate to
the labeler.

Expressibility of OPIEC Triple with KB Formula

Since for many cases OPIEC triples cannot be fully expressed with a single DBpedia
fact, an expert labeler manually generated KB formulas (when possible) which switch the
expressibility level from Partly-Expressible to Fully-Expressible or from Not-Expressible to
Fully/Partly-Expressible. For example, the OpenIE triple (Garrett Davis; "is Representative
from"; Kentucky) is Partly-Expressible with the DBpedia fact (Garret Davis; dbo:region;
Kentucky), and it is fully expressible with the KB formula:

(Garrett Davis; dbo:profession; State representative) ∧ (Garrett Davis; dbo:state; Kentucky).

5.4.4 Expressibility of OPIEC with DBpedia: Results and Discussion

Only 29% of the OPIEC triples can be fully expressed with a single DBpedia fact using one
of the hit relation candidates (light-blue bars on Figure 5.5); another 29% of the cases can be
only partly expressed and 42% of the OPIEC triples cannot be expressed at all. While this
observation suggests that the KB hit counts do contain signals for KB expressibility, it is not
enough to express all the OPIEC triples. The main reason is because KB hit counts work
good only for the triples having open relations with high frequency. Higher frequency of an
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# OpenIE triple KB formula

t1 Temporal annotation
(Coral Fang; “was released by”; Sire Records) (Coral Fang; dbo:recordLabel; Sire Records) ∧

Time: (in, 2003) (Coral Fang; dbo:releaseDate; 2003)

t2 Complex formula
(Garrett Davis; “was Rep. from”; Kentucky) (G. D.; dbo:profession; State representative) ∧

[ (G. D.; dbo:region; K.) ∨ (G. D.; dbo:state; K.) ]

t3 Existential quantification
(Franz Liszt; “wrote piece for”; Piano solo) ∃x : (F. L.; dbo:write; x) ∧ (x; dbo:genre; P. solo)

t4 Conjunctive formula
(Dick Ket; (Dick Ket; dbo:nationality; Netherlands) ∧

“was Dutch magic realist painter noted for”; (Dick Ket; dbo:genre; Magic realism) ∧
Still life) (Dick Ket; dbo:occupation; Painter) ∧

(Dick Ket; dbo:knownFor; Still life)

Table 5.5 Selected examples of OPIEC triples expressed with KB formulas

open relation implies higher likelihood for a KB hit, thus higher likelihood for capturing the
semantic content (fully or partially) of an OpenIE triple by one of the candidates. In reality,
many of the open relations extracted from large corpora, however, are not frequent enough,
which is the main reason why in 42% of the OpenIE triples the candidates generated by the
KB hit counts cannot express the OpenIE triple neither fully nor partially.

When we extend the limits of the candidates by including any DBpedia relation which
respects the constraints of the argument types (represented as blue bars in the middle on
Figure 5.5), then we significantly reduce the amount of OPIEC triples which cannot be
expressed with one DBpedia fact (from 42% down to 17%). More precisely, 42% of the
triples can be fully expressed and 41% can be partly expressed with one DBpedia fact. This
study shows that most of the OPIEC triples are relevant for DBpedia, because more than 80%
of them can be expressed with a single DBpedia fact. We observed, however, that nearly half
of these cases are only partly expressible, since the OPIEC triples contain additional details
which are not found in DBpedia. The reason for this is because KB relations have very strict
semantics, while open relations have the expressibility of natural language.

When we introduce KB formulas, the expressibility of the OPIEC triples is significantly
improved. We observed that the number of OPIEC triples that can be fully expressed with
DBpedia increased from 42% to 66%. This was mostly on the expense of the cases where an
OPIEC triple is partly expressible w.r.t. DBpedia fact (it reduced these cases from 41% to
20%). Less significantly, the KB formulas allowed for some of the OPIEC triples which are
not expressible via DBpedia to be expressible (percentage went down from 17% to 14%). To
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Fig. 5.6 Presence of OpenIE information with KB: does DBpedia contain the information
from the OPIEC triple?

illustrate the expressibility of OpenIE triples with KB formulas more effectively, we show a
set of selected examples of OPIEC triples expressed with KB formulas on Table 5.5.

Finally, 14% of the OPIEC triples cannot be expressed with DBpedia vocabulary neither
with single DBpedia facts nor with KB formulas. Reasons include cases with tertiary
relations or open relations which can be expressed via natural language, but are not available
in DBpedia (e.g. the OpenIE triple (Castlemaine XXXX; “sponsored”; Queensland Rugby
League) cannot be represented with DBpedia).

5.4.5 New Information for DBpedia from OPIEC

As previously discussed, much of the OpenIE information can be either fully expressed or
partially expressed with KB language (Section 5.4.4). It is important to know, however,
how much of such OpenIE information is new for the KB itself, because the new OpenIE
information that is relevant for the KB can be subsequently used for extending the KB [Dutta
et al. 2015]. Moreover, the OpenIE information that is not present in the KB and which is
not relevant for the KB can be used for extending the KB schema.

To evaluate how much of the OPIEC information is new for DBpedia, we used the same
OPIEC triples from the expressibility study. Based on the information content of the OpenIE
triple and the information content of DBpedia, an expert labeled each OpenIE triple with
one of the three possible options: 1) Fully-Present in the KB: there exists DBpedia fact or
formula which fully expresses the OpenIE triple; 2) Partly-Present in the KB: there exists
DBpedia fact or formula which partly expresses the OpenIE triple; 3) Not-Present in the KB:
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there is no existing DBpedia fact or formula which can fully or partially express the OpenIE
triple.

We found that in 59% of the OpenIE triples the content is not present in DBpedia at all,
in 23% is partly present and only in 18% it is fully present. This observation suggests that
the majority of OpenIE triples contain information which is either not present or not fully
present in DBpedia. To investigate new relevant6 information for DBpedia, we compared
expressibility w.r.t. presence of the OpenIE information content in DBpedia (Figure 5.6). In
general, we observed that most of the OpenIE information which is relevant for the KB is
either not present or only partly present in DBpedia, showing the potential of such triples for
improving downstream tasks such as KB population [Lin et al. 2020].

5.5 Transferability to other OpenIE Systems

In this section, we study whether and to what extent the results of the evaluations transfer to
other OpenIE systems. We used three other popular OpenIE systems: Stanford OIE [Angeli
et al. 2015], RnnOIE [Stanovsky et al. 2018] and OpenIE 5 [Saha and Mausam 2018]. We
ran these OpenIE systems on the provenance sentences of the sampled triples used in our
evaluations—explained in Section 5.3 and Section 5.4—and compared their outputs to their
OPIEC counterparts (extracted with MinIE).

Consider the OPIEC triple (Turf Buccaneers; “be album by”; Mac Dre). We use the
provenance sentence from which this triple was extracted and we run the other OpenIE
systems on the same sentence. Then, we select the triples that match the argument pair
of the OPIEC triple; i.e. (Turf Buccaneers, Mac Dre) in the example. As before, we keep
only the triples that are correctly extracted. Then, an annotator evaluates these OpenIE
triples w.r.t. DBpedia for either hit category (Section 5.3) or expressibility level (Section 5.4).
Finally, we compared these labels with the original labels of our evaluations for OPIEC.

In Section 5.5.3 we examine to what extent other OpenIE systems extract different entities
(and entity pairs) than MinIE, given the same provenance sentences used in our study. In
particular, we measure how many entities each OpenIE system extracts in general, how
similar they are w.r.t. the entities extracted by MinIE, and to what extent the entities extracted
by other OpenIE systems are also extracted by MinIE. Such study is important for evaluating
whether other systems extract different entities, which would influence the findings of our
study.

6An OpenIE triple is relevant for the KB if it is expressible in that KB
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Label Stanford OIE OpenIE 5 RnnOIE All

OIE triples and KB facts with same args.

Hit category 0.98 0.84 0.77 0.86

Expressibility of OIE triples with DBpedia

Single fact (hit relation) 0.92 0.93 0.85 0.90
Single fact (any KB relation) 0.88 0.86 0.77 0.84

KB formula 0.98 0.89 0.89 0.92

Table 5.6 Label equivalence ratio of the evaluations: labels from OPIEC triples (produced by
MinIE) v.s. labels from triples produced by other OpenIE systems. All column considers all
the labels for the triples produced by the other OpenIE systems combined.

5.5.1 Hit Categories

We compared the newly assigned labels for hit categories from the other OpenIE systems
with the original labels of our evaluation presented in Section 5.3 (Table 5.6). Overall, we
found that in 86% of the cases the labels were equivalent (i.e., the label equivalence ratio).
In most cases for which there was a mismatch of the labels, the OPIEC triple has same
semantics as the KB fact, while the triple by the other OpenIE system is more specific than
the KB fact. Hence, when moving to other OpenIE systems, one should expect that they may
produce more specific OpenIE triples.

We also observed the label equivalence ratio of the OPIEC triples w.r.t. the other OpenIE
systems individually (Table 5.6). We found that RnnOIE has the lowest label equivalence
ratio (77%). Again, the main reason for a mismatch of the labels is that RnnOIE extracts
more specific triples than MinIE. This is because the goal of MinIE is to produce shorter
extractions, while RnnOIE does not aim at reducing the length of the extractions, thus
producing more specific triples. Consequently, in many cases MinIE extracts a triple having
the same semantics as the KB fact, while RnnOIE extracts a more specific triple.

On the other hand, Stanford OIE produced triples that have almost the same labels as
OPIEC (98% of the labels are equivalent). The reason for such observation is that Stanford
OIE was constructed with the slot filling task in mind, which results in producing shorter
extractions (same goal as MinIE). Therefore, the specificity levels with MinIE are similar.
OpenIE 5 is in between: it produces more specific triples than Stanford OIE and less specific
triples than RnnOIE.
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DSA / OTA Entities Entity pairs

Count Jaccard
w.r.t. MinIE

Coverage
by MinIE Count Jaccard

w.r.t. MinIE
Coverage
by MinIE

MinIE 272 / 235 1.0 / 1.0 1.0 / 1.0 221 / 169 1.0 / 1.0 1.0 / 1.0
Stanford 156 / 120 0.44 / 0.45 0.83 / 0.92 99 / 80 0.23 / 0.29 0.61 / 0.70

OpenIE 5 70 / 81 0.21 / 0.32 0.83 / 0.95 38 / 47 0.11 / 0.21 0.68 / 0.81
RnnOIE 49 / 69 0.15 / 0.27 0.84 / 0.94 27 / 41 0.07 / 0.17 0.63 / 0.73

Table 5.7 Extracted entities and entity pairs by MinIE and other OpenIE systems for both
studies: DSA (Section 5.3) / OTA (Section 5.4).

5.5.2 Expressibility Levels

Following the same strategy as the labels for the hit categories, we compared the newly
assigned labels for expressibility levels from other OpenIE systems with the original labels of
our evaluation for expressibility of OpenIE triples with DBpedia (Section 5.4). We compared
the labels for single fact (hit relation), single fact (any KB relation) and KB formula (Table
5.6).

Our findings for the expressibility levels are similar to the findings discussed in Sec-
tion 5.5.1. Overall, we found that the label equivalence ratio of the OPIEC triples and the
triples produced by other OpenIE systems is relatively high. Again, most mismatches of the
labels are because other OpenIE systems tend to produce more specific triples. Consequently,
in such cases, when MinIE extracts triple that is Fully-Expressible, the other OpenIE systems
extract triple that is Partly-Expressible with the KB.

5.5.3 Extracted Entities

To compare the entities extracted by MinIE with the entities extracted by the other OpenIE
systems, we used the same provenance sentences from OPIEC’s triples used in our studies
(Section 5.3 and Section 5.4). From them, we extracted OpenIE triples with MinIE and the
other OpenIE systems. Again, we kept only the triples generated by all OpenIE systems that
contain disambiguated arguments on both the subject and the object. We did not consider
triples that contain more than one entity link per argument (e.g., some OpenIE systems
generate whole clauses as an object, which may contain more than one entity). For such
extractions, it is not clear to which entity the argument is referring to. Finally, for each entity
and entity pair, we computed counts, Jaccard distance w.r.t. MinIE and coverage by MinIE
(Table 5.7).

For both the DSA and the OTA sentences, we observed that MinIE extracts more argu-
ments (and argument pairs) than the other OpenIE systems. This observation is consistent
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with the findings presented in Chapter 3, where we reported high recall for MinIE. Moreover,
Lin et al. [2020] reported that MinIE extracts entities that are easier to disambiguate to KBs
compared to other OpenIE systems, which is another reason why the number of extracted
entities is lower in other systems.

Because of the lower amount of entities extracted by the the other OpenIE systems, the
Jaccard distance between the entities extracted by MinIE and other systems is relatively low.
If we turn to coverage by MinIE, however, we observed that most entities extracted by the
other OpenIE systems are also extracted by MinIE. This suggests that the extractions made by
other OpenIE systems that are relevant for KBs were likely going to be extracted by MinIE
as well. Based on these results, we conjecture that the findings of our studies—discussed in
Section 5.3 and Section 5.4—largely transfer over to other OpenIE systems.

5.5.4 Discussion

Overall, we found that OpenIE triples produced by other OpenIE systems tend to have very
similar hit categories (as well as expressibility levels) with the OPIEC triples. Due to the
fact that MinIE—OPIEC’s underlying OpenIE system—is designed to produce less specific
extractions, we observed that if one uses other OpenIE systems, it should be expected the
extractions to be more specific. This, in turn, results in 1) producing larger fraction of triples
that are more specific than the KB triple with the same argument pair; 2) producing larger
fraction of triples that are Partially-Expressible.

5.6 Discussion and Conclusions

In this chapter, we explored how OpenIE triples from the OPIEC corpus are related to
facts of reference KBs (DBpedia and YAGO) w.r.t. information content. All resources are
automatically generated from the same domain: OPIEC from the textual data, while DBpedia
and YAGO from the semi-structured data of Wikipedia (infoboxes). To date, OPIEC is the
largest OpenIE corpus generated from Wikipedia and DBpedia is the largest KB automatically
constructed from Wikipedia.

First, we compared the content of OPIEC and reference KBs (DBpedia and YAGO),
which are all constructed from the same resource (Wikipedia). Through the use of the
concept of KB hits, we found that most of the OpenIE relations are ambiguous and should
not be mapped directly to KB relations (i.e., an instance-level context of the OpenIE triple is
needed). Moreover, most of the information found in OPIEC is not present in the reference
KBs, which shows the potential of using OpenIE information for extending KBs [Dutta et al.
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2015]. This part of the study, however, is fully automatic, and the findings do not explain the
semantics of the alignments in details.

Second, we studied the semantic relatedness between OpenIE triples from OPIEC and
DBpedia facts having the same arguments (i.e. the Distant Supervision Assumption). Such
cases are important for many downstream applications as well as for constructing OpenIE
systems themselves. In general, we found that, within the DSA settings, the OPIEC triples are
indeed semantically related to the DBpedia facts, but quite often the OpenIE triples are more
specific. This means that the OpenIE triple contains the information of the corresponding
KB fact, as well as some additional information that the KB fact lacks. For example, the
OpenIE triple (Jeff Bezos; “is CEO of”; Amazon.com) expresses the information content of
the KB fact (Jeff Bezos; dbo:employer; Amazon.com), namely that Jeff Bezos is employed
by Amazon.com. The OpenIE triple, however, also expresses an additional information: that
Jeff Bezos is also a CEO of the company. Within the scope of this study, we also observed
that OpenIE triples usually provide much more fine-grained types for KBs. For example, the
OpenIE triple (Tony Blair; “be”; Prime minister) is more fine-grained than the DBpedia type
(Tony Blair; type; OfficeHolder).

Third, we studied the expressibility of any OPIEC triple w.r.t. DBpedia: whether (and
how) a given OPIEC triple can be expressed with a single DBpedia fact. For example, the
OpenIE triple (Emmanuel Macron; “be president of”; France) can be fully expressed with the
KB fact (Emmanuel Macron; dbo:president; France) even if this fact is not necessarily present
in the reference KB. We call such assumption that each OpenIE triple can be expressed with
a single KB fact the One Triple Assumption (OTA). Such investigation is important, because
OTA is the underlying assumption of many methods for aligning OpenIE triples with KB
facts [Soderland et al. 2010; Nguyen et al. 2017; Zhang et al. 2019; Putri et al. 2019]. We
found that, even though expressing an OPIEC triple with one KB fact is often possible, in
roughly half of the cases this is only possible with some loss of information. For example,
the OpenIE triple (John F. Kennedy; “be grandchild of”; Patrick J. Kennedy) can be partially
expressed with the KB fact (John F. Kennedy; dbo:relative; Patrick J. Kennedy). Such KB
expression loses some information contained in the OpenIE triple. While both the OpenIE
and the KB triple suggest that John F. Kennedy and Patrick J. Kennedy are relatives, the
OpenIE triple contains additional information: that John F. Kennedy is the grandchild of
Patrick J. Kennedy. Such observations suggest that text is more fine-grained and thus is not
limited to any KB schema. We found that the use of logical KB formulas can significantly
improve the expressibility of OpenIE triples with KB vocabulary. In our previous example,
the OpenIE triple can be fully expressed with the KB formula:

∃x : (John F. Kennedy; dbo:parent; x) ∧ (x; dbo:parent; P. J. Kennedy).
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We also found that a substantial fraction of the OpenIE triples could not be expressed with
the KB at all: neither with a single KB fact nor with a complex KB formula. Postprocessing
of such cases could be used for updating the reference KB schema, which can be used
subsequently for extending the KB itself.

Next, we observed that most of the OPIEC triples contain information which is not
present in DBpedia. We found that even for the OpenIE triples which are relevant for the KB
(i.e. are expressible with the KB) most of their information content is not present in DBpedia.
For example, the OpenIE triple (Emmanuel Macron; “be president of”; France) is relevant
for DBpedia, because it can be expressed with (Emmanuel Macron; dbo:president; France).
Such KB fact, however, is not present in DBpedia. This shows the potential for the use of
OpenIE extractions for KB-relevant downstream tasks such as automatic KB construction or
KB population. One way to harvest such knowledge is to add OpenIE triples unmodified to
a KB with universal schema [Riedel et al. 2013]. We did not study such scenarios and we
leave such investigation for future work.

Finally, we studied to what extent our evaluations transfer to other OpenIE systems. To
this end, we use triples produced by other popular OpenIE systems from the same provenance
sentences of the OpenIE triples from our study in Sections 5.3 and 5.4 and comparing them
with the original OPIEC triples. In particular, we selected the correctly extracted triples
that have the same argument pairs as the OPIEC triples. Then, we labeled them for hit-
categories (as in Section 5.3) and for expressibility w.r.t. DBpedia (as in Section 5.4). Next,
we compared the labels of the new OpenIE triples with the labels of OPIEC. We found that
most of the labels agree with the OPIEC labels, which suggests that the findings from our
studies mostly transfer to other OpenIE systems as well. One should expect, however, to
sometimes get more specific extractions by the other systems, since they were not designed
with a goal to achieve compactness. This results in 1) producing larger fraction of triples
that are more specific than the KB triple with the same argument pair; 2) producing larger
fraction of triples that are Partially-Expressible. As for the entities extracted by MinIE and
other OpenIE systems, we found that MinIE extracts most of the entities that are extracted by
the other OpenIE systems as well as additional entities. The reason for this observation is the
high recall of MinIE as well as the compact extractions made by MinIE that contribute to
extracting more KB-centric entities.

A limitation of the studies presented in this chapter is that we focus on the most common
form of OpenIE extractions: OpenIE triples. Some OpenIE systems extract more complex
structures—e.g. nested extractions [Bhutani et al. 2016]—which are not covered by this
chapter and require a separate study. As for the information content that is carried by the
OpenIE triples, our evaluation suggests that most information found in the OpenIE triples is
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not present in the reference KB. One way to harvest such knowledge is to add OpenIE triples
to a KB with universal schema [Riedel et al. 2013]. We did not study such scenarios and
leave such evaluations for future work.





Chapter 6

Conclusions and Future Work

Open Information Extraction (OpenIE) is the task of extracting arguments and their relations
from natural language sentence in an unsupervised manner. A usual format of representing
such information is in the form of (“subject”; “relation”; “object”)-triples. A common
problem of such systems is that they often extract triples which are considered to be overly
specific. This means that the triple contains words such that, if we remove them, the triple
would not lose its meaning (e.g. removing the word ”the“ from the phrase ”the car“ does
not damage the meaning of the phrase). We consider the OpenIE triple t1 as more compact
than the OpenIE triple t2 if both t1 and t2 express the same information, whereas t1 is shorter
than t2 (i.e., it contains less words than t2).

In this thesis, we discussed methods for compact OpenIE (Chapter 3), as well as a large
OpenIE corpus (OPIEC) generated from such methods (Chapter 4). OpenIE extractions are
shallow in nature, which means that their representation lacks semantic rigor. On the other
hand, knowledge bases provide precise meaning of their facts (which are also represented
in the form of triples), which is why we analyzed the semantics of OPIEC w.r.t. reference
knowledge bases (Chapter 5). OpenIE extractions are mainly used as intermediate format for
representing textual information, which is used for deeper natural language understanding
tasks, such as knowledge base completion, knowledge fusion or relation extraction. Achieving
compactness of OpenIE extractions is important for improving the usefulness for such
downstream tasks. For instance, Lin et al. [2020] showed empirically that higher compactness
of OpenIE triples helps for reducing the ambiguities of the arguments for the KB completion
task. Motivated from such reasons, this thesis discussed 1) methods for constructing such
compact OpenIE systems; 2) large-scale corpora of compact OpenIE extractions; and 3)
analysis of compact OpenIE extractions w.r.t. reference knowledge bases.

In particular, for achieving compactness in OpenIE extractions, we proposed the OpenIE
system MinIE (discussed in Chapter 3). MinIE achieves compactness in two ways: through
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the use of semantic annotations and through minimization (i.e., dropping words in the
extractions which are considered to be overly specific). With the methods for semantic
annotations, MinIE identifies certain semantic information—for factuality, attribution and
quantities—within the extraction, which is then removed from the original extractions and is
structured with semantic annotations. With its minimization strategy for compactness, MinIE
identifies words in the extractions that are considered to be overly specific and removes
them (mostly) without damaging the semantics of the extractions. Because the removal
of words might damage the meaning of the extraction (e.g., a triple with argument “data
mining” has a different meaning than a triple with argument “mining”), we proposed four
different modes of minimization—MinIE-(C)omplete, MinIE-(S)afe, MinIE-(D)ictionary,
MinIE-(A)ggressive—, which differ in the degree of aggressiveness of dropping words.
Through experimental study, we found that, while the extractions get shorter as we move
towards more aggressive modes of MinIE, the precision of MinIE drops as well. We also
found, however, that MinIE effectively controls the compactness-precision trade-off. As
a precaution for maximizing correctness, we chose MinIE-S for constructing the OpenIE
corpus OPIEC (Chapter 4), though more aggressive modes of MinIE can override OPIEC’s
extractions if needed.

In principle, the methods proposed in MinIE can be applied to other OpenIE systems in
order to make their extractions more compact. For the semantic annotations, MinIE uses
simple rules that leverage the linguistic structure of the input sentence (e.g. dependency
parse tree and POS tags) and a small set of domain-independent words that indicate a certain
semantic annotation (e.g., the word not indicates negative polarity). As for the scope of
semantic annotations, we showed that MinIE can be extended to include other semantic
annotations, such as space and time. Moreover, the scope of the semantic annotations can
be extended for extracting information from domain-specific text, such as the bio-medical
or scientific domain [Lauscher et al. 2019]. In other work, OpenIE systems were tuned for
extracting information from specific domains—such as the legal [Siragusa et al. 2018] or
the biomedical domain [Wang et al. 2018]—, and we believe that extending the scope of the
semantic annotations w.r.t. the application domain is a promising future direction of research.

The methods for minimization could also be integrated into other OpenIE systems in
principle. In similar manner as with the semantic annotations, the minimization methods use
a set of simple rules which exploit the linguistic structure of the sentence (e.g., dependency
parsing tree and POS tags) as well as some semantic information (e.g. NER tags). We
believe that a promising direction for future work is to go beyond such simple rules and to
learn a neural model for minimization. The lack of training data, however, will be a large
problem. We believe that possible solutions include educating crowd-workers to annotate
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large amounts of such data or to use effectively methods for data-augmentation, whereas the
labels from our study in Chapter 3 could be used as seed data.

OpenIE systems are useful when they are executed on large corpora, thus resulting in
large OpenIE corpora. Such large OpenIE corpora are used for many downstream tasks,
such as question answering, automated knowledge base construction, relation extraction and
textual entailment. For these reasons, we published OPIEC—the largest OpenIE corpus to
date (discussed in Chapter 4)—, which was constructed from the articles of the entire English
Wikipedia. We used the OpenIE system MinIE-SpaTe (discussed in Chapter 3), because
it provides more compact extractions, which are useful for downstream tasks such as KB
population [Lin et al. 2020]. OpenIE extractions by themselves are shallow representations of
text, which means that they tend to be ambiguous. To address such ambiguity, OPIEC keeps
the links annotated by humans from within the text of the Wikipedia articles, thus making
it the largest OpenIE corpus that contains golden disambiguation links for the arguments.
Moreover, OPIEC contains large range of syntactic annotations (e.g., dependency parse
structure of the input sentence, POS tags of tokens, spans, word indices, etc.), semantic
annotations (e.g., NER tags, polarity, modality, etc.) and provenance information (e.g., input
sentence, Wikipedia article ID where the extraction was made from, etc.). In subsequent
work, Broscheit et al. [2020] used a filtered version of OPIEC—whereas they used the corpus
annotations for filtering—to create a benchmark for the newly proposed task of open link
prediction.

Together with the data, we also published code for the whole pipeline of constructing
OPIEC. In principle, the pipeline of OPIEC can be used on any textual data. Some parts of the
pipeline, however, need more work. First, we observed that coreference of the arguments is
frequent source of ambiguity, which makes the triples to be less useful for downstream tasks.
We believe that one promising direction for future work is to effectively disambiguate OpenIE
arguments when possible. Second, we observed that the confidence scores are sometimes
misleading. For example, we found the correctly extracted OpenIE triple (“Monique Leyrac”;

“is actress from”; “Quebec”) has low confidence score (0.34). The reason for the low
confidence score of this particular extraction stems from the dependency parse of the input
sentence. In particular, the confidence scorer assigns lower confidence when there are one
or several conjunctions in the sentence, because one of the most common errors from the
dependency parser come from conjunctions. For these reasons, we believe that one promising
research direction is the construction of more advanced confidence scorer for any given
OpenIE extraction. Such confidence score system would not depend on prior processing
(e.g., dependency parsing) and would be trained in unsupervised manner on textual data (e.g.,
considering only spans or some strategies exploiting the concept of language modeling). If
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such a scoring system is scalable, then it could be applied on any large OpenIE corpus, and
would override the currently provided confidence scores.

Once constructed, large OpenIE corpora are used for many other downstream tasks for
deeper semantic understanding, including question answering, KB completion and slot filling.
Since the structure of OpenIE extractions is usually in the form of triples—as it is the case
with KBs—, they often are used as resource that complements KBs and, therefore, serve
for either extending the KBs themselves or for providing further context to the KBs for
other downstream tasks. Such work implies several possible manners in which OpenIE
corpora and KBs are semantically related: 1) open relations are mapped to KB relations; 2)
an OpenIE triple that is aligned with a KB triple which have the same argument pairs have
equivalent meaning (i.e., the distant supervision assumption); 3) each OpenIE triple can be
represented with a single KB triple. Such assumptions were not studied directly in prior work.
Instead, the authors usually work on a downstream task and they either just assume that such
assumptions hold or they test them w.r.t. the downstream task. In this thesis (Chapter 5) we
directly and (mostly) manually studied these assumptions.

First, through the notion of KB hits, we aggregated the counts for each open relation
w.r.t. KB relations. We found that OpenIE relations tend to be highly ambiguous, and one
should not map them directly to KB relations. Instead, we found that it is possible in many
cases to align OpenIE triples with KB triples that have the same argument pairs, though such
alignments need to be done on instance level, because the OpenIE triple itself often provides
the necessary context. Even though it is often correctly assumed that such alignments imply
that the OpenIE triple and the aligned KB triple have the same meaning, we found that this is
not entirely true. In particular, the OpenIE triples are often more specific than the KB triple.
This means that the OpenIE triple can imply the KB triple, but the KB triple cannot imply
the OpenIE triple. For instance, the OpenIE triple (“P. J. Kennedy”; “is grandfather of”;

“J. F. Kennedy”) implies the KB triple (P. J. Kennedy; dbo:relative; J. F. Kennedy), but not
the other way around. Next, we studied to what extent an OpenIE triple can be expressed
with a single KB triple. We found that in most cases it is possible for an OpenIE triple to be
expressed with a single KB fact, though the OpenIE triple is more specific. We found that the
use of KB formula or multiple KB triples often helps to increase such expressibility. Finally,
we studied to what extent the information found in OpenIE corpora is missing in reference
KBs which were constructed from the same domain (i.e., Wikipedia). We found that most
of the OpenIE triples that are relevant for KBs (i.e., they can be either fully or partially
expressed with KB language) are either not present in the KB at all or are only partially
present. This observation shows the potential of knowledge found in OpenIE corpora which
can be used for extending existing KBs.
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Overall, we believe that further research work towards compact OpenIE will make OpenIE
systems more useful for downstream tasks. In this thesis, we discussed methods, corpora and
analysis of compact Open Information Extraction w.r.t. reference KBs. Empirical evidence
provided by this thesis and other work (e.g. KBPearl [Lin et al. 2020] and SalIE [Ponza et al.
2018]) suggest that improving compactness of OpenIE will likely make the OpenIE systems
more useful for downstream tasks. Current trends in OpenIE suggest that exploiting deep
learning techniques (and supervised learning paradigm in general) are promising directions
for solving OpenIE-related problems. For now, such approaches suffer from lack of training
data. Therefore, we believe that research for providing large amounts of training data for
OpenIE-related problems are a promising future direction of research. Other possible research
direction is to study the usefulness of compact OpenIE for other downstream tasks, such
as question answering. Because KB population is important for other downstream tasks
and Lin et al. [2020] showed empirical evidence for the usefulness of compact OpenIE for
KB population, we believe that compact OpenIE is likely to affect other downstream tasks
as well. Therefore, we think that this is yet another interesting direction of research for
future work. Finally, we observed that, even though there has been research in OpenIE for
languages other than English, yet, the research community has spent much less efforts in
studying them. So far, there has been no study of investigating compactness of OpenIE for
other languages. We believe that studying the methods for compact OpenIE proposed in this
thesis for other languages (as well as studying other methods for achieving compactness) are
promising direction for future work.





Appendix A

Annotation Guidelines

A.1 General Overview

Our goal is to evaluate Open Information Extraction (OpenIE) systems. OpenIE aims to
extract relations and their arguments from unstructured text in unsupervised manner. In
its simplest form, an OpenIE system extracts triples (or n-ary tuples) consisting of subject,
relation, and object from a given sentence. For example, from the sentence:

“Bell is a telecommunication company which is based in Los Angeles.”

an OpenIE system may extract the facts:
("Bell", "is", "telecommunication company")
("Bell", "is based in", "Los Angeles")

In this study, we focus on clause-based OpenIE. A clause is a part of a sentence that
expresses some coherent piece of information. For instance, the sentence above consists of
the two clauses:

"Bell is a telecommunication company"
"Bell is based in Los Angeles"

The extractions are generated out of individual clauses, which means that we ignore the
information in any other clauses (details later).

A.2 Labeling

Each extraction is labeled with two labels (correct / incorrect):

1. Fact label: correctness of the extracted fact itself (together with its factuality and
quantity values)
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2. Attribution label: correctness of the extracted attribution

We discuss these two labels in what follows.

A.2.1 Fact Label

The fact label indicates whether the whole extraction (ignoring an attribution, if any) is
correct.

Rule F1: An extraction is considered correct if it contains all necessary information from the
clause from which it has been extracted. In general, we label extractions as correct if
they are entailed by their clause. For example, from the sentence:

“Bell is a telecommunication company which is based in Los Angeles.”

both of the following extractions should be labeled as correct:

("Bell", "is", "telecommunication company")
("Bell", "is based in", "Los Angeles")

In contrast, the triple:

("Bell", "is based in", "telecommunication company")

is considered incorrect.

Rule F2: Information present in all clauses other the one from which the extraction has been
taken must be ignored. This includes subordinate clauses (such as conditionals, clauses
connected with "while", and so on). For example, in the sentence:

“If it rains, the grass gets wet.”

all of the following extractions should be labeled as correct:

("grass", "gets", "wet")
("grass", "gets wet if", "it rains")
("it", "rains")

Rule F3: Further information present in the clause can be ignored if this information does not
change the meaning of the extraction. For example, from the sentence:

“Albert Einstein was born in 1879 in Ulm.”
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then both of the following extractions should be considered correct:

("Albert Einstein", "was born in 1879 in", "Ulm")
("Albert Einstein", "was born in", "Ulm")

If, however, the lack of a constituent of a clause is not sufficient, this should be labeled
as incorrect:

("Albert Einstein", "was")

Rule F4: In cases when relations/arguments lack words which contain crucial information (i.e.
the lacking of word(s) is changing the meaning of the triple), the factual label should
be incorrect. For example, from the sentence:

“Jack likes data mining.”

extractions should be labeled as follows:

("Jack", "likes", "data mining") as correct
("Jack", "likes", "mining") as incorrect

because mining and data mining have different meaning.

Rule F5: Some OpenIE systems output some implicit extractions, which may contain words
that are not present in the input sentence. Nevertheless, they should also be labeled as
correct if they correctly represent the information given in their clause. For example,
from the sentence:

“Mr. Mike Johnson lives in Berlin, Germany.”

the following extractions should be labeled as correct:

("Mike Johnson", "is", "male")
("Berlin", "is in", "Germany")

and the following extraction as incorrect:

("Berlin", "is", "Germany")

We refer to the combination of polarity and modality as factuality (more on these later).
For example, if the polarity is “negative” (-) and modality is “possibility” (PS), then
the factuality is “negative possibility” (briefly written as (-, PS)). Polarity distinguishes
between positive (+) and negative (–) instantiations of the triples, that is, it conveys
the distinction between affirmative and negative contexts.



112 Annotation Guidelines

Rule F6: The extraction should only be labeled correct if it expresses the same polarity (positive
or negative) as its clause. For example, suppose we have the sentence:

““John did not need the training.”

then the factual label on both of the following extractions should be correct:

1. ("John", "did need", "training") 2. ("John", "did not need", "training")
Polarity: NEGATIVE ⇐⇒ Polarity: POSITIVE

Rule F7: If the polarity value is contained in another clause, then you should ignore the negative
context in the extraction. For example, if you have the sentence:

“It’s not true that John Smith lives in Italy.”

then, we have two clauses:

1. John Smith lives in Italy.

2. It’s not true that John Smith lives in Italy.

Clause 2 contains clause 1. However, the negation is within clause 2 and not part
of clause 1, which means for the factuality label the following extraction should be
labeled as correct:

("John Smith", "lives in", "Italy")
polarity: positive; modality: certainty; (+, CT)

The modality is the part of the factual annotation that gives us information of whether
an extraction is a certainty or a possibility within a clause.

Rule F8: The extraction should only be labeled correct if it expresses the same modality (cer-
tainty or possibility) as its clause. Suppose we have the following sentences:

“Dewayne Robertson expects to meet with the Jets”
“Dewayne Robertson probably meets with the Jets”
“Dewayne Robertson will meet with the Jets”

then, the factual label of the both of the following extractions should be correct:

1. ("D. R.", "meet with", "Jets") 2. ("D. R.", "will meet with", "Jets")
Polarity: positive ⇐⇒ Polarity: positive
Modality: possibility Polarity: certainty
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because in the first sentence, Dewayne Robertson “expects to” meet with the Jets,
which is merely a possibility, not a certainty. In the second one, it is a future tense
(“will” meet ... ), which is also not a certainty, but a possibility.

Rule F9: If the quantity(ies) within the extraction contain the proper phrase for indicating a
phrase which expresses some sort of quantity (given that all the other rules F1 to F8
are also correct), the factual label is correct. For example, if you have the sentence:

“At least two e-mails were marked as confidential.”

then the factual label for the following extraction is considered as correct:

("QUANT_S_1 e-mails", "were marked as", "confidential")
Factuality: (+, CT)
QUANT_S_1 = At least two

Rule F10: If at least one quantity placeholder is not represented correctly in the extraction (i.e. it
lacks crucial information), then the factual label is incorrect. For example, considering
the same sentence:

“At least two e-mails were marked as confidential.”

The following extraction’s factual label is considered as incorrect:

("QUANT_S_1 e-mails", "were marked as", "confidential")
Factuality: (+, CT)
QUANT_S_1 = At least

Rule F11: Ignore correference resolution parts. For example, if we have the sentence:

“John was home and he opened the door.”

then both of the following extractions are considered to be equivalent and correct:

("John", "opened", "door") ⇐⇒ ("He", "opened", "door")

Rule F12: Ignore wrong form of a word as long as the lemmas are correct. For example, in the
sentence:

“John loves his wife.”

the following two extractions are considered to be equivalent and correct:

("he", "has", "wife") ⇐⇒ ("his", "has", "wife")
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A.2.2 Attribution Label

The attribution of a triple is the supplier of the information for the triple. The attributions
themselves contain annotations for factuality, which are different from the annotation of
factuality for the triple itself.

Rule A1: If attribution is captured within the extraction implicitly (it is within the extraction) or
explicitly (it is annotated as an attribution), then the attribution should be labeled as
correct. For example, for the sentence:

“The State Department does not believe that more than 3 million Americans live
outside of the U.S.”

both of the following extractions are equivalent and should be labeled as correct:

1. (“QUANT_S_1 Americans” “live outside of” “U.S.”)
Attribution: (T. S. D., Factuality: (-, PS))
Factuality: (+, CT)
Quantities: [QUANT_S_1 = more than 3 million]

2. ("T. S. D.", "does not believe that", "3 m. Americans live outside of U.S.")
Attribution: no attribution detected
Factuality: (+, CT)

The attribution’s modality is ”possibility“ because the attributer believes the statement.
If the predicate was not ”believe“, but it was a predicate expressing a certainty, like

”knows“, then the modality would have been ”certainty“.

Rule A2: If the attribution phrase contains words which are not part of the attribution phrase (e.g.
instead of ”The State Department“ to have ”The State Department does“) or lacks
some words which are essential to the meaning of the attribution phrase (e.g. instead
of ”The State Department“ to have just ”Department“) then the attribution should be
labeled as incorrect.

Rule A3: If one of the attribution’s factuality values is wrong (e.g. instead of ”negative polarity“
we have ”positive polarity“ or instead of ”possibility modality“ we have ”certainty
modality“), then the attribution label should be incorrect.
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Open Frequency in Frequency in # KB hits # distinct Top-3 mapped DBpedia rel.
relation OPIEC-Clean OPIEC-Link KB rels. and hit frequency

“leave” 130,515 1,356 347 (25.6%) 54 associatedBand 70
associatedMusicalArtist 70
formerBandMember 35

“take” 127,757 660 49 (7.4%) 26 writer 4
previousWork 4
artist 3

“use” 127,537 2,951 123 (4.2%) 53 currency 9
affiliation 8
timeZone 7

“receive” 118,429 2,133 268 (12.6%) 19 award 236
team 4
debutTeam 4

“make” 116,688 1,063 140 (13.2%) 39 director 39
writer 25
producer 12

“be member of” 104,680 11,480 3,361 (29.3%) 80 associatedBand 740
associatedMusicalArtist740
party 584

“return to” 104,392 482 117 (24.3%) 35 team 44
league 9
associatedBand 7

“be at” 102,844 20,328 8,314 (40.9%) 78 ground 1,887
city 1,759
location 1,109

“be species of” 101,846 54,269 13,639 (25.1%) 9 order 5,196
family 4,269
kingdom 2,826

“move to” 100,226 1,409 316 (22.4%) 43 team 124
managerClub 35
ground 16

“be write by” 96,790 6,340 1,956 (30.9%) 50 author 571
writer 457
notableWork 120

“be found in” 95,163 836 110 (13.2)% 17 location 21
city 19
headquarter 17

Table B.1 The most frequent open relations in OPIEC-Clean, along with DBpedia mapping
information from OPIEC-Link (continuation of Tab. 5.2)
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Reference Corpora and Methodology

C.1 OpenIE Data and Methodology

OpenIE Corpus

One of the major problems of aligning OpenIE triples with KB facts is that the OpenIE
triples are consisted of surface patterns, which makes the triples highly ambiguous. To
make such alignments possible, it is necessary that the arguments of the OpenIE triples are
disambiguated. For these reasons, we chose OPIEC-Linked (described in Chapter 4) as an
OpenIE corpus for our study, because it is the biggest OpenIE corpus to date, which consists
6M triples with disambiguated arguments. As explained in Chapter 4, OPIEC-Linked was
constructed by running the OpenIE system MinIE-SpaTe (discussed in section 3.7) over the
entire English Wikipedia. The links in the text added by Wikipedia authors were kept, which
makes the corpus to be consisted of golden disambiguation links for the arguments.

OPIEC Filters

The goal of the study is to investigate the limits of aligning OpenIE triples with KBs. For
this reason, we assume both a perfect extractor and perfect alignments between the OpenIE
triples and the KB facts. To reduce the noise from OPIEC-Linked, we followed Broscheit
et al. [2020] and filtered out the triples having the following properties: 1) confidence score is
less than 0.3; 2) extraction type is SVOO, SVOC or extractions are made from the apposition
dependency parse relation. In a preliminary study, we found these triples to be very noisy.
For the remainder of this chapter, we will refer to this data as OPIEC for simplicity.
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Sampling Correctly Extracted OpenIE Triples for the DSA Study

The DSA implies that for each (correctly extracted) OpenIE triple which has a KB-hit, the
open relation expresses the same information as the KB relation. The goal of the study is to
investigate the limits of such alignments, which is why we consider only extractions which
are correctly extracted. For this reason, we took a random sample of 200 OpenIE triples
from the OpenIE triples having KB-hits, which were labeled for correctness by an expert. To
ensure that the information of the triple is complete, the triples which are not self-contained
were labeled as “incorrectly extracted”. For example, the triple (Pope Clement VII; "named
him inquisitor of"; Modena) is not self-contained, because it is not clear to which entity “him”
refers to. The labeler stopped at the 100th correctly extracted triple. Note that these 100
correctly extracted triples are also self-contained. These 100 OpenIE triples were used for
our DSA study.

Study Design for Is-a relation OpenIE triples

The study for Is-a relation triples is similar with the one done on All relations. We sampled
100 correctly extracted triples from OPIEC-Typed (i.e. the subset of OPIEC containing triples
of the form (subject, “be”; object)). For each correctly extracted OPIEC-Typed triple, we
matched the subject link with all the DBpedia entries for types. As a result, we have an
OpenIE triple (subject, “be”; object) and on the KB side we have (subject; type; T). The
sampling and labeling logic is the same as the one explained in the previous paragraph.

C.2 KB Data and Methodology for the DSA Study

Reference KB

For the alignments, it is very important that the KB contains the same information as the
text corpus from which the OpenIE data was constructed (i.e. that both the OpenIE triples
and the reference KB were automatically constructed from the same domain). This ensures
that the information in the KB and the information content in the OpenIE triples is the same.
In such settings, the OpenIE arguments have the same ID links as the KB entities, which
makes the study comparable. For these reasons, we chose DBpedia [Auer et al. 2007] as a
reference KB, because it is a well-established KB constructed from Wikipedia (the same
resource from which OPIEC is constructed), and because it is the largest KB to date which is
automatically constructed from Wikipedia. Prior work for aligning OpenIE triples with KB
facts also exploited the combination of Wikipedia and DBpedia [Wu and Weld 2010; Dutta
et al. 2013; 2014; 2015; Yu et al. 2017; Gashteovski et al. 2019].
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DBpedia-filtered

For our study, it is essential that both of the KB triple arguments are disambiguated. Therefore,
from DBpedia, we filtered out any triples containing literals, abstracts, dates, etc. Many of the
relations in DBpedia are extracted with generic infobox extraction. These KB relations tend
to be noisier — sometimes even ambiguous — and they often lack important information
describing the precise semantics of the KB relation [Bizer et al. 2009] (e.g. domain/range
types or descriptions are often missing.). For these reasons, we filtered out these KB triples
as well. We retained only the triples that were extracted with mapping-based infobox
extraction (i.e. with namespace http://dbpedia.org/ontology), because of their
higher extraction quality and higher level of details they provide. This way, it is much clearer
to an expert labeler to assess the alignments.
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