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PREFACE

Knowledge-based economic policy decisions often rely on empirical conclusions drawn
from observational studies about the causal effect of a treatment on a set of outcomes.
If units can self-select into treatment, a simple comparison of the outcomes of treated
and untreated units does not identify any causal effect as both groups can be inherently
different. Several empirical strategies to identify causal effects have been developed for
specific setups and are widely applied in empirical economic research today. While being
theoretical in nature, this thesis aims to provide practical and easy-to-implement tools to
improve the reliability and accuracy of empirical estimates in these methods. It consists
of three self-contained chapters. Chapter 1 considers the local average treatment effect
framework, Chapters 2 and 3 the regression discontinuity design.

In the canonical setting of the local average treatment effect (LATE), units are incen-
tivized to take up a treatment by a randomly assigned instrument; for instance, a group
of people is randomly assigned to participate in a job training program or a health treat-
ment. Under additional assumptions, the treatment effect of those units whose treatment
status is indeed affected by the instrument, compliers, is identified (Imbens and Angrist,
1994). One of the key additional assumptions, however, is monotonicity restricting the
effect of the instrument on the treatment status to be monotone across all units. In many
empirical economics applications, the validity of this assumption might be questionable.

In Chapter 1, I develop a method to assess the sensitivity of LATE estimates to po-
tential violations of the monotonicity assumption. I parameterize the degree to which
monotonicity is violated using two sensitivity parameters: the first one determines the
share of defiers in the population, and the second one measures differences in the distribu-
tions of outcomes between compliers and defiers. I derive sharp bounds on the compliers’
outcome distributions in the first-order stochastic dominance sense for each value of these
two sensitivity parameters. I identify the robust region, which is the set of all values of
sensitivity parameters for which a given empirical conclusion, e.g., the LATE is posi-
tive, is valid. Researchers can assess the credibility of their conclusion by verifying that
all plausible sensitivity parameters lie in the robust region so that their estimates gain

credibility.



In regression discontinuity designs (RDs), treatment is assigned if a specific covariate,
the running variable, exceeds a known cutoff value; for instance, unemployment benefits,
access to credits, or a health treatment can be based on an administrative or health score
exceeding a specific cutoff value. Under mild assumptions, units that are close to the
cutoff are as good as randomly assigned so that the causal effect for units at the margin
of being assigned is identified in a credible and transparent way. In sharp RD designs,
units fully comply with their treatment assignment, whereas in fuzzy designs, units may
only partially comply (Hahn et al., 2001).

The statistical challenge in RD designs is that units that are directly at the cutoff
are in general not observed, so that their expected outcome has to be inferred from units
that are close to the cutoff. Imposing strong functional form assumptions between the
expected outcome and the running variable, e.g., a linear or polynomial relation, would
identify the expected outcome of units at the cutoff. However, conclusions drawn on
these estimates might be misleading if the imposed functional form does not accurately
approximate the true conditional expectation function. Therefore, empirical economic
research often relies on nonparametric methods, that only impose that the relation of
outcome and running variable is sufficiently smooth in a neighborhood of the cutoff; for
instance,, by assuming that the second derivative of the true function is bounded. In
particular, local linear regression methods are used, where a linear regression is fitted
only to observations that are in a small neighborhood of the cutoff. The choice of the size
of the neighborhood is key here. A smaller neighborhood implies that the linear function
approximates the regression function more accurately so that the potential smoothing
bias is reduced; a larger neighborhood implies that more observations are used so that
the variance of the estimator is reduced. This thesis considers two econometrics issues
in RD designs: the construction of confidence sets in fuzzy designs that adequately take
the smoothing bias into account; and the use of additional pretreatment covariates to
efficiently reduce the variance of RD estimators.

Chapter 2 is joint work with Christoph Rothe. We argue that confidence sets for the
parameter of interest in fuzzy RD designs that are commonly applied in the literature
generally fail to be valid under a wide range of empirically relevant conditions such
as setups with discrete running variables, donut designs, and weak identification. We
propose new confidence sets that are bias-aware in the sense that they take possible
smoothing bias explicitly into account. Their construction shares similarities with that
of Anderson-Rubin confidence sets in exactly identified instrumental variable models and
thereby avoids issues with “delta method” approximations that underlie most commonly

used existing inference methods for fuzzy RD analysis. Our confidence sets compare



favorably in terms of both theoretical and practical performance to existing procedures
in canonical settings with strong identification and a continuous running variable.
Chapter 3 is joint work with Tomasz Olma and Christoph Rothe. We propose a
novel class of covariate-adjusted RD estimators that can have a smaller variance than
estimators used in the literature. Our procedure accommodates a wide range of covariate
adjustments under mild conditions. We consider classic parametric and nonparametric,
as well as machine learning methods so that suitable estimators can be chosen for any
given type of covariates. We allow for discrete and continuous covariates in low- and
high-dimensional settings. The proposed estimators are easily applicable because the
tuning parameters can be selected, and confidence intervals can be constructed following
standard methods used in the literature. We characterize the covariate adjustments that

lead to the smallest variance in this class of RD estimators.






CHAPTER 1

SENSITIVITY ANALYSIS OF THE
MONOTONICITY ASSUMPTION IN THE LATE FRAMEWORK

1.1. INTRODUCTION

The local average treatment effect framework (LATE), introduced in Imbens and Angrist
(1994), is one of the most popular econometric frameworks for instrumental variable
analysis in setups of heterogeneous treatment effects. We consider settings of a binary
instrumental variable and a binary treatment variable. The Wald estimand then equals
the treatment effect of compliers, individuals for which the instrument influences the
treatment status, given the well-known classical LATE assumptions: monotonicity, inde-
pendence, and relevance.

Monotonicity states that the effect of the instrument on the treatment decision is
monotone across all units. In the canonical example, in which the instrument encourages
units to take up the treatment, monotonicity rules out the existence of defiers, i.e., units
that receive the treatment only if the instrument discourages them. Researchers might
question the validity of this assumption in empirical applications. In these settings, the
local treatment effect estimates might be biased and might lead the researchers to draw
incorrect conclusions about the true treatment effect.

As an example of a setup in which monotonicity could plausibly be violated, consider
the study of Angrist and Evans (1998), who analyze the effect of having a third child on
the labor market outcomes of mothers. As the decision to have a third child is endogenous,
the authors use a dummy for whether the first two children are of the same sex as an
instrument. The underlying reasoning is that some parents would only decide to have a
third child if their first two children were of the same sex; these parents are compliers. The
monotonicity assumption seems questionable in this setting as parents, who have a strong
preference for one specific sex, might act as a defier in this setup. Consider, for example
parents who want to have at least two boys and their first child is a boy. Contrary to the
incentivization through instrument, they have two children if their second child is a boy,
and three children if their second child is a girl. As the monotonicity assumption might

be questionable in this example, one can question the validity of empirical conclusions



drawn from the classical LATE analysis.!

In this chapter, we provide a framework to evaluate the sensitivity of treatment effect
estimates to a potential violation of the monotonicity assumption. As noted in Angrist
et al. (1996), a violation of the monotonicity assumption always has two dimensions: The
first dimension is the heterogeneous effect of the instrumental variable on the treatment
variable, the presence of defiers. The second dimension is the heterogeneous effect of the
treatment variable on the outcome variable, the outcome heterogeneity between defiers
and compliers. We derive the extent to which monotonicity is violated by parameterizing
these two dimensions.

We parameterize the existence of defiers by their population size and the outcome
heterogeneity by the Kolmogorov-Smirnov norm, which bounds the difference of the cu-
mulative distribution functions of compliers and defiers. For each of these two sensitivity
parameters, we identify sharp bounds of the outcome distribution of compliers in a first-
order stochastic dominance sense. These bounds also imply sharp bounds on various
treatment effects, e.g., the average treatment effect or quantile treatment effects of com-
pliers.

Our analysis precedes in tow steps. In a first step, we identify the sensitivity region.
The sensitivity region defines the set of sensitivity parameters for which a data generat-
ing process exists, that is consistent with our model assumptions and implies both the
observed probabilities and the sensitivity parameters. Since sensitivity parameters lying
in the complement of the sensitivity region are not compatible with our model, we do not
analyze them further. For the derivation of the sensitivity region, we also derive sharp
bounds of the population size of defiers.

In a second step, we identify the robust region, which is the set of sensitivity parame-
ters that imply treatment effects that are consistent with a particular empirical conclusion;
for instance, the treatment effect of compliers has a specific sign or a particular order
of magnitude.? Parameters lying in the complement of the robust region, the nonrobust
region, imply treatment effects that are not, or may not be, consistent with the given em-
pirical conclusion. The robust region and the nonrobust region are separated from each
other by the breakdown frontier, following the terminology of Masten and Poirier (2020).
For each population size of defiers, the breakdown frontier identifies the weakest assump-
tion about outcome heterogeneity, which is necessary to be imposed to imply treatment

effects being consistent with the particular empirical conclusion under consideration.

IThe other LATE assumptions seem to be plausible here. As the sex of a child is determined by
nature and as only the number of and not the sex of the child arguably influences the labor market
outcome of mothers, the independence assumption seems to be satisfied. The relevance assumption is
testable.

2See Masten and Poirier (2020) for a detailed exposition of this approach.



This approach is useful in the following aspects. First, by evaluating the size of the
sensitivity region, one can determine the plausibility of the model. If this set is empty, the
model is refuted, which implies that even if one would allow for an arbitrary violation of
the monotonicity assumption, the independence assumption has to be violated. Second,
researchers can analyze the sensitivity of their estimates with respect to the degree to
which the monotonicity assumption is violated by varying the sensitivity parameters
within the sensitivity region. Third, by evaluating the plausibility of the parameters
within the robust region, researchers can assess the sign or the order of magnitude of the
treatment effect. While being transparent about the imposed assumptions, they might
still arrive at a particular empirical conclusion of interest in a credible way. Fourth,
one can assess to which degree monotonicity has to be violated to overturn a particular
empirical conclusion. Within our framework, researchers can use their economic insights
about the analyzed situation to judge the severity of a violation monotonicity.

While the main focus of this chapter lies on the treatment effects of compliers, we also
show how this framework can be exploited to analyze treatment effects of defiers. Under
further support assumptions of the outcome variable, treatment effects of even the entire
population are partially identified, which complements known results in the literature (see
Kitagawa, 2021; Balke and Pearl, 1997; Machado et al., 2019). As the explicit expressions
of the sensitivity and robust regions are rather complicated and difficult to interpret, we
also provide simplified analytical expressions of these regions in the case of a binary
outcome.

To construct confidence sets for both the sensitivity and the robust region, we show
that both regions are determined through mappings of some underlying parameters.
These mappings are not Hadamard-differentiable, and inference methods relying on stan-
dard Delta-method arguments are therefore not applicable. We show how to construct
smooth mappings that bound the parameters of interest. This construction leads to
mappings for which standard Delta-method arguments are applicable, and we use the
nonparametric bootstrap to construct valid confidence sets for the parameters of interest.
With a binary outcome variable, the mappings resulting in the sensitivity and robust
region are considerably simpler. Therefore, we can use a generalized Delta-method to
show asymptotic distributional results and apply a bootstrap procedure to construct
asymptotically valid confidence sets.

We show in a Monte Carlo study that our proposed inference method has good finite
sample properties. We further apply our method to the setup studied by Angrist and
Evans (1998) introduced above. We show that relatively strong assumptions on either

the population size of the defiers or the outcome heterogeneity have to be imposed to



preserve the sign of the estimated treatment effect. This result demonstrates that the
monotonicity assumption is key in the local treatment effect framework.

The remainder of this chapter is structured as follows: A literature review follows,
and Section 1.2 illustrates the setup in a simplified setting. Section 1.3 introduces the
sensitivity parameters and Section 1.4 derives sharp bounds on the distribution functions
of compliers. The main sensitivity analysis is presented in Section 1.5. Section 1.6 also
discusses extensions and Section 1.7 derives estimation and inference results. Section 1.8
contains a simulation study and Section 1.9 an empirical example. Section 1.10 concludes.

All proofs and additional materials are deferred to the appendix.

Literature. This chapter relates to several strands of the literature. First, this chapter
contributes to the growing strand of the literature, which considers sensitivity analysis
in various applications. These applications include, among many others, violations of
parametric assumptions, violations of moment conditions, and multiple examples within
the treatment effect literature (see, among others, Armstrong and Kolesér, 2021b; Mukhin,
2018; Christensen and Connault, 2019; Kitamura et al., 2013; Bonhomme and Weidner,
2018, 2019; Andrews et al., 2017, 2020a; Andrews and Shapiro, 2020; Andrews et al.,
2020b; Roth and Rambachan, 2019; Conley et al., 2012; Imbens, 2003; Chen et al., 2011).
This paper is very closely related to Masten and Poirier (2020, 2021), who generalize
ideas of breakdown points developed in Horowitz and Manski (1995); Imbens (2003);
Kline and Santos (2013); Stoye (2005, 2010). These papers consider several assumptions
in the treatment effect literature, but not the monotonicity assumption.

Second, it is related to the local average treatment effect framework literature, which is
formally introduced in Imbens and Angrist (1994) and further in Vytlacil (2002). Several
papers consider violations of the monotonicity assumption through different types of
assumptions. Balke and Pearl (1997); Machado et al. (2019); Huber et al. (2017); Manski
(1990); Huber and Mellace (2015); Huber (2015) consider a binary and Kitagawa (2021)
a continuous outcome variable and partially identify the average treatment effect. Small
et al. (2017); Manski and Pepper (2000); Dahl et al. (2017); Huber et al. (2017) propose
alternative assumptions on the data generating process, which are strictly weaker than
monotonicity and obtain bounds on various treatment effects.

De Chaisemartin (2017) shows that in the presence of defiers, under certain assump-
tions, the Wald estimand still identifies a convex combination of causal treatment effects
of only a subpopulation of compliers. In a policy context, the treatment effect of com-
pliers might be of particular interest because the treatment status of compliers is most
likely to change with a small policy change. However, the same reasoning does not apply

to the subpopulation of compliers. Klein (2010) evaluates the sensitivity of the treatment



effect of compliers to random departures from monotonicity. Fiorini et al. (2014) give
examples of analyzing the sensitivity of the monotonicity, and Huber (2014) considers a
violation of monotonicity in a specific example. They do not provide sharp identification
results of the treatment effect of compliers in the presence of defiers, nor do they derive
the robust region. A violation of the monotonicity assumption with a non-binary instru-
mental variable is considered, and alternative assumptions and testing procedures are
proposed in Mogstad et al. (2019); Frandsen et al. (2019); Norris et al. (2020). This chap-
ter contributes to this literature by presenting an effective tool to analyze the severity of
a potential violation of the monotonicity assumption. It thus gives applied researchers a
new tool to evaluate the robustness of their estimates to a violation of the monotonicity
assumption, and their estimates may thereby gain credibility.

Our proposed inference procedure builds on seminal work about Delta-methods for
non-differentiable mappings by Shapiro (1991); Fang and Santos (2018); Diimbgen (1993);
Hong and Li (2018), and it further exploits ideas of smoothing population parameters by
Masten and Poirier (2020); Chernozhukov et al. (2010); Haile and Tamer (2003).

1.2. SETUP
1.2.1. Model of the Local Average Treatment Effect. We observe the distribution

of the random variables (Y, D, Z), where Y is the outcome of interest; D is the actual
treatment status, with D = 1 if the person is treated and D = 0 otherwise; and Z is the
instrument, with Z = 1 if the person is assigned to treatment and Z = 0 otherwise. We
assume that each unit has potential outcomes Y| in the absence and Y7 in the presence of
treatment, and potential treatment status D); when assigned to treatment and Dy when
not assigned to treatment. The observed and potential outcomes are related by Y =
DY; + (1 — D)Yy, and observed and potential treatment status by D = ZDy + (1 — Z)Dy.

Based on the effect of the instrument on the treatment status, we distinguish four
different groups: compliers that are only treated if they are assigned to treatment (CO);
defiers that are only treated if they are not assigned to treatment (DF); always takers
that are independently of the instrument always treated (AT), and never takers that
are never treated (NT). We denote the population sizes of the respective group by mar,
7NT, Too, and mpp. We denote by Y the potential outcome variable of group T €
{AT,NT,CO, DF} under treatment status d. To simplify the notation, we write YT
for the potential outcome variable of always takers if d = 1 and otherwise of never takers,

and similarly 77 for the respective population size. We denote the outcome distribution



of a variable Y by Fy, its density function, if it exists, by fy, and its support by Y.3
The key parameters of interest in this analysis are treatment effects of compliers. We

denote the average treatment effect of compliers by*
Aco = E[Y1 = Yy|Dy =0, Dy = 1].

Throughout the chapter, we assume that P(D = 1|Z = 1) > P(D = 1|Z = 0) without

loss of generality, and we impose the following identifying assumptions.

Assumption 1.1. The instrument satisfies (Y1, Yo, D1, Do) L Z (Independence), and
P(D=1|Z=1)>P(D =1|Z =0) (Relevance).

We refer to Angrist et al. (1996) for an extensive discussion of these assumptions.

1.2.2. Illustration of the Sensitivity Analysis. In this section, we illustrate the sensi-
tivity analysis in a very simplified framework, where we introduce the sensitivity param-
eters, the sensitivity, and the robust region. We do not consider any sharp identification

results in this illustration, but we do in our main sensitivity analysis in Section 1.3-1.5.

1.2.2.1. Sensitivity Parameter Space. In the presence of defiers, the average treatment
effect of compliers is not point identified. Angrist et al. (1996) show that the Wald esti-
mand, 3V = Cov(Y, Z)/Cov(D, Z), equals a weighted difference of the average treatment

effect of compliers and defiers:

1
B = e (mcoAco — morApr) (1.1)
- F

Clearly, if either mpr = 0, implying the absence of defiers, or Acp = Apr, implying that
compliers and defiers have the same average treatment effect, the treatment effect Aco
is still point identified. In general, however, three parameters of Equation (1.1) are not
identified: the population size of defiers mpp, the treatment effect of compliers Aco and
of defiers Apr. To bound the average treatment effect of compliers, we introduce two
sensitivity parameters. The first one determines the population size of defiers, and the
second one outcome heterogeneity between compliers and defiers. These two parameters
measure the degree to which monotonicity is violated and represent the two dimensions
of heterogeneity: (i) heterogeneous effects of the instrument on the treatment status and
(ii) heterogeneous effects of the treatment on the outcome.

The heterogeneous impact of the instrument on the treatment status, is parameterized,

3Throughout the chapter, we implicitly assume that all necessary moments of all random variables
for the parameter of interest exist; for instance, if we consider the local average treatment effect, we
assume Y,] has first moments for all d € {0,1} and T € {C, DF, AT, NT}.

4Similarly, the average treatment effect of defiers is denoted by App = E[Y; — Yy|Dy =1, Dy = 0].
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in the most simplest ways, by the population size of defiers
mpr = P(Dy =1 and D; = 0). (1.2)

A larger sensitivity parameter mpp implies a more severe violation of monotonicity. It is
clear that, for a given population size of defiers, mpp, the population sizes of the other
groups are point identified. In our analysis, these population sizes are, therefore, functions
of the sensitivity parameter mpr, but we leave this dependence implicit.?

We parameterize the second dimension of heterogeneity by the sensitivity parameter

0, which equals the absolute differences in treatment effects of both groups
0a = |Aco — Apr|.

A larger sensitivity parameter J, implies a more severe violation of monotonicity.

1.2.2.2. Sensitivity Region and Robust Region. The sensitivity region is the set of sensitiv-
ity parameters which do not violate our model assumptions. For instance, a sensitivity
parameter mpr > 0.5 would violate our model assumptions as the relevance assumption
implies that mco > mpp. Therefore, such a sensitivity parameter does not lie within our
sensitivity region, which is identified without imposing any additional assumptions. In
this illustrative example, we simplify the derivation and say that the sensitivity region is
trivially given by
SR, =10,0.5) x R,.

In our main sensitivity analysis, this set, however, is nontrivial and can even be empty. In
this case, the model is rejected, implying that even though the monotonicity assumption
may be violated, the independence assumption has to be violated as well.

Even though the treatment effect of compliers is generally not identified if mpr > 0,

using (1.1), it is partially identified for any given pair of sensitivity parameters (mpr, d,) by

TDF TDF
Aco € |B"Y — ———6,, BV + ————4,
TTco — TDF TTco — TDF

In a typical sensitivity analysis, researchers now consider different values of the sensitivity
parameters to evaluate the identified sets of the parameter of interest and to evaluate the
robustness of the LATE estimates to a potential violation of monotonicity. However, in
many empirical applications, the interest does not lie in the precise treatment effect but in
its sign or in its order of magnitude. It is, therefore, natural to start with the empirical

conclusion of interest and to ask which sensitivity parameters imply treatment effects

5Tt follows from the definitions of the groups and our assumptions that mar = P(D = 1|Z = 0) — 7pF,
TNT = ]P(D = O|Z = 1) — apr and oo = ]P(D = 1|Z = 1) — ]P)(D = 1|Z = 0) + TDF.
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Nonrobust Region

Robust Region

TpFr TDF

Figure 1.1: Hlustration of Sensitivity and Robust Region. Non-shaded area represents sensitivity
region. [wpp, Tpr| represent some bounds on the population size of defiers.

that are consistent with this conclusion. This approach is formalized by the breakdown
frontier (see, e.g., Kline and Santos, 2013; Masten and Poirier, 2020).

We now consider the empirical conclusion that ACO > pu, and we assume that
BV > 1.5 Under our model assumptions and for a given value of the population size
of defiers mpp, the breakdown point determines the largest value of outcome heterogene-
ity 0, that implies treatment effect that are consistent with our empirical conclusion of

interest. Specifically, for any mpr € [0, 0.5], the breakdown point is given by

U — T
BE,(mpr) = ————=(8" — p).
DF

The breakdown frontier (BF) is the set of all breakdown points and the robust re-
gion (RR) is the set of all sensitivity parameters that are consistent with the empirical

conclusion of interest. They are respectively given by
BF, = {(ﬂ'DF, BPG(WDF)) S SR(Z} and RR, = {(ﬂ'DF,(sa) € SR, : 4, < BPQ(T('DF)} .

The nonrobust region is the complement of the robust region within the sensitivity region.
It contains sensitivity parameters that may or may not be consistent with the empirical
conclusion. Due to the functional form of the breakdown frontier, the nonrobust region is
a convex set in this example. An illustrative example of this setup is shown in Figure 1.1.

In this simple example, neither the sensitivity region nor the robust regions are sharp.
For example, if the outcome is binary than the difference between compliers and defiers

treatment effects is bounded by [—2, 2] and not by R . Similarly, the robust region might

6If BTV < p, the robust region for the conclusion that ACO > p is empty.
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also be substantially reduced by taking into account the actually observed outcomes.”

This reasoning means that even though a parameter pair may lie within the sensitivity
region, it might not imply a well-defined data generating process that is consistent with
the model assumptions and the observed probabilities. Similarly, even though a parameter
pair may lie within the nonrobust region, it might be robust. Empirical conclusions that
can be drawn from this analysis might, therefore, not be very informative. Consequently,

we improve upon this framework in the remainder of this chapter.

1.3. SENSITIVITY PARAMETERS

Since treatment effects of compliers are generally not identified in the presence of defiers,
we introduce two sensitivity parameters in this section that are interpretable and imply
bounds on the outcome distributions of compliers so that the parameter of interest is
partially identified. They allow us to consider a trade-off between the strength of the
imposed assumption and the size of the identified set.

To derive the sensitivity parameters, we consider the following function :

~ Cov(1{Y <y}, 1{D = d})
Clv) = —Ccozip=ay

for d € {0,1}. In the absence of defiers, G4(y) is the cumulative distribution function of
compliers under treatment status d. In the presence of defiers, it holds analogously to
the Wald estimand (1.1) that

1
Galy) = Too — Top (WcoFydCO (y) — WDFFYdDF(?/)) : (1.3)

The outcome distributions of compliers are thus identified up to the population size of
defiers and the heterogeneity between the outcome distributions of compliers and defiers.

We introduce two sensitivity parameters to parameterize these two dimensions. First,
the presence of defiers is parameterized by the population size of defiers mpg (1.2). Sec-
ond, outcome heterogeneity is represented by ¢, which bounds the maximal difference
between cumulative distribution functions of the outcome of compliers and defiers by the
Kolmogorov-Smirnov (KS) norm

F — F =0
s, supl[Fygo(s) = Frpr )y =

where 0 € [0, 1]. Without a restriction on 4, the outcome distributions can be arbitrarily

"To give a more concrete example, assume that all treated units have a realized outcome of 1 and all
nontreated units have a realized outcome of 0. Then it is clear, that the treatment effect of compliers is
point identified to be one.
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different. If § = 0, the outcome distributions are restricted the most as both distribution
functions coincide. We say that a larger value of the parameter ¢ implies a more severe
violation of monotonicity.

There are clearly many different possibilities for how heterogeneity between distribu-
tion functions can be specified. In this chapter, we choose the Kolmogorov-Smirnov norm,
as it leads to tractable analytical solutions of the bounds on the compliers outcome distri-
bution. More importantly, this parameterization is simple enough to be interpretable in
an empirical conclusion. A similar parameterization is chosen in Kline and Santos (2013)

in a different context.®

1.4. PARTIAL IDENTIFICATION OF DISTRIBUTION FUNCTIONS

Since our main sensitivity analysis exploits bounds on parameters defined by the distri-
bution function Fyco for d € {0,1}, we bound this distribution function for a fixed given
sensitivity parameter pair (mpg,d) in this section. We illustrate the derivation of the

bounds in the subsequent sections, and the main result is stated in Section 1.4.3.
1.4.1. Preliminaries.

1.4.1.1. Identification Strategy. Our goal is to obtain sharp lower and upper bounds of
the distribution function Fyco in a first-order stochastic dominance sense. That is, we
derive analytical characterizations of the distribution functions F' yco and F' yco that are
feasible candidates for FYdCO, in the sense that they are compatible with the imposed
sensitivity parameters, our assumptions, and the population distributions of observable
probabilities. They are further such that Fyco(y) < Fyco(y) < FYdCO (y), for all y € Y.
The identification strategy for deriving such sharp bounds £ yco and F yco is based on the
premise that any candidate distribution function of FYdCO then also implies distribution
functions of Fyar and Fypr. Our candidate function Fyco is therefore feasible, only if
the implied functions of Fysr and Fypr are indeed distribution functions.

The explicit analytical characterization of these sharp bounds illustrates the effect of
the sensitivity parameters on the bounds, and more importantly, it implies sharp bounds
on a variety of treatment effects of interest, e.g., the average treatment effect of compliers
(Stoye, 2010, Lemma 1).°

8Since the parameterization of 6 is weak on the tails of the distributions, the bounds on the tails are
likely to be uninformative. Imposing a weighted KS assumption, that penalizes deviations at the tails of
the two distributions more, would overcome this issue but would also lead to less tractable results.

9The explicit characterization also allows the inference procedure to be based on F Yoo and FYdCO.
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1.4.1.2. Notation. We here collect the notation used in the following subsections. Let
d,s € {0,1} and y € Y. Let the differences in population sizes of compliers and defiers
be denoted by man = mco — mpr. Let Qus(y) = P(Y < y, D = d|Z = s) be the observed
joint distribution of Y and D. We further let, for # denoting the Borel o-algebra,

G (y) zztelg{IP(YeB,Ygy,D:d|Z:d)—P(YGB,Y§y,D=d|Z:1—d)}.

and G = %é;(y). Our sensitivity analysis is based on the following observed under-

lying parameters
0= (Qn, Q107Q017Q00,5T768L> : (1.4)

1.4.2. Preliminary Bounds. To illustrate the identification argument, we first derive
preliminaries bounds on the distribution function FYdCO, which are not necessarily sharp
in general. Based on the law of total probability and our assumptions, the probability
function Qg is a weighted average of the distribution functions FYdCO and FchlT, specifi-
cally Qua(y) = WCOFcho (y) + 7TdFYddT (y). Any feasible distribution function of FYdCO has
to imply a function FYddT that is a distribution function. Exploiting this argument and

using our sensitivity parameter mpy, it follows that

——Quily) < Fygo(v) < = — (Quily) ~ ). (15)

These bounds correspond to the extreme scenarios where compliers have the highest or
the lowest outcomes compared to always and never takers.Using the same argument for
defiers and the definition of Gy4(y) in (1.3), it further follows that

T2 Goly) < Fyeo(y) < —— (maGaly) + mor) (1.6)

Tco Tco

We now consider the second sensitivity parameter §. Based on the definition of G4(y) in

(1.3), we conclude that any feasible candidate of FYdCO also has to satisfy that

Galy) = 258 < Fypo(y) < Galy) + 20 (17)

Since the function Gy is not necessarily increasing in y for all y € Y, bounds on the
distribution function Fyco based on (1.6) and (1.7) have to take this into account. We
therefore directly consider bounds on FYdCO that employ this information. To be precise,
for the lower bound, we consider equation (1.6) and (1.7), where we replace Gy by its

smallest, nondecreasing upper envelope; vice versa, for the upper bound, where we replace
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G4 by its greatest, nondecreasing lower envelope.’® Following this reasoning and taking

(1.5)-(1.7) into account, the lower bound is given by

1 T . ) -
Hyco(y, mor, 6) = max{0, —(Qua(y) — ma), —— sup Ga(§), sup Ga(j) — ——3},
Tco TCO §<y i<y A

(1.8)

and the upper bound by

_ ) 1 ™ . - . - ™
Hyco(y, mpr, 0) = min{l, —Qaa(y), —2 (inf Gq(§) + mpr), inf Ga(§) + —=6}. (1.9)
TCO Tco 92y g2y A

Any value outside of these bounds is clearly incompatible with the distribution of (Y, D, Z)
and our assumptions. To illustrate the effect of our sensitivity parameters, we consider
the width of these bounds for any fixed y € Y as a function of (7pr, d), that is'!

FYdCO (y7 TDF, 5) - ﬂYdCO (y7 TDF, 5)

The width is weakly increasing in the sensitivity parameter §, which implies that a larger
violation of monotonicity leads to a larger identified set. However, the effect of the sen-
sitivity parameter mpgp on this width can be both negative and positive depending on
the specific underlying parameters #. For example, we note that FYdC’O is point identified
either if mpp = 0 or 4y = 0, which denotes the absence of always or never takers. Heuris-
tically speaking, the parameter mpp, therefore, trades off the identification power gained
from the non-existence of defiers and the non-existence of always or never takers.

The functions H yco and FYdCO clearly bound Fyco in a first-order stochastic domi-
nance sense. However, since they do not imply that the implied functions of FY;;T and
FYdDF are nondecreasing, they are not necessarily a feasible candidate of FYdC'O. To give an
intuition for this result and for the sake of argument, we now assume that all outcome vari-
ables are continuously distributed. We consider A Y0, and we assume that the bound
on the outcome heterogeneity ¢ determines the bound, i.e., Hyco(y) = Ga(y) — 7254.
This bound does not necessarily imply that the always takers have a positive density.
Specifically, the density of the lower bound is g4(y) = (¢ad — a(1-a)(v))/7a, whereas to
guarantee that the density function inT does not take any negative value, any feasible

candidate of deCO has to satisfy that

(1.10)

10We give an illustration of this derivation in Appendix 1.E.1.
HUThis comparison is helpful as the qualitative size of the width of the bounds on the distribution
functions is related to the width of the identified set of many parameters of interest, e.g., the LATE.
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for all y € Y.!? A similar restriction as (1.10) can be derived for defiers such that any

feasible candidate of the density deCO (y) has to also satisfy that, for all y € Y,

Fygoly) > — = max{gu(y), 0} (1.11)

Based on this argument, we construct our final bounds, F' yco and FYdCO. Specifically, the
distribution function £ yco is dominated by H yco in a first-order stochastic dominance
sense, and the distribution function FYdCO dominates H yco ina first-order stochastic dom-
inance sense, and they both carefully take into account the reasoning of (1.11) and (1.10).
In Appendix 1.B.1, we show that these distribution functions both bound the distribution

function Fyco and are feasible candidates.

1.4.3. Identification Result. We first provide the analytical expressions of the bounds

in the following. The lower bound of the distribution functions Fyco is given by

Fyco(y,mpr,0) = %Qdd(y) (1.12)
LIS (@dd@) - (mG;;(g) ~ inf (maGE(9) ~ mcoHygo (7, mor 5>))) ,

TCco 92y
and similarly the upper bound by

— ™
Fygo(ymor,0) = —2Gi(y) (1.13)

e 2 (7si(0)  (Quto) ~s1p (Qui®) ~ meoTlo Giror.0) ) ).

TCco >y U<y

Based on the derivation above, Theorem 1.1 summarizes the result.

Theorem 1.1. Suppose that Assumption 1.1 holds, and the data gemerating process is

compatible with the sensitivity parameters (mpg,d). Then, it holds that
EYdCO (y, TDF, (5) § FYdCO (y) S Fydco (y, TDF, (5),

for d € {0,1} and for all y € Y. Moreover, there exist DGPs which are consistent
with the above assumptions such that the outcome distribution of compliers equals either

Fyco (y, mpr, 0), FYdCO (y, mpr, 0), or any convex combination of these bounds.

Theorem 1.1 shows not only that the proposed bounds are valid but also that without

imposing further assumptions, the bounds cannot be tightened in a first-order stochastic

12To be precise, one can assume that qa(i—a)(y) = 0 and as mA = mco — pr < Tco the claim follows.
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dominance sense.!3

Remark 1.1. Theorem 1.1 does clearly not imply that all distribution functions that
are bounded by the distribution functions F yco and FYdCO are feasible candidates of
the distribution function of Fyco. The reason for that is that these functions do not
necessarily imply nondecreasing distribution functions of the other groups. Since we are
not interested in the distributions functions themselves but in parameters defined through
the bounds, this result is sufficient to derive sharp bounds on the sensitivity and robust

region for empirical conclusions about these parameters.

Remark 1.2. In empirical applications, the parameter of interest is often not only the
average treatment effect but also, e.g., quantile and distribution treatment effects. As
Theorem 1.1 identifies the entire outcome distributions of compliers, these treatment
effects are identified as well and are sharp for many relevant parameters. We present
them in Appendix 1.A.2.

Remark 1.3. Researchers also often have access to pre-intervention covariates. In Ap-
pendix 1.A.3, we show how these covariates can be exploited to reduce the size of the
identified set of the distribution function Fyco. These covariates can then be used to

tighten the sensitivity and to enlarge the robust regions.

1.5. SENSITIVITY ANALYSIS

We present our main sensitivity analysis in this section.

1.5.1. Sensitivity Region. We derive the sensitivity region, which is the set of sensitivity
parameter pairs for which a feasible candidate of the distribution function FYdCO exists.
Sensitivity parameters that ly in the complement of this set refute the model, and we,

therefore, do not consider them further.!#

1.5.1.1. Population Size of Defiers. We show that the population size of defiers is partially
identified. We denote an upper bound by

Tpr = min{P(D = 1|Z = 0), P(D = 0|Z = 1)}. (1.14)

The first element of the minimum represents the sum of the population size of always
takers and defiers, whereas the second one of never takers and defiers. The population

size of defiers is clearly smaller than both of these quantities.

13 As the derived bounds are rather complicated, we propose simpler bounds for each of our sensitivity
parameters in Appendix 1.A.1. These bounds are possibly conservative. We explain how to evaluate in
an empirical setting whether they are close to the sharp bounds derived in this section.

“Masten and Poirier (2021) call the complement of the sensitivity region the falsification region.
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The lower bound on the population size of defiers is denoted by

mpp = max {sup{P(Y €e B,D=s|Z=1—-5s)—-P(Y € B,D=s|Z=s)}}. (1.15)
s€{0,1} Bewx

The supremum is taken over the differences in the population sizes of defiers and compliers,

which bounds the population size of defiers from below. This lower bound is similar

to bounds presented in Kitagawa (2015) and Balke and Pearl (1997). The following

proposition shows that these bounds are indeed sharp.'®

Proposition 1.1. Suppose Assumption 1.1 holds. Then the population size of defiers

7pr 18 sharply bounded by [wpp, Tpr|.

If the lower bound on population size of defiers is greater than zero, mpr > 0, at
least one of the classical LATE assumptions, including monotonicity, is violated (see,
e.g., Kitagawa, 2015). However, if the above inequalities contradict, i.e., T1pp > Tpp,
the sensitivity region is empty. This implies that even if one allows for a violation of

monotonicity, our model assumptions must be violated as well.

1.5.1.2. Qutcome Heterogeneity. We now consider the sensitivity parameter . Based on
Theorem 1.1, we can bound the sensitivity parameter ¢ from below and from above for a
given value of the sensitivity parameter mpg.

A given pair fo sensitivity parameters (mpg, d) is refuted if the implied lower and upper
bounds, £ yco and FYdCO, intersect, so that there does not exists a feasible candidate of
the distribution function FYdCO which is compatible with these sensitivity parameters.
The domain of the sensitivity parameter ¢ is bounded from below by

d(mpr) = min inf{§ : inf Fy.co(y, mpr,d) — Fyco(y, mpr,d) > 0}. (1.16)

de{0,1} y d d
The feasible set of the sensitivity parameter ¢ is further bounded from above. The bounds
Fyco and FYdCO imply bounds on the distribution function of Fypr, where the largest
value of the Kolmogorov-Smirnov norm between the distributions of Fyco and Fypr is
achieved when 6 = 1. It follows that there does not exists a feasible candidate function
of FYdCO such that the implied outcome heterogeneity parameter exceeds this value. We

denote the upper bounds by

0(mpr) = dggﬁ{} 21615 {|FYdCO (y, 7pr, 1) — FYdDF(y, 7or, 1),

|[Eyco(y, o, 1) — Eypr (4, or, 1)|}. (1.17)

5Huber et al. (2017) also present bounds on the population size of defiers. They note that their
bounds are not sharp.
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By the reasoning of Theorem 1.1, these bounds are sharp, and any convex combination

of these bounds is feasible as well. It follows that our sensitivity region is given by
SR = {(WDF,é) e [EDFyﬁDF] and Q(WDF) <6< S(’]TDF)} (118)

1.5.2. Robust Region. We now derive the robust region for the empirical conclusion that
Aco > p.1% To simplify the presentation, we assume in the following that the sensitivity
region is nonempty and that Aco(zpp, 8(Tpp)) > p.t7

By first-order stochastic dominance of the distribution functions F' yco and FYdCO, we
can construct sharp bounds on many treatment effect parameters, that depend on these

bounds (see Lemma 1 in Stoye, 2010). Specifically, let

Acolmor.) = [ ydFycolymoe.d) = [ ydBypolymond) (119
Y Y

Zco(ﬂ'DF,5>I/ydﬂylco(y,ﬂ'DF,(S)—/ydfyoco(y,ﬂ'DF,5>. (120)
Y Y

Corollary 1.1. Suppose that Assumption 1.1 holds, and the data generating process is
compatible with the sensitivity parameters (mpg,0). Then, the average treatment effect of

compliers, Aco, is sharply bounded by [Aqo(mor, 9), Aco(mpr, §)].

For a given sensitivity parameter mco, we now consider the breakdown point given by
BP(mpr) = sup{d : (mpr,d) € SR and Ay (mpr,d) > p}.

For a given sensitivity parameter mpp, it identifies the weakest assumption on outcome
heterogeneity between compliers and defiers such that the empirical conclusion holds.
The breakdown point, as a function of the sensitivity parameter mpg, is not necessarily
decreasing in the population size of defiers as the bounds on the outcome distribution
of compliers can become tighter if the value of mpp increases (see the discussion in Sec-
tion 1.4.2). The breakdown frontier of the average treatment effect is the boundary of

the robust region and given by the set of all breakdown points
BF = {(7TDF75> €eSR:0= BP(ﬂ'DF)} (121)
The robust region of the empirical conclusion that Aco > p is characterized by

RR = {(WDF,(S) eSR:6 < BP(ﬂ'DF)} (122)

16In Appendix 1.A.2, we also consider other treatment effects than the average treatment effect of
compliers. Sensitivity and robust regions for empirical conclusions about these parameters can then also
be derived based on the reasoning of this section.

1t Aco(mpp, 8(mpp)) < i, the robust region is empty.
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The nonrobust region, that is the complement of the robust region within the sensitivity

region, contains pairs of sensitivity parameters which only may not imply treatment

effects being consistent with the empirical conclusion. Figure 1.2 illustrates one example
18

of the sensitivity and robust region.

onrobust
Region

BF
Robust Region

TpFr TDF

Figure 1.2: Sensitivity and Robust Region. Non-shaded region represents sensitivity region.

1.6. EXTENSIONS
In this section, we show how our framework can be exploited to draw empirical conclusions

about other population parameters, and how it simplifies if the outcome variable is binary.

1.6.1. Treatment Effects for other Populations. To show how empirical questions
about treatment effects of the entire population can be analyzed, we exploit that the proof
of Theorem 1.1 presents sharp bounds on all groups in a first-order stochastic dominance
sense. For d € {0, 1}, let the lower bound be denoted by

EYd (y7 TDF, 5) = Tco - EYOCO (y7 TDF, 5) + Qd(l—d) (y)7

and the upper bound by

Fy,(y,mor,0) = 4 + mco - Fyco(y, mor, 8) + Qag1—a)(y)-

Proposition 1.2. Suppose the instrument satisfies Assumption 1.1, and the data gen-
eraling process is compatible with the sensitivity parameters (mpg,d). Then, it holds
that

Fy (y,mor,0) < Fy,(y, mor, §) < Fy,(y, mor, 9)

for d € {0,1} and for all y € Y. Moreover, there exist data generating processes which

are consistent with the above assumptions such that the potential outcome distributions

18We refer to a discussion on how these sets can be used in an empirical setting to Section 1.2 and 1.9
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equal either Fy,(y, mpr, ), Ey (y,mpr,0), or any convex combination of these bounds.

As the data do not contain any information about the distribution functions Fyar
and Fynr, the bounds F'y, and Fyd are such that their respective probability mass is
shifted to the extreme of the support Y. To interpret these bounds, for any given y € Y,

we consider the difference

Fyd (y7 TDF, 6) - EYd (3/7 TDF, 5) = Tq.

The size of the bounds decreases with the population size of defiers, mpr, as the
population size of always and never takers mq decreases with mpgp. As if mq decreases, the
observed probabilities represent more of the population of interest and correspondingly
less of the population mass has to be set to the extreme of the support of the outcome
variable. However, the sensitivity parameter ¢ does not influence the distribution of the
outcome of the entire population, as it only influences how the observed outcomes are
distributed between the groups.

This reasoning aligns with results of Kitagawa (2021), who showed that imposing the
monotonicity assumptions (e.g., mpr = 0) does not imply a smaller identified set of the
average treatment effect of the entire population. The bounds evaluated at mpp = 7pp
are equivalent to the bounds derived in Kitagawa (2021) and for the special case of
a binary outcome variable bounds derived in Balke and Pearl (1997); Machado et al.
(2019); De Chaisemartin (2017).

Based on the bounds presented in Proposition 1.2, we can now derive a sensitivity
analysis similar to the one presented in Section 1.5. However, to derive informative results
about the average treatment effect of the entire population, we would have to impose that
the outcome is bounded as otherwise the average treatment effect is not identified.

The sensitivity analysis of this chapter is based on the premise that the treatment
effect of compliers is the object of interest. However, if the parameter of interest is the
treatment effect of the entire population, one might then be willing to impose assumptions
not only on outcome heterogeneity between compliers and defiers but also between other

groups. To be precise, we can replace the sensitivity parameter ¢ by d, such that

maxsup{|Fy7 () ~ Fyp ()} <6, ¥T,T’ € {AT,NT,CO, DF},
)

where ¢, € [0, 1]. Using similar arguments as in the proof of Theorem 1.1, one can then
derive sharp bounds on the outcome distribution functions of the entire population and
then conduct a sensitivity analysis similar to the one described in Section 1.5. Empirical

conclusions drawn on this parameterization might be substantially more informative.
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1.6.2. Binary Outcome Variable. In many empirical applications, the outcome of in-
terest is binary. The results of Section 1.4 and 1.5 are still valid in this case, but we
show in this section that the bounds substantially simplify so that they are easier appli-
cable. Let PT = P(Y] = 1) denote the probability that the random variable Y] equals
one, and let the conditional joint probability of the outcome and the treatment status
be given by Pys = P(Y = 1,D = d|Z = s). We denote the underlying parameters by
0y = (P11, Pio, Po1, Poo, Py, P1) € [0, 1]°.

Following the same arguments as above, the sensitivity and robust region depend
on the marginal outcome distributions of the compliers. The presence of defiers is also
bounded by mpr, and the parameter of outcome heterogeneity simplifies to

5 = max |PYY — PPE).
de{0,1}

The outcome probabilities of compliers are bounded from below by

Py — Piy— Pyi—gy Pig— Pyi—q) — )
BdCO(WDF,5) — max {O, dd 7Td’ dd d(1 d), dd d(1—d) — TDF b} 7 (1'23)
Tco TCo A

and from above by

— Pia Pig — Paa—a) + Pig — Py + 0,
PdCO(WDFa(S) _ min{l, dd’ dd d(1-d) 7TDF’ dd d(1—d) T TDF b}‘
TCco Tco A

(1.24)

Corollary 1.2. Assumption 1.1 holds, and the data generating process is compatible with
the sensitivity parameters (mpg,d). The outcome probabilities of compliers are sharply
bounded by BdCO < pPSo < FdCO and they may attain any value inbetween. Thus, they are

sharp.

The interpretation of the width of these bounds follows the same reasoning as in
Section 1.4.2. The lower bound of the population size of defiers simplifies to

de{0,1}

1
Tpp = Max {ZmaX{O,IP’(Y =y, D=dZ=1-d)—P(Y=y,D=d|Z = d)}}

y=0

The upper bound on 7pg cannot be simplified further and is given by (1.14). The lower

bound on outcome heterogeneity is given by

v
9y(7pr) = ﬁ-

The lower bound on the sensitivity parameter § decreases with the population size of

defiers. The upper bound on the sensitivity parameter J is given by the maximal difference
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between the outcome probabilities of compliers and defiers

- —co —DF
op(TDF) = dg}%)f} max{| P (mpr, 1) — PY" (mor, )|, [P, (7pr, 1) — Py (mpr, 1)]}.

The sensitivity parameter space is given by
SRy, = {(mpF, &) € [Tpp, Tor) X [0,1] : 6,(mpr) < & < du(mpF)},

and the robust region for the claim Ago > p is given by ¥

—CO
RRy = {(mpr, d) € SRy : B?O(WDFaéb) — Py (7pr, &) > p}.

Using the simple algebra structure of the bounds of the outcome probabilities, a closed-

form expression for both the robust and the sensitivity region can be derived. As this ex-

pression is rather lengthy without providing much intuition, we state it in Appendix 1.B.5.

1.7. ESTIMATION AND INFERENCE

Even though the contribution of this chapter is the derivation of the sensitivity and robust
region for a particular empirical conclusion, we consider some methods for estimation and
inference of these two regions. While the technical details are deferred to Appendix 1.C,
in this section, we sketch the main issues of conducting inference in this setting and our
proposed solutions. To simplify the exposition, we consider the setting of a continuous
and a binary outcome variable, but our method is not restricted to these distributions.
Throughout this section, we assume that we have access to the data {(Y;?, D7)}z, for
z € {0, 1} that are independent and identically distributed according to the distribution
of (Y, D) conditionally on Z = z with support Y x {0,1}. We denote this distribution by

Y* D?) and we let n = ng+ny, where ng/n converges to a nonzero constant as n — 00.2%
) 0 ) 0

1.7.1. Estimation. To construct estimators of the sensitivity and robust region for a
particular empirical conclusion, we note that the identification argument of these regions
are constructive. It follows from Section 1.5 that the boundaries of both regions are

identified by the following mapping,?!
¢(0, mor) = (Tpr, —ToF, 4(TDF), _5<7TDF); BP(7pr)), (1.25)

which is evaluated at the sensitivity parameter mpr € [0,0.5) and the underlying param-

eters 6, that is defined in (1.4). Estimating the sensitivity and robust region is then

—Co
19We assume again that P{C(xpp,8,) — Py (Tpg,0y) > i
20We discuss this assumption in Assumption A.1.3.
21The signs of the components of the mapping ¢(8, mpr) simplify the subsequent analysis.
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equivalent to estimating this mapping. To do so, we consider estimates of the underlying
parameters 0 that are simply obtained by replacing unknown population quantities by
their corresponding nonparametric sample counterparts and by standard nonparametric
kernel methods. We denote the estimates of 6 by 0. Point estimates of the mapping
¢(0, mpr) can then be derived by simple plug-in methods. We defer a detailed description
to Appendix 1.C.4.

1.7.2. Goal of Inference. We propose to construct confidence sets for the sensitivity and
robust region such that the confidence set for the sensitivity region is an outer confidence
set and for the robust region is an inner confidence set.?? These confidence sets should
therefore jointly satisfy with probability approaching the confidence level, 1 — «, that (i)
any sensitivity parameter pair of the sensitivity region lies within the confidence set for
the sensitivity region and (ii) not any single parameter pair of the nonrobust region lies
within the confidence set for the robust region.?® Let SR, and RR; denote two sets of
the sensitivity parameters. They satisfy the described condition if

lim P(SR C SR; and RE.(SR) C RR(SR)) > 1 — a. (1.26)

n—o0

Based on the definition of the mapping ¢(6, mpr), it therefore suffices to construct a lower
confidence band for each component of the estimator qb(g)\, 7pr) as a function of mpp that
are jointly valid.?* That is, we need to find a function that is componentwise a uniformly

lower bound ¢L(§, 7pr) in 7pr of ¢(6, mpr) so that?

n—00 1<i<5 mpr€[0,0.5)

lim P (mln inf 6?(@5[/(@: 7TDF) — gb(@,ﬂDF)) S O) Z 1-— a, (127)

where ¢; is the 1-th unit vector.?6

22(Considering inner confidence set for the robust region follows from Masten and Poirier (2020).

23To give one more interpretation of the confidence sets and using the language of hypothesis testing,
a sensitivity parameter pair, (7pr,d), does not lie in the sensitivity region only if we can reject such
a hypothesis with confidence level 1 — . Contrary, (7pr,d) lies in the robust region, only if we can
reject that it is nonrobust with confidence level 1 — a. The confidence sets are constructed so that the
hypothesis tests are valid uniformly in the sensitivity parameter space.

24Throughout this section, we consider confidence sets that are uniformly valid in the sensitivity
parameter space, but not necessarily in the distribution of the underlying parameters 6

25We verify this equivalence in Appendix 1.B.7.3.

26Conservative confidence sets for only the average treatment effect of compliers for specific values
of (mpr, d) directly follow from the presented procedure. To obtain nonconservative confidence sets, one
can follow the literature on partially identified parameters (see, e.g., Imbens and Manski, 2004)
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1.7.3. Inference for a Continuous Outcome Variable. We analyze the distribution
of ¢(§, 7pr) in order to construct confidence sets for the mapping ¢(6, 7pr).2” Under
regularity assumptions presented in Appendix 1.C.2, the estimators of the underlying
parameters ) converge in /n to a tight Gaussian process (see Proposition A.1.5 in Ap-
pendix 1.D). Since the mapping ¢ is not Hadamard-differentiable, as it depends on mini-
mum, maximum, supremum, and infimum of random functions, standard Delta-method
arguments do not apply in this setup (see Fang and Santos, 2018). We propose a method
to construct confidence sets that are asymptotically conservative but valid in the sense
of (1.26). It is based on ideas of population smoothing that have been suggested by, e.g.,
Haile and Tamer (2003); Chernozhukov et al. (2010); Masten and Poirier (2020).

In contrast to considering the mapping ¢, which identifies the sensitivity and robust
region, we construct a smooth mapping, ¢., which yields valid bounds of both regions.
The smoothed mapping ¢, is indexed by a fixed smoothing parameter x € N. The
mapping ¢, is differentiable such that the standard functional Delta-method can be
applied to ¢, and we can study its asymptotic distribution by standard methods. The
mapping ¢, is further such that it yields an outer set of the sensitivity region and an
inner set of the robust region. This reasoning implies that confidence sets of the smooth
mappings ¢,, which are valid in the sense of (1.26), are also valid for the mapping ¢.

In finite samples, the choice of the smoothing parameter x comprises the trade-off
of constructing conservative confidence sets and better finite sample approximations of
the underlying distributions. Suppose the smoothing parameter x is small. In that
case, the smoothed sensitivity and robust region are very similar to the original regions.
However, the finite-sample distribution of ¢,{(é\7TDF) might not be well-approximated by
its asymptotic distribution. Vice versa, suppose the smoothing parameter x is large.
The finite-sample distribution of qb,{(é\?TDF) might be well-approximated by its asymptotic
distribution. However, the smoothed sensitivity and robust region are conservative to the
original regions.

In Appendix 1.C.7.1, we show how the smoothed mappings can be constructed. It then
follows that plug-in estimators of the smoothed mappings converge in \/n to a Gaussian
process by standard functional Delta-method arguments. The covariance structure of this
process is, in general, rather complicated and tedious to estimate. We, therefore, apply
the nonparametric bootstrap to simulate its distribution. Consistency of this bootstrap
procedure follows from arguments of Fang and Santos (2018). In Appendix 1.C, we show

how to construct the confidence sets based on the described procedure and that they

2TWe want to emphasize that this procedure is valid for a fixed distribution. In particular, we do not
consider settings of weak instruments or data generating processes which are such that the robust region
becomes empty.
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achieve the outlined goal (1.26).

1.7.4. Inference for a Binary Outcome Variable. Following the discusssion about
a bianry outcome model in Section 1.6.2, the mapping yielding the sensitivity and the

robust region for a particular conclusion for a binary outcome variable is given by?®

®5(0y, ToF) = (TpF 1) —TDF,b; —by(mpr), BPy(pF)),

The interpretation of ¢, follows the one for a continuously distributed outcome variable,
and in principle, we could apply the same inference procedure as described above. How-
ever, the mapping ¢, (6, Tpr) is substantially simpler than the mapping ¢ (6, 7pr) so that,
in this section, we can apply more classical inference procedure to obtain confidence sets
in the sense of (1.26); in particular, we follow ideas of Masten and Poirier (2020) and the
literature about moment inequalities (see, e.g., Andrews and Soares, 2010).

Under standard sampling assumptions, it follows that the estimators of the underlying
parameters are jointly y/n normally distributed (see Appendix 1.C.3). The mapping
&b (0, Tpr) is clearly not Hadamard-differentiable, as it consist of minimum and maximum
of random functions. Standard Delta-method arguments are therefore not applicable here
as well. Valid confidence sets could be obtained by projection arguments, which, however,
are known to be conservative in general.

We show instead that the mapping ¢, is Hadamard directionally differentiable in
the direction of # when evaluated at finitely many {nf}& . Using generalized Delta-
method arguments, the estimator of the mapping ¢, converges to some tight random
process, which is a continuous transformation of a Gaussian process, indexed at the finite
set {mPpHE . As this limiting distribution is rather complicated, we do not construct
our inference procedure directly on its limiting distribution, but one can choose various
modified bootstrap methods to simulate this distribution, e.g., subsampling or numerical-
Delta-method (see Diimbgen, 1993; Hong and Li, 2018). In this chapter, we follow a
bootstrap method which relies on ideas based on the moment inequality literature (see,
e.g., Andrews and Soares, 2010; Bugni, 2010) and we explain the procedure in detail
in Appendix 1.C.3. Based on this bootstrap procedure, we can construct valid lower
confidence sets for ¢, indexed at the finite set of sensitivity parameters {75} . Using
these confidence sets and exploiting the functional form of ¢,, we then obtain lower
confidence sets for the estimator of the mapping ¢, which are uniformly valid in 7pg.
We state these arguments precisely in Appendix 1.C.3 and show that these confidence

sets are asymptotically valid in the sense of our goal of inference (1.26).

28where its precise definition follows from Section 1.6.2 and Appendix 1.C.3.
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Table 1.1: Simulated coverage rates of the sensitivity and robust region for a positive treatment
effect.

mco Aco Arg n=02 n=05 n=1 n=15 n=2

0.3 0 99.1 97.8  95.1 91.3 90.8
0.35 03 -03 96.9 94.3 91.2 92.5 91.6
0.1 0 99.3 98.5  96.0 92.9 91.2
0.1 -0.3 99.3 98.5 95.6 93.1 91.3
0.3 0 98.9 98.1  95.2 92.4 91.2
0.95 03 -03 99.1 98.0 94.3 92.9 91.4
0.1 0 99.3 98.6  96.0 93.5 91.2

0.1 -0.3 99.0 97.7  94.3 92.9 90.9

The data generating process and the expressions follow the description of the text. Results are based
on 10,000 Monte Carlo draws.

1.8. SIMULATIONS
1.8.1. Setup. We study the finite sample performance of the proposed estimators of

the sensitivity and robust regions through a Monte Carlo study. We consider different
data generating processes with varying degrees of violations of monotonicity, implying
different sizes and shapes of both the sensitivity and robust regions. Specifically, we
consider the following population sizes (mco,mpr) € {(0.35,0.05), (0.25,0.15)}, where
7pr = maT = 0.3. We set P(Z = 1) = 0.5 and we generate the outcome by

VP9 ~ B(1,0.5 4+ Aco) YPE ~ B(1,0.5+ App) YT YN YPE VEC ~ B(1,0.5),

where Acp € {0.2,0.1}, and B(1,p) denotes the Bernoulli distribution with parameter
p. The sensitivity region is nonempty as the data generating process satisfies our model
assumptions. We consider the empirical conclusion of a positive treatment effect of com-
pliers, so that the robust region is nonempty in each of the data generating processes as
the Wald estimand is positive. The bootstrap procedure requires to choose the tuning

parameter 7, which is explained in Appendix 1.C.3. We consider different values of n

given by {0.2,0.5,1,1.5,2} /v/N. The results are based on 10,000 Monte Carlo draws.

1.8.2. Simulation Results. Table 1.1 shows the results of the simulated coverage rates
at which the confidence sets cover the population sensitivity and nonrobust region for
the different data generating processes and choices of tuning parameters. Our considered
choice of tuning parameters implies that the simulated coverage of our confidence sets is
close to the nominal one in most data generating processes. These results illustrate that

the confidence method performs reasonably well in finite samples.
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1.9. EMPIRICAL APPLICATION

To illustrate our proposed framework, we apply this sensitivity analysis to data from
Angrist and Evans (1998), who analyze the effect of having a third child on the labor
market outcomes of mothers. It is shown that even small violations of the monotonicity
assumption may have a large impact on the robustness of the estimated treatment effects
such that even the sign of the treatment effects may be indeterminate. The same-sex
instrument in Angrist and Evans (1998) arguably satisfies Assumption 1.1: The indepen-
dence assumption seems to be plausible by the following reasoning: The sex of a child
is determined by nature, and only the number of and not the sex of the child arguably
influences the labor market outcome. The relevance assumption is testable. However,
monotonicity might be violated. We apply the proposed sensitivity analysis to evaluate
the robustness of the estimated treatment effects to a potential violation of monotonicity
in this setting. For simplicity, we focus on two outcome variables: the labor market par-
ticipation of mothers and their annual wage.? The binary decision to treat represents
the extensive margin and the continuous outcome variable a mix of extensive and inten-
sive variables. We use the same data as Angrist and Evans (1998).3° The sample size is
211,983. The point estimated difference of the population sizes of compliers and defiers

is given by 0.06.
1.9.1. Sensitivity Analysis for Binary Outcome Variable . We consider the labor

market participation of mothers as the outcome variable. The Wald estimate is given by
—0.13. Figure 1.3 illustrates the 95% confidence set for the sensitivity and the robust re-
gion for the claim that the treatment effect of compliers is negative. The formal definition
of these confidence sets is given in Section 1.7.2. In this example, a (conservative) 95%
confidence set for mpr is given by [0, 0.37]. Following the literature, one can therefore not
conclude that monotonicity is violated in this example (see for a comparison, e.g., Small
et al., 2017). The sensitivity parameter pairs below the red line represent the robust re-
gion, which is the estimated set of sensitivity parameters implying a negative treatment
effect. This figure shows that concerns about the validity of the monotonicity assumption
have to be taken seriously. Since BP(0.37) is almost zero, the hypothesis that the treat-
ment effect is negative cannot be rejected without imposing any assumptions on the data
generating process, If the population size of defiers increases, the breakdown frontier is
relatively steeply declining, and thus the robust region is rather small. This implies that

relatively strong assumptions on the outcome distributions of compliers and defiers have

29The annual wage is a continuously distributed running variable with a point mass at zero.

30Data are taken from the website Joshua D. Angrist website www.economics.mit.edu/faculty/
angrist from 1980. The sample is restricted to women at the age of 20-36, having at least two children,
being white, and having their first child at the age of 19-25.
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Figure 1.3: Confidence sets for the sensitivity and robust region for a negative treatment effect
of compliers. The confidence level is 95 %. The treatment effect of compliers is the effect of
having a third child on the labor market participation of mothers complying with the same-
sex instrument. The black lines bound the sensitivity region, and the red line indicates the
boundary of the robust region. The population size of defiers is on the horizontal axis, and
outcome heterogeneity between compliers and defiers on the vertical axis.

to be imposed to conclude that the treatment effect is negative in the presence of defiers.
In contrast, if the population size of defiers is small, it is not necessary to impose strong
assumptions about heterogeneity in the outcome variables to imply a negative effect.
This example shows that without imposing any assumptions on the data generating
process, only non-informative conclusions can be drawn in this example, which is the
case as the population size of defiers is not much restricted and is arguably implausible
high. 3! One, therefore, might be willing to impose further assumptions to arrive at more
interesting results, and we show how one could plausibly proceed. These assumptions
should only serve as an example, and obviously, they have to be always adapted to the
analyzed situation. We adopt the approach of De Chaisemartin (2017). One of the
most essential inherently unknown quantities of interest is the population size of defiers.
Imposing a smaller upper bound of this quantity based on economic reasoning allows
us to derive sharper results. Based on a survey conducted in the US, De Chaisemartin
(2017) states that it seems reasonable that 5% of defiers is a conservative upper bound of

the population size of defiers in this setting. If one is willing to impose this assumption,

31To interpret these numbers, we note that the upper bound is a rather conservative estimate. If
roughly 37% of the population were a defier, then approximately 43% of the population would have been
a complier. This reasoning implies that roughly 90% of the population would base their decision to have
a third child on the sex composition of the first two children.
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Figure 1.4: Confidence Sets for the Sensitivity and Robust Region for a Negative Treatment
Effect of Compliers. The confidence level is 95 %. The compliers treatment effect is the effect of
getting a third child on the annual log wage of mothers complying with the same-sex instrument.
The black lines bound the sensitivity region, and the red line indicates the boundary of the robust
region.

one would still have to assume that the differences in the Kolmogorov-Smirnov norm are
less than 0.05, which is a quite strong assumption. Therefore, we would conclude that

the treatment effect is not robust to a potential violation in this specific example.

1.9.2. Sensitivity Analysis for Continuous Outcome Variable. We now consider
the annual log income of the mother. This variable has a point mass at zero, representing
all women who do not work but is otherwise continuously distributed. The Wald estimate
is given by —1.23. Figure 1.4 shows the corresponding 95% confidence sets for the robust
and sensitivity region. If the monotonicity assumption were not violated, this estimate
would imply that women who get a third child have an annual log wage reduced by 1.23.

Figure 1.4 shows 95 % confidence sets for both the sensitivity and robust region. The
same line of interpretation applies as in the case of a binary outcome variable. One
can see that without imposing any assumption about the population size of defiers, the
empirical conclusion of a negative treatment effect is not robust to a potential violation of
monotonicity. However, applying the same reasoning as above and imposing a maximal
population size of 5% as an upper bound of the population size of defiers, one can see
that the empirical conclusion is now robust to a potential violation of monotonicity.

To conclude, this sensitivity analysis is of interest, as one can identify the sign and
the order of magnitude of the treatment effects by imposing further assumptions. These

imposed assumptions are substantially weaker than the monotonicity assumption. The
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estimates, therefore, gain credibility.

1.10. CONCLUSION

The local average treatment effect framework is popular to evaluate heterogeneous treat-
ment effects in settings of endogenous treatment decisions and instrumental variables. In
some empirical settings, one might doubt the validity of one of its key identifying assump-
tions, the monotonicity assumption. Conducting a sensitivity analysis of the estimates
in these settings improves the reliability of the results. This chapter, therefore, proposes
a new framework, which allows researchers to assess the robustness of the treatment ef-
fect estimates to a potential violation of monotonicity. It parameterizes a violation of
monotonicity by two parameters, the presence of defiers and heterogeneity of defiers and
compliers. The former parameter is represented by the population size of defiers and
the latter by the Kolmogorov-Smirnov norm bounding the outcome distributions of both
groups. Based on these two parameters, we derive sharp identified sets for the average
treatment effect of compliers and for any other group under further mild support as-
sumption on the outcome variable. These identification results allow us to identify the
sensitivity parameters that imply conclusions of treatment effect being consistent with
the empirical conclusion. The empirical example of Angrist and Evans (1998) same-sex
instruments underlines the importance of the validity of the monotonicity assumptions

as small violations of monotonicity may already lead to uninformative results.
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APPENDIX TO CHAPTER |

1.A. ADDITIONAL MATERIALS FOR THE SENSITIVITY ANALYSIS

In this section, we collect additional materials on identification of the sensitivity region.
In Section 1.A.1, we present simplified bounds, and we consider additional treatment
effects in Section 1.A.2. We explain how covariates can be used to tighten the bounds in

Section 1.A.3 and we give further results on a binary outcome variable in Section 1.A.4.

1.A.1. Simple Bounds II. The bounds presented in Theorem 1.1 are rather tedious,
and conducting inference for the sensitivity and robust regions based on these bounds
is complicated as it depends on many tuning parameters to choose. In this section, we,
therefore, present simpler bounds, which might be more easily applicable in an empirical
context, and confidence sets of these regions might be more reliable. The proposed simple
bounds are especially suited for settings in which the empirical researcher does not have
evidence for the existence of defiers and expects that the number of defiers is, if any,
smaller than of defiers. In this case, the simplified bounds on the distribution function
FYdCO are similar to the sharp bounds of Theorem 1.1.

The main reason for the rather complicated expression of the sharp bounds FYdCO and
F yco is heuristically that these bounds exploit all the information contained about the
defiers included in the function G4(y). However, if we forgo the aim of constructing sharp

bounds, we can simply look at the functions

Ef/dco (y, ™pr, ) = max {O, (Qaaly) — mq), W_AGd@)? Galy) — @5} ’

1
TCo TCco TA
and
—3 . 1 T 7
Fygo(y, mor, ) = min {L —Qua(y), —(Ga(y) + mr), Galy) + 25} :
TCo TCo TA

It follows from the reasoning of the main text that these functions satisfy that any value
outside of these bounds is incompatible with the distribution of (Y, D, Z), and our model
assumptions.>? They are therefore always valid bounds of the distribution function FYdCO.

Our simplified sensitivity analysis is then based on the simplified bounds, and we fur-

32This reasoning directly follows from the discussion of Section 1.4.
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ther ignore the lower bound on the sensitivity parameters 7, and § and set both to zero.
These bounds are still valid for both the sensitivity and robust region. Estimation and
conducting inference within this sensitivity analysis is substantially more straightforward.

In an empirical setting, it remains the question under which conditions these are
actually "good” bounds in the sense that they are close to the sharp bounds and do
not lead to a substantial loss in information. The most important difference between
the sharp and these simple bounds is that we do not exploit the information about the
defiers, which is contained in the function Gy for d € {0, 1} and the information that the
distribution function is not allowed to increase too much. So if G4 is indeed decreasing, we
expect that the sharp bounds are substantially more informative than the simple bounds.
To assess how conservative these bounds might be, a researcher could also test whether

Gq(y) is non-decreasing for all y € Y (Kitagawa, 2015).
1.A.2. Additional Treatment Effects. The sharp bounds on the distribution function,

FYdCO, in a first-order stochastic dominance sense, allows us to consider various other
treatment effects as well. In this section, we consider quantile treatment effects and
define the 7-th quantile effect of the compliers by Aco(7) and we consider empirical
conclusions of the form Aco(7) > p.

We define the lower and upper bounds of the quantile functions by the respectively

left and right inverse of the bounds of the outcome distributions

deco(Ta 7pr,0) = inf{y € Y : FYdDF(y, Tor,0) > T}

@cho (7, mpr,d) = sup{y € Y : Fypr(y, 7pr,0) < 7}

The quantile treatment effect of a quantile 7 is then given by

[Aco (T, m0r, 8), Aco(T, TpF, §)]

= [leco (7-7 TDF, 6) - @YOCO (T7 TDF, 5)7 @cho (7-7 TDF, 5) - QYOCO (7—7 TDF, 5)] .

It follows from the reasoning of Lemma 1 in Stoye (2010) that these bounds are indeed
sharp as well, and there exist feasible candidate distribution functions of FYdCO, which
also imply any value between these bounds.

The sensitivity region is defined independently of the particular empirical conclusion
under consideration and is therefore given by the expression of the main text (1.18). It

follows that the breakdown point for the conclusion that Aco(7) > p is given by

BP,(mpr) = sup{d : (mpr,d) € SR and Ay (7, TpF, ) > p}.
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The breakdown frontier of the quantile treatment effect is given by
BF, = {(mpF,d) €: § = BP,(mpr)}.
and the robust region by
RR,; = {(mpr,0) € SR : 6 < BP,(mpr)}.

1.A.3. Additional Covariates. Additional covariates, which are measured prior to treat-
ment assignment, can be used to tighten the bounds on the identified set of treatment
effects of compliers and can thus lead to greater sets of the robust region; the arguments
are similar to those in Lee (2009). It further holds that conditioning on pretreatment
covariates can imply that the identified set of the sensitivity parameters can be reduced
such that the analysis becomes more informative. We, therefore, assume that the co-
variates are discrete and given by X = {x1,...,zx}, which splits the population into

non-overlapping groups. We further impose the following assumptions.

Assumption A.1.2. (i) Conditional independence assignment: (Y1,Yy, D) L Z|X = x,
(ii) Conditional relevance: P(D = 1|1Z = 1,X =z) > P(D = 1|Z = 0, X = x), (i)
Common support: 0 <P(Z =1|X =z) < 1.

We construct the sensitivity parameters such that for all x € {zq,...,2x}

mor(z) < TpF.

This parameterization implies that the population size of defiers is bounded from above
for each value of the covariates. We note that this parameterization implies without
further assumptions conservative bounds as long as mpr(z) # mpr for some values of x.33

By similar reasoning the heterogeneity in the outcome distribution is restricted by
|FYdCO|X::Jc(y|X =) — FYdDF\sz(mX =x)| <.

Based on the pre-intervention covariates one can calculate for each k lower and up-
per bounds on the population size of defiers 7, p(zx) and Tpp(xy), respectively. The
bounds on the sensitivity parameters can then be calculated based on the definition of

the sensitivity parameters by mpp = ming(mpp(zx)) and Tpr = maxg(Tpr(zg)). Let

33We consider two alternative parameterization: First, one could argue that mpr(x) = wpr for all
x € X. The implied bounds would be sharp, but this assumption is very restrictive. Second, we could
consider a setting of mpgp(x) = mjr. In this parameterization, however, the parameter space might be
very large and therefore difficult to interpret. The parameterization chosen in the text is plausible and
interpretable.
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mF e = max{rh ., 7} and denote the lower bound by

K

1

E;E/dco (ya TDF, 6) = 7T_ ZP(X = Tk, 71-]ISF) Effdco (yv TDF, 5|X = mk)
DF 1 —

and the upper bound by

T

Ff/dco(y, Tpr,0) = — ZIP’(X = Tp, ThE) Ff,dco(y, Tor, 0| X = xy).
DF | —;

Proposition A.1.3. Suppose that Assumption A.1.2 holds, and the data generating
process is compatible with the sensitivity parameters (mpg,d). Then, for d € {0,1}

EYdCO(yﬂrDFa(S) < Fydco(y,WDF>5, ex) < FYd(y>7TDFa5)-

Moreover, there exist DGPs which are consistent with the model assumptions such that
the outcome distribution of compliers equals either FYdCO (y, ™pF, 0), Fyco (y, mpF,0), or
any convex combination of these bounds, if for all x € X it holds that mpr(x) = Tpr and
for each © € X and for d € {0,1}, it holds that

Sug |FYdCO|X::c(y‘X =) - FYdDF|X:x(y‘X =) =4.
ye

The derivation of the sensitivity and robust region follows the same line of arguments

as in Section 1.5.

1.A.4. Form of Sensitivity and Robust Region for Binary Outcome Variable.
Since our inference procedure exploits the shape of the sensitivity and robust region for
a particular empirical conclusion about a binary outcome variable, we discuss this form

in this section. We note again that they are determined by the following parameters.

ov(0p, ToF) = (Tppy —TDF, —0(7DF), BP(7DFR)),

We discuss the components in turn. The sensitivity region is determined based on four
parameters: the lower and upper bound on the population size of defiers and the lower
and upper bound on the sensitivity parameter of outcome heterogeneity. Due to their
simple form, we do not have to discuss the lower and upper bound on the population size
of defiers further, neither the lower bound on the outcome heterogeneity. However, the

upper bound on the sensitivity parameter of outcome heterogeneity is given by

- —co —DF
op(TDF) = dg}%)f} max{| P (mpr, 1) — PY" (mor, V)|, [P, (7pr, 1) — Py (mpr, 1)|}.
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Following the discussion about how the bounds are constructed, e.g., in Appendix 1.E.1,
it follows that the upper bound on outcome heterogeneity has to be decreasing in the
population size of defiers as the distribution of both compliers and defiers become more
similar. We now consider the breakdown point as a function of the population size of

defiers. We note that it can be rewritten as

1
BP(’/TDF) = 7'('_ maX{BP()(WDF),BP1<7TDF), BPQ(’/TDF)},
DF

where BP,(mpr) is decreasing, BP;(mpr) and BP»(7pr) are potentially increasing so that

BPO (WDF)

131)0—]3014-7TDF)7TA (- Py — Py
TCo 7 TCo

:max{Pll—Plo—(u+ )7A + Poo — FPor)

1
—(M'WA+P00—P01),P11—Plo—(M+1)7TA,§(P11—P10—P00+P01—M'WA),O}

P
BP;(mpr) = max {O, —((p — H—W)WA + FPoo — Pm)}
Tco
B Foo
BPy(mpr) = max 40, Py — Pio— (p+ —)ma ¢ -
Tco

We therefore denote by

&y(0b, ToF) = (T pp, —TpF, —6(mpF), BPy(mpR), BPi(mDF), BP)(TDF)). (A.1.28)

The mapping g%b is either nondecreasing or nonincreasing in each of its component. We
exploit this shape to construct confidence sets for the sensitivity and robust region that

are uniformly valid in mpp.

1.B. PROOFS OF MAIN RESULTS

In this section, we prove the main results of this paper.

1.B.1. Proof of Theorem 1.1. As we consider a fix sensitivity parameter pair (7pg,d),
we omit the dependence of all functions on the sensitivity parameter in this section, for
instance, we write F'yco(y) instead of Fyco(y, mpr,0).

To determine whether a given distribution function is indeed a feasible candidate for
the distribution function FYdCO, we construct random variables W = (170, }71, 50, 51, VA ),
which do not only imply the candidate distribution function as outcome distribution of
compliers, but also they imply the observed distribution function (Y, D, Z), are consistent
with our model assumptions, and the imposed sensitivity parameters.

Based on the instrument’s independence assumption, the definition of our groups, and
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our sensitivity parameters, this joint distribution is not restricted beyond the population
sizes, it suffices to consider the marginal outcome distributions of each group for d € {0, 1}
34

Ff/dco, Ff/dDF, Ff/dAT, F?dNT

to construct the joint distribution function W. Since the data are also noninformative
about the distribution functions Fyar and Fyn~r these distributions are left unrestricted
as well. As the outcome distributions of the groups are defined independently of the
random variable Z , they satisfy by their construction the independence assumption, and
the relevance assumption is satisfied by the imposed sensitivity parameters. It therefore
follows that ngco is a feasible candidate of Fyco if we can construct outcome distributions

Fypr and Fyar which are compatible with the observed distribution functions and the

d d
sensitivity parameters for d € {0, 1}.
We argue in the main text that any feasible candidate of the distribution function

FYdCO has to satisfy at least that
ﬁYdCO (y) < FYdCO(y> < FYdCO (v) (A.1.29)

The proof now proceeds in two parts. In part I, we exploit which information can be
obtained from the observed probabilities about the compliers outcome distribution to
show which additional restriction, besides (A.1.29), any feasible candidate of Fyco has to
satisfy. In part II, we then verify that the proposed bounds F yco and F' yco are feasible
candidates of the distribution function Fyco. We show that these bounds satisfy that
any value outside of these bounds is incompatible with the distribution of (Y, D, Z), and
our assumptions. We denote by y and ¥ the respectively left and right limits of Y, which
might equal £oo.

Let further G (y) = supj<, G4(y) be the smallest envelope function that is nonde-
creasing and satisfies G4(y) < G5 (y) for all y € R; similarly, let G(y) = infz>, G4(¥)
be the greatest envelope function that is nondecreasing and satisfies G (y) < G4(y) for
all y € R.

Part I. Using (1.5) and that distribution functions are nondecreasing, any feasible candi-
date of Fyco has to satisfy that, for any y,3" € Y and ¢/ <y,
(y) — Qaa(y/)

Fyco(y) — Fyco(y) < Qaa . (A.1.30)
d d 7TCO

34Tn the discussion of the sensitivity region, we obviously analyze the joint distributions.
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Using the same reasoning and (1.6), it follows that

Fyco(y) — Fyeo(y) > % (Galy) — Ga(y)).

for any arbitrary y and y'. As G4(y) is not necessarily nondecreasing, we can similarly
conclude that it has to hold that

P(YSO € B) > :C—AO(]P’(YGB>D=d!Z=d)—]P’(YeB,D:d]Z:1—d))

for any B € B and therefore

Fypoly) = Frpoly') > = (Gi(v) - Gi () (A.1.31)

Any feasible candidate of FYdCO has to further satisfy the conditions

(viit) ill)?/ Fyco(y) =0 and 11/1_% Fyco(y) = 1. (A.1.32)
The distribution functions Fypr, and Fysr fulfill then these limit conditions based on
(1.5) and (1.6), as it holds that lim,_,, G4(y) = lim,_,, Qus(y) = 0 and lim, ,; G4(y) =1
and limy 5 Q4a(y) = 74 + mco and limy_,5 Qa1 —a)(y) = ma + mpp for any d, s € {0, 1}.
Any real-valued function, which is defined on Y and right-continuous, which left-limits
exists and which satisfy equations (A.1.29) — (A.1.32) implies by construction potential
outcome distributions for all four groups, which are consistent with the imposed model
assumption, the sensitivity parameter constraints, and the observed probability functions.
It is thus a feasible candidate of Fyco. It is clear that the simple additive structure of all
imposed conditions implies that if there are two different such feasible candidate functions,

any convex combinations of these functions satisfy these conditions as well.

Part II. We show in the following both that the proposed bounds F yco and FYdCO satisfy
the constraints in (A.1.29) — (A.1.32) and that any function which takes values outside of
these bounds contradicts one of these conditions and is therefore incompatible with the
distribution of (Y, D, Z), our assumption and the sensitivity parameters. As the consid-
ered sensitivity parameters lie within the sensitivity region by assumption, bounds on the
outcome distribution of compliers exist and are therefore non-intersecting by construction.

The condition in (A.1.29) is therefore satisfied if our bounds £ yco and FYdCO satisty
ﬂydco (y) < Eydco (y) and Fydco (y) < ﬁydco (y) (A 1.33)

for all y € Y. Additionally, both bounds preserve the existence of limits and continuity.
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Part Il - Lower Bound. We consider first

H,(y) = — (WAG;F(ZJ) - %15 (TaGy (@) — Wcoﬂ(@)) : (A.1.34)

It clearly holds that H,(y) > H yeo (y). Consider again any y,y’ € Y such that ¢y’ < y.
Based on this reasoning H,(y) satisfies constraint (A.1.31) as

H,(y) — H,(y)
= - (maGil0) ~ maGH) ~ o (raGE@) - H®) - i (maGi) ~ Hygo(d) )
TCO Y=<y Y=<y
1

> — (maGh(y) — maGL(Y)) -
TCO

Any function F' such that F(y) < H,(y) either violates (A.1.31) or (A.1.33) for some
y € Y. We conclude that any feasible candidate function of Fyco has to satisfy

H,(y) < Fyco(y) (A.1.35)

We now consider our final lower bound

Eygo(s) = - (Qult) - 1 (Qu) - 17 )
co 7>y
It is clear that Fyco (y) > H,(y) and that Qu(y) — Qua(y’) > Fyco (y) — Fyco (v'). As

it further holds that, for any y,y’ € Y and ¢/ <y,

Qaa(y) — Qua(y') > G5 (y) — G (y)

Fyco(y) satiates (A.1.31), (A.1.30), and it holds that Fyco(y) = H,(y). Clearly, any
function F' such that F(y) < H,(y) is incompatible with the distribution of (Y, D, Z),
the sensitivity parameters and our assumptions.

We now show that Fyco(y) satisfies (A.1.32) . By construction, Fyco € [0,1]. We
therefore show that limy,, F'yco(y) < 0 and limy 5 F'yco(y) = 1. It holds that

limFyco(y) = L inf (Qdd@) — (maGF (y) — %25 (WAG:{@) + mooldyco @))))

y—y 4 Tco YER

The equality follows as lim, ., Qaa(y) = 0. We note that for all y,y" € Y and ¢y <y
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Qad(y) — Quay') > 7a (G (y) — G (v/)) . Tt follows that

Jim Fy o ()
< L inf (max{_0_, Qu@) — ma maCEP(§), 7o G () — 0 X5} — Quil)).
- ﬂ-CO @\GY ~\ "~ -\ "' - ﬂ-A

(1a) (2a) (3a) N (Z) ~

We now show that each of the expressions (1a)—(4a) evaluated at any y € Y is bounded by
Qaa(y) so that it holds that lim,_, mcoLyco(y) < 0. It is obvious that expressions (1a)
and (2a) satisfy this reasoning. Considering (3a), we note that it holds that 7TAG™(y) <
Qa44(y). We turn to (4a). It holds that

G(siup@) B 7TDF5 . Qdd(y) < cho@) 4 7TDF5 _ 7TDF5 . Qdd(y) < cho(j/g\) . Qdd(y) <0
A Tco ¢ A A Tco ¢ Tco
We consider the right limit. It holds that Fyco > Hyco and therefore
. . sup TDF TA ~sup Qdd(y) — T4
lim Fyco(y) > lim max{0,G3"(y) — —0, —G;"(y), ———} > 1.
y—oy  d Y=y ™A TCO TCo

The second inequality follows as lim,_; Qqa(y) —7q = Tco+7q—74 = Tco. This reasoning

concludes the proof of the lower bound.

Part II - Upper Bound. A similar reasoning applies to the upper bound. To briefly sketch

this reasoning, let

Hi(y) = Qualy) = sup (Qua() — meoHygo (D))

y<y

It is clear that H,(y) > Hyco(y) and that Qu(y) — Qua(y’) > Hi(y) — Hi(y). Tt
holds that H,(y') satisfies (A.1.30). Clearly, any function F' such that F(y) < H,(y)
is incompatible with the distribution of (Y, D,Z), the sensitivity parameters and our
assumptions. It therefore follows that any function which is a feasible candidate of the

distribution function Fyco has to satisfy
Fyeo(y) < Hi(y) (A.1.36)

We now consider our proposed bound.
Fycoly) = maGy(y) - sup (7aG (9) — Hi(y)) -
yzy

It follows from the same reasoning as above that FYdC’O (y) satisfies (A.1.36), (A.1.30) and
(A.1.31). Clearly, any function F' such that F(y) > FYdCO (y) is incompatible with the
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distribution of (Y, D, Z), the sensitivity parameters and our assumptions.
We conclude by showing that FYdCO (y) satisfies (A.1.32). It holds that

lim Fyco(y) < limmin{1, G3(y) + @5 ”C—OGmf( )4 Moo Quly)y
Y=y Yy ToF  TCo
where the second inequality follows by lim,,, Qﬁ;g’) = (0. We now consider
lim Fyco(y)
y—=y 4
Tco + Tg Qaa(y . Qad(¥) TA ~in/~ . TDF  in TpF
= —— —sup ( )—mm{ 1, ( >,—Gdf(y)+—,Gdf( y) + 5})
TCco gey = TCo N~ Tco  Tco TCo
(1) N~ ~ ~ ~ ~
(2b) (3b) (4b)

We show that (1b)-(4b) are bounded from below by - Qdd(y) —= such that

=1

mco + T4 Tq
lim cho(y) > —
y—y TCO TCO

It is clear that (1b)-(2b) satisfies this restriction. Concerning (3b), we note that
e -
— (WAGldnf(y) + 7TDF) Z (Qdd( Y) + TpF — Td — TDF) = M-
TCo TCo
Concerning (4b), we note that

GM(7) + 7DF ¢ > cho(A) _ 7TDF5_|_ TTDF > Qad(y) T
A A A Tco Tco

This completes this proof. ]

1.B.2. Proof of Proposition 1.1. We show that the population size of compliers is
sharply bounded by s, < mco < Teo, where for B € % and d, z € {0,1}

Teco =min{P(D =1|Z =1),P(D =0|Z =0)}
Teo = max {sup{P(Y € B,D=d|Z =d)-P(Y € B,D=d|Z =1-4d)}}.
de{0.1} "Bex
The proposition follows from this statement as mpr = 1co —P(D = 1|Z = 1) + P(D =
1|1Z = 0). Let P(Y; € B) denotes the unobserved probability distribution of the potential
outcome of group t with treatment status d.

Teo is a valid lower bound of the population size of compliers as it follows from the

35In principle, Proposition 1.1 is a Corollary of Theorem 1.1. Considering the sharp lower bound on
the population size of defiers, one could simply use the bounds to solve for the minimal size of defiers
for which there exists one value of outcome heterogeneity ¢ such that the bounds are non-intersecting.
However, this exercise is tedious, and we propose a simpler and direct proof for this claim in this section.
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definition of groups that

Teo = min{mar + 7co, TnT + Teo} > Teo.

Similarly, -, bounds the population size of compliers from below as m,, equals
max{sup {P(Y1 € B,AT)+P(Y, € B,CO) —-P(Y, € B,AT) - P(Y, € B,DF)},
Be#

sup {P(Yp € B,NT)+P(Yy € B,CO) —P(Y, € B,NT) —P(Y; € B,DF)}}

Be#

< max{sup{P(Y; € B,CO)}, sup{P(Yy € B,CO)}} = 7co.
Be# Be#

The inequality follows from the independence assumption and the definition of the groups.
It is therefore clear that the population size of compliers lies within the bounds. It remains
to show that these bounds are sharp. To show this, we consider any fix Tco € [Te0, Tco)-
Let B € # and B = {ANB|A € #}. Using the discussion of the proof of Theorem 1.1
how to verify that a candidate distribution is a feasible distribution, we consider the

following marginal outcome distributions of the groups.®

P(Y;e B,T=CO)=P(Y € B,D=d|Z=d)—P(Y, € B, T =dT),
P(Yy€ B,T=DF)=P(Y € B,D=d|Z=1-d)—P(Y,€ B,T = dT),
P(Yy € B,T =dT) = L - Ly,

where

P(D =d|Z =d) — Tco
P(D=d|Z =d) —supeex(P(Y € C,D=d|Z=d)-PY e€C,D=dZ=1- d))’
Ly, =P(Y € B,D =d|Z =d)

—sup (P(Y €C,D=d|Z=d)—P(Y €C,D=d|Z =1 d)).
CeABp

Ly =

The outcome distribution of group d7 is the product of two terms. The term L, guar-
antees that the probability distributions integrate to the corresponding population size.
The term L, guarantees that the outcome probabilities of compliers and defiers are non-
negative. The outcome distributions of the other groups are respectively defined.

By construction, the proposed outcome probability distributions imply the observed

outcome probability distributions.®” We show now that the implied probability distri-

360therwise P(Yy € B,T = dT) is defined to be zero if P(D = d|Z = d) = supceg(P(Y € C,D =
d|Z =d)—P(Y € C,D =d|Z =1 —d)). The other probability distributions stay the same.
3TThis means that VB € # and Vd,z € {0,1} P(Y € B,D =d|Z =2)=P(Y € B,D =d|Z = z).
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butions are indeed distributions, which satisfy V T' € {CO,DF,AT,NT}, d € {0,1},

and B,B' € %, where B' C B: (i) P(Y] € Y) = 1; (ii) P(Y € B) > 0; and (iii)

P(Y] € B) > P(Y] € B'). We consider any B € B and any d € {0,1} in the following.
We first consider condition (i). It clearly holds that P(Y; € Y,T = CO) = #co, and

P(Y; €Y, T =dT)=P(D =d|Z =d) — Fco = Rar
P(Y; €Y, T=DF)=P(D=d|Z=1—d)—P(D=d|Z=d)+7co = Tpr.

We turn to condition (ii). First note that it follows from the bounds on the population

size of compliers m, that 0 < L; < 1. Second, we note that

Ly >P(YeB,D=d|Z=d)— sup (P(Y € C,D=d|Z=4d))=0.
CeABR

This reasoning implies that P(Y, € B, T = dT') > 0. Further, note that

P(Yye B,T=DF)=P(Y € B,D=d|Z=1-d)—P(Y, € B, T =dT)
=P(Y €B,D=d|Z=1—-d)— LP(Y € B,D = d|Z = d)

+Lysup (P(Y€eC,D=d|Z=d)—-P(Y €C,D=d|Z=1-4d)) >0,
CeAp

by basic arguments about sets. A similar reasoning applies to the compliers.
We consider condition (iii). Let B’ C B. We note that

P(Y,; € B,T =dT) —P(Y, € B',T = dT)
>P(Y € B\B,D =d|Z = d)
— sup (P(YeC,D=d|Z=d)—P(Y €C,D=d|Z=1—-d))>0.

CEFZB\B/

Using a simple arguments, it further holds that P(Y; € B,T = DF) > P(Y; € B',T =
DF) as

P(Y, e B,T =dT)—P(Y, € B,T = dT)
—P(YeBD=dZ=d) —PY e€B,D=d|Z=d)

— sup (P(YeC,D=dZ=d) —P(Y €C,D=d|Z=1-d))
CG@B\B/
<P(YeB,D=dZ=1-d) -P(Y€B,D=d|Z=1-4d).

A similar reasoning applies to the compliers, which completes this proof. O]
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1.B.3. Proof of Proposition 1.2. It holds by our assumptions that, for d € {0, 1},
Fy, (y) = 7T1_dFYd(1—d)T (y) + WcoFydco (y) + WDFFYdDF (y) + WdFYddT (y),

where m_,4 is the population size of always takers if d = 0 and otherwise of never takers
and FYd(l—d)T respectively. In the absence of treatment, the data generating process does
not reveal anything about the distribution of the always takers, and neither in the presence
of treatment of the never takers. The proof of Theorem 1.1 implies sharp bounds on the

remaining six potential outcome distributions. Using (1.5) and (1.6), it follows that

Fy, (y)
= m-aFya-0r(y) + 7o Fygo(y) = maGaly) + mooFygo(y) + Qualy) — meoFygo(y)-

= 7T1_dFYd(1—d)T (y) + WCOFcho (y) — maGa(y) + Qaay)

= 7T1—dFYd<1—d>T(y) + 7TCoFydCO (y) + Qag—-a)(y)

Sharp bounds in a first-order stochastic dominance sense of Fy,(y) are therefore ob-
tained by Theorem 1.1 by taking the distribution functions F' yco and FYdC’O and setting

Fa-aor(y) to its most extreme values,; respectively. The statement follows from this

Yy

reasoning. ]

1.B.4. Proof of Corollary 1.1. The statement follows directly from first-order stochastic
dominance of the distribution functions F ygo and Fydco by Theorem 1.1 and Lemma 1
in Stoye (2010). O
1.B.5. Proof of Corollary 1.2. The statement directly follows from Theorem 1.1 by

noting how the bounds simplify for a binary variable. ]

1.B.6. Proof of Proposition A.1.3. By the same arguments of the proof of Theorem 1.1,
one can show that these bounds are sharp conditionally on the covariates given the

respective assumptions. O

1.B.7. Verification of Expressions used throughout the Paper. In this section, we
verify a few expressions, which we have used through the text. We emphasize that they

rely on textbook arguments, but we show them for completeness.

1.B.7.1. Verification of Equation (1.3). For completeness, we want here also to verify one
of the main equations used in this analysis, Equation (1.3). Similar arguments can be

found in Imbens and Angrist (1994), and in many textbooks.

Lemma A.1.1. Let Assumptions 1.1 hold. Then Equation (1.3) is satisfied.
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Proof: We note that

Cov(1{Y <y},Z) E[{Y <y}D|Z =1] - E[{Y < y}D|Z = 0]

CW="CwzD) E[D|Z =1] - E[D|Z = 0]

It then follows from the independence assumption and the definition of the groups that

E[D1{Y? < y}mco + E[DH{YAT < y}|mar
E[D|Z =1] - E[D|Z = 0]
E[DH{Y " < y}|mar + E[DI{Y P < y}|mpp
E[D|Z = 1] = E[D|Z = 0]
~DF FYIDFQ/)

Gi(y) =

TCo
= —FYICO (y) - ————
TTco — TDF Tco — TDF

The denominator is positive by the relevance assumption. Gg(y) follows similarly. H

1.B.7.2. Verification of Properties of the function G} (y).

Lemma A.1.2. Suppose Qqs(y) is continuously differentiable in y € R for d,s € {0,1}.
Then,

Gi(y) = /Yl{z < y} max{0, ga(2) }dz. (A.1.37)

Proof: We note that

1
Giy)= —sup{P(Y € B,Y <y,D=d|Z=d)—P(Y €BY <y,D=d|Z=1-d)}

7TA Be#

= L supg / 1{z € Bz < y}quu(z)dz - / 1z € BY{= < yhgun(2)d=)

TTA Be#

= /Yl{z < y} max{0, gq(2) }dz.

The first inequality follows from the definition of probabilities and our definition of ggs(z).
The second equality follows by continuity of gg—s). ]

1.B.7.3. Outer and Inner Set for Sensitivity and Robust Region. We first verify that our
expression (1.26) follows from expression (1.27). Let it holds that ¢ (mpr;0,) < ¢(mpF; 0)
for each component and for all 7pr € [0,0.5). We denote the [ — th unit vector by e;. We
then note that by the definition of ¢ (mpr;#) and SR of Section 1.5 that

SR = {(WDF,5) 1600, 7pr) < mpr < —€y ¢(0, ToF)
€3 ¢(9>7TDF) <0< —ey <Z5(9 7TDF)}
C {(mpr,0) : €] ¢r(0, 7pr) < TR < —eg G1(0, TDF)
es o1 (0, mpp) < 6 < —€I¢L(9,7TDF)} = SR;.
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By a similar argument we note that

RRL(SRL) = {(WDF,(S) c SRL ) < 65T¢L(6,7TDF)}
D {(mpr,0) € SR : 6 < el ¢p(0,mpr)} = RR(SRy).

As we have shown above that SR C SRy, it follows that RR;(SR) 2O RR(SR). O

1.C. ADDITIONAL MATERIALS FOR ESTIMATION AND INFERENCE

In this section, we present more details on the estimation and inference methods proposed
in the main text. We first consider a binary and then a continuous outcome variable. For
both cases, we provide more details about estimating the sensitivity and robust regions,
we discuss the imposed assumptions and then proceed by showing asymptotic results.
Many of the following results are based on applications and ideas from other papers and

we therefore only sketch most of them.

1.C.1. Estimation for a binary outcome variable. We consider a binary outcome
variable, where the mapping of interest is ¢,(p, 7pr). As shown in Section 1.6.2, the
underlying parameters 6, are given by (Py1, Pio, Po1, Poo, Po, P1). We estimate the prob-
abilities by their sample counterparts, i.e. Py = nlSZ?ill{Y;S = 1,D; = d} and

P, = n% Yo, {D; = 1}. We then estimate ¢b(§b,wDF) by simple plug-in estimates,

where the precise formulas are given in Section 1.6.2 and Appendix 1.A.4.

1.C.2. Assumptions. We consider the following sampling process.

Assumption A.1.3. For z € {0,1}, {(Y;?, D7)}, are identically and independently
distributed according to the distribution of (Y*, D?) which is drawn conditional on Z = z

with support Y x {0,1}. It holds that no/n converges to a nonzero constant as n — oo.

By Assumption 1.1, the instrument is independent of all potential outcomes, so that
the distribution of the instrument does not contain any further information and we can

assume that the sampling is conditionally on the instrument (see, e.g., Kitagawa, 2015).

1.C.3. Inference for a binary outcome variable. In this section, we present more
details on how to construct confidence sets for a binary outcome variable. Based on
the derivation in Section 1.6.2 and in Appendix 1.A.4, it suffices to construct a lower
confidence band for ¢, (6, mpr) given in (A.1.28). To unify the notation, let us denote
the i-th component of this mapping by ¢y ;(0p, mpr) for ¢ € {1,--- ,6}. We note that each

of these components can be written as

G5 (O, ToF) = max{1; ;(0y, 7o) };fg’
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where v, ;(0, mpp) are Hadamard-differentiable functions of (6,, mpr) by the relevance
assumption. The mappings ¢ ;(6y, 7pr) are not Hadamard-differentiable on (0, mpr),
but they are Hadamard-directionally-differentiable in the direction of 6, when evaluated
at any finite set of {7fp}5 | | where P € [0,0.5] and K is some finite number.

Following ideas of Fang and Santos (2018) and Masten and Poirier (2020), we consider
a bootstrap method to construct confidence sets éb,i(éb, 7Er) which are uniformly valid
across k and ¢. Specifically, the directional derivative of gz~5b7i(9b, mpr) in the direction of
0, evaluated at some mpp is given by

gb;’b’gb(h’ Tor) = j”/’l,j(eb77TDF)zmgisag(i){T/Jl,s(obzﬂDF)}hj’

for all h € R’ 38 Following Fang and Santos (2018), we consider as an estimator of this

directional derivative,

~/

¢i,b,9 (h,ﬂ'DF) = max hj,
b Jih1,5(0p,mDF) 2maxs< sy {¥1,s (0p,DF) +4}

where k > 0 and kK — 0 and ky/n — 00 as n — 0.

We first get estimates of 6, and ¢y(6y, 7Er) from the original sample for all k €
{1,...,K}. We then generate B bootstrap samples {(Y;”*,D?*)}™,, b = 1,...,B by
drawing n. observations with replacements from the original data {Y7? D7}, for z €
{0,1} and we calculate ¢ b0 for each bootstrap iteration. We take

CVi—q = inf(z : P( max Oha (VB = 0); mhe) — 2) < 0) > 1 — ),

-----

where o/ < « but arbitrarily close to a.?® We then consider as lower confidence set
Go(Op, TE ) — V1_o/y/m for all k € {1,..., K}. These lower confidence sets are uniformly
valid for the mapping @, when evaluated at {mh, & .

To obtain a lower confidence band of ¢, which is valid uniformly in mpp, we exploit
the functional form of ¢, similarly to Masten and Poirier (2020). The lower bound
for intermediates points, that are not within the set {5} is interpolated based on
the left and right nearest neighbor of the point of evaluation. The respectively lowest
confidence set is taken. By monotonicity of gng, this lower confidence set is then also valid
uniformly valid in 7pp.

To construct a valid confidence set for ¢, we then consider a simple projection argu-

38Gee Definition 2.1 in Fang and Santos (2018) for a definition of Hadamard-directional differentiable
mappings.

39To simplify the notation, we just consider a fix critical value cvi_, here. In principle, it might be
different for each component and for each point of evaluation {ﬂ]’gF}iil and indeed it would be more
efficient to do this.
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ment of ¢, by taking the maximum of the last three components of ¢, into account. We
construct our confidence set for our sensitivity and our robust region E]\%@ r and SRy 1,

based on our constructed lower confidence set.

Proposition A.1.4. Suppose that Assumption 1.1 and A.1.8 hold and the variance of
each component of 0y, is bounded away from zero. It then holds that,

lim ]P(EE{LL - RRb, SRb - S/]?{b,L) > 1—a.

n—oo

We impose the variance condition to ensure that the underlying parameters converge

to a non-degenerated distribution.

1.C.4. Estimation for a Continuous Outcome Variable. In this section, we give
further details on the construction of the estimators for a continuous outcome variable.
We first estimate the underlying parameters 6. We estimate the conditional joint densities

by standard nonparametric kernel density estimator

1 &
— > K — ) 1{D; =},
27 =1

Ga=(y) =

where K,(-) = K(-/h)/h and K(-) denotes a density function and h > 0 a bandwidth.
We show in Lemma A.1.2 that our estimator of G (y) = [, 1{g < y} max{0, ga(9)}dy

under our assumptions. We therefore define
Git) = [ 143 < yhmax(0.3u(0) )3
¢

where §a(y) = (Qua(y) — qua—ay(y))/7Ta. The conditional probability functions are further
estimated by @dz(y) = [; 17 < y}4a-(9)dy. Based on these estimators, the parameters
of # are estimated and we estimate ¢b(§b, 7pr) by simple plug-in methods, where infimum,

supremum and integrals are numerically evaluated.

1.C.5. Assumptions for a Continuous Outcome Variable. We first impose the fol-

lowing regularity assumptions.

Assumption A.1.4. (i) Yy is given by [y,,Y,] for oo <y, <Y, < oo for d € {0,1}.
(i) ¥d, z € {0, 1}, the functions qq.(y) are bounded and bounded away from zero, absolutely
continuous and two times continuously differentiable with uniformly bounded derivatives.

(vii) For d € {0,1}, the functions qqa(y) and qaa—qy(y) cross at a finite number of times.

Assumption (i) assumes compact support of the outcome variable as it simplifies the
following analysis. Assumption (i7) imposes smoothness conditions on the joint densi-

ties, which are standard in the nonparametric literature. Assumption (7i7) is imposed
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for simplicity and substantially simplifies the analysis of the estimator of the function

Gyly).*

Assumption A.1.5. (i) The kernel is a second order kernel function, being symmetric
around zero, integrates to one, twice continuously differentiable, of bounded variation and
zero-valued off, say [—0.5,0.5]. (i1) The bandwidth satisfies: (a) nh* — 0, (b) nh* — oo,
(c) nh/log(n) — oc.

Assumption A.1.5 (i) imposes conditions on the choice of kernel which can be satisfied

by construction and Assumption A.1.5 (ii) imposes conditions on the bandwidth.

1.C.6. Asymptotic Results for a Continuous Outcome Variable. We first note

that we have the following result.

Proposition A.1.5. Suppose Assumptions A.1.3-A.1.5 hold. It then follows that

-~

Vn(0(y) = 0(y)) = Z1(y),
where Z,(y) is a tight mean-zero Gaussian process in (*(R,R5).4!

As explained in the main text, we cannot directly base our inference procedure on
the mapping ¢(0, mpr), as this mapping is non-smooth and standard asymptotic theory
cannot be applied. We, therefore, consider a smoothed version of this mapping in this
section. To be more precise, we consider the definition of Masten and Poirier (2020),

which we cite here for completeness.

Definition 1.1 (Definition 1, Masten and Poirier (2020)). Let (O, || - |lo) and (H, || - ||%)
be Banach spaces. Let < be a partial order on H. Let h : © — H be a function. Consider

dim(k)

a function H, : © — H, where K € R is a vector of smoothing parameters. Then

H,, denotes a smooth lower approzimation (SLA) of H if

1. Lower envelope: H,(0) < H(0) for all § € © and k € Riim(ﬁ) :
2. Approximating: For each 6§ € ©, H,(0) — H(f) for K — oo (pointwise).

3. Smoothing: H, is Hadamard-differentiable.

40This assumption is satisfied if the weighted densities mpp deDF and mco deCO intersect only finitely

many times. Without this assumption, our proposed estimator of @;(y) is a biased estimator of Gj(y)
Following the arguments of Anderson et al. (2012), one can construct a debiased estimator of G} (¥),
which converges in y/n to a mean-zero normal distribution. Based on similar arguments, one could now
construct a debiased estimator of G;(y). As this is a rather tedious exercise and not the purpose of this
chapter, we impose this stronger assumption.

41Let A be some arbitrary set and B a Banach space. Then £>°(A, B) denotes the set of all mappings
f+ A — B, which satisfy that sup,c 4 ||f(a)||p < occ.
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This definition of a smooth upper approximation (SUA) is analogues. We now assume
that ¢, is a SLA of ¢ componentwise, and we show in the subsequent sections how we can
obtain such a smooth mapping. Let 0* denotes a draw from the nonparametric bootstrap.

We then choose the critical value such that
6{71,0‘ = il’lf{Z eER:

P (( sup  v/ne/ (¢x(0%, oK) — 6u(0, or)) < 2[{{Y7, D ?a}i:0> >1-a}
mpr€[0,0.5],1<5

We can also allow that z is a known function of 7pr and [. By doing so, we can exploit

the trade-off by constructing the confidence set for the sensitivity and robust region. We

construct our function ¢ (6, 7pr) = gb,{(g, 7oF) + €V1_a/v/n and our confidence sets

for the sensitivity and robust region S/I\%L(/{) and ﬁL(/{) are constructed based on this

mapping as explained in Section 1.5. We then have the following result.

Proposition A.1.6. Suppose Assumptions 1.1 and Assumptions A.1.5-A.1.5 hold. It
then follows that lim P(}/%]\%L(/i) C RR, SR C @L(H)) >1-—a.
n—oo

1.C.7. Population Smoothing.

1.C.7.1. General Introduction. We now show how to construct these smoothed mapping
¢.. As our mapping ¢ is a mapping of many non-differentiable mappings, we prove a

chain-rule argument, which allows us to consider simpler mappings.

Lemma A.1.3. Let v and ¢ be two positive and nondecreasing mappings and denote by
YY(k) and by ¢V (k) there respectively SLA, then Y (f, k) and by ¢V(VY(f, k), k) is a
SLA of ¥(¢). Accordingly, ¥ (Y (f, k), k) denotes the SUA.

Based on these definitions, we argue that the mapping ¢(6, mpr) is a composition of
non-smooth random functions, where we replace each of them with a respective SLA and

SUA. We first consider these mapping separately, and we then show how to use them

to construct our bounds. Let x > 1 be the smoothing parameter. Let (O, || - |o) and
(H, || - Il3%) be Banach spaces, where < is a partial order on H. we consider two mappings
fyg:© — H in the following, which are both Hadamard-differentiable.

Maximum and minimum: We first consider the function v,,(f) = |f|, where a

SLA and SUA is given by ¥U (f; k) = v/f?+ 1/k and YL (f; ) = f2/(\/f? + 1/K).
Lemma A.1.4. YL (f:k) is a SLA and U (f; k) a SUA for the mapping Vu(f) and .

Let Ymin(f, ) = min(f, g) and Yuax(f, 9) = max(f,g). A SLA of Ymax(f, g) is clearly
given by ¢k (f,g;5) = f+ g+ ¥k (f — g;x) and a SUA is given by o0, (f,g;%) =
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f+9+9Y (f—g; k). Tt follows from a simple induction argument, that one can generalize
this procedure to the maximum of a set of finitely many mappings.

Supremum and infimum: In the following, we consider the mapping ¥s., <(f, 9)(+) =
sup,<. f(2) — g(z) and the equally binned set Y = (J;_,[y + (k — 1)dy,y + kdy], where
dy =2y —y). Let kj =y +j-dy, where j € {0,1,2,... K}

Vi< (958) () = Yanax (L9 (ky) — [ ()}, <. ).
S (F19:8) () = Y ({9 (k) — F(min(, kjgn)) }imy< 5 ).
We similarly define for the mapping s <(f, g)(-) = inf.<. f(2) — g(z) that
Vine(f, 9:8) () = Yinin({g(ky) — f(Rje)) Yyony <5 )
Vine(f,.9:6) () = V({9 (min(, kjia) — (k7)) ik, <5 ).

Lemma A.1.5. If f and g are monotone increasing, ¢£lfé(f, g; k) isa SLA and ¢5Uup’§(f, g; K)
a SUA to the function Vs <(f,9), and Y5 (f, g;x) a SUA and ¥ (f, g; k) a SLA to
the function i <(f, g).*

1.C.7.2. Smoothing the Sensitivity and Robust Regions. We derive the smoothed mapping

¢x(0, TDF) = <E%F(’i)a _WLU)F(’{)a éL(WDF”f)a _SU(WDF;“)7 BPL(”DF%“))) .

Since our sharp bounds F' yco and FYdCO are the key elements in our construction, we
consider them first. We show how to smooth the lower bound from above. we note that
Gy (y) = sup,<, G (2) — G (2), where G (z) =. We denote the upper bound by

G (ys k) = YU, <(Gf — Gy k) (y)

sup,<

The bound on the outcome distribution of compliers are therefore bounded by

ﬂ)[{dco (ya TDF, 67 K:) =

1 108 7.‘— Su
Loy ({o aGY (1), Qualy) — 7o OGP (g ) — wDF5>} ; n)
TCO TA

A SUA of Fyco (y, mpF, d) is given by

1
E3deco (y, mor,0; k) = @Qdd(y)

- %wﬁp (Qdd@) —maGy(Y) — ?ﬁiﬁf,g (WAG;(Z//\) — mcoHY (y, Tor, 0.K); ,_@) @) ;,Q) 7).

42By similar reasoning, the functions ¥sup > (f, 9) and ¥ing,>(f, g) can be smoothly approximated.
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A SLA of Fyco (y, mpr, 0) can be similarly constructed as well as a smooth lower and
upper approximation of FYdCO(y,T('DF,(S). We now turn to the sensitivity region. The

lower bounds on the sensitivity parameter 7pr can be constructed by

Thp(k) = U ({P(D =112 = 0),P(D = 0|Z = 1)}; k)

min
and similarly upper bound on the sensitivity parameter 7, by

The() =~ UL (GT @), GE@)m) — 1

We therefore note that just by construction the smoothed upper and lower bounds of
F yco (y, mpr, 9) and FYdCO(y, TpF, 0) are Hadamard-differentiable in (y, mpg, d). Moreover,
they are strictly increasing in ¢ if 0 is small. Taking the inf is Hadamard-differentiable
by Lemma 21.4 van der Vaart (1998b). A SLA is given by

QL(WDF) = @/}ﬁlax(infw : iangoo(y,WDF, J) — E{;co(y, 7pr,0) > 0}; k).
y d d
A SUA of 6(mp) is given by

—U —U —U _
0 (mppi k) = glax({ glp,g(FYfl(yﬂTDF,1)aFYdT2(ya7TDF>1))(?/%’f)a

oo (En (9, 70w, 1), F Y, (9, mow, 1)) (7 ) } ).
d d

?
T ,TQE{CO;DF}

Based on these definitions, we can smoothly bound the treatment effect of compliers,

where the lower bound A&, (mpr, §; %) is given by
Aco(mpr, 0; k) = /Yy dFyo(y, mor. ) - /Yy dFyco(y, mor, 0).
A SLA of the breakdown point BP"can be derived by
BP"(mpr; £) = Y (Sup{Ao (mor, 6; K) > 1}, 0(mpr); K) -

Since AL, (mpr, 6; k) is strictly increasing in §, BP(mpr) is Hadamard-differentiable and
as ééo(ﬂDF, J; k) is Hadamard differentiable in both mpr and § and strictly increasing in
J. It follows that ¢ (7mpr) is a SLA of ¢(mpg), which concludes this subsection.

1.D. PROOFS OF ADDITIONAL RESULTS
1.D.1. Proof of Proposition A.1.6. We remind that 6, = (Py1, Pio, Po1, Poo, P1, Po). 1t

follows from standard central limit arguments that, under Assumption A.1.3, the estima-
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tor /9\;,, the arithmetic mean of binary variables, satisfies that
Vil — 0,) = N (0, %),

where we specify the elements of the variance-covariance matrix > in the following. Let
¥;; denote the i-th row and j-th column element of 3. ¥;; = 6,,(1—6,;) fori € {1,...,6};
Y,; =0,ifi e {1,2,5} and j € {3,4,6}; 3;; = —0p0; for i =1 and j = 3 or i = 2 and
j=4;and ¥;; = 0,(1 — ;) and for ¢ € {1,3} and j =5, or ¢ € {2,4} and j = 6.

Using the arguments of Example 2.2 of Fang and Santos (2018) and Corollary 3.2
of Fang and Santos (2018), it follows that ¢E§)’9 is a consistent estimator of dS;,ﬁ when
evaluated at finitely many &, so that the bootstrap procedure is consistent, as we have
chosen a slightly larger value than 1 — a.

The final result of the Proposition then follows from applying the reasoning of Ap-
pendix 1.B.7.3.

1.D.2. Proof of Proposition A.1.5. Let A, be the interval [y, y]. We first consider the

following parameters, that is similar to 6,

é(y) = (Qu1(y), Qio(y), Qu1(y), Qoo(v), B1(y), Bo(¥)) , (A.1.38)

where By(y) = fCld(y) gss(2)dz + fCOd(y) 4s(1—s)(2)dz + op(1), and Cia(y) = {2z € A, :
9ad(2) < qaa-a)(2)}, Coa(y) = {2 € Ay : qaa(2) > qa—a)(2)}. By Assumption A.1.4 (ii7),
we can consider the class of functions

{H{Y <y} - 1{Y €Cy}-1{D=d}:y€Y,d e {0,1},s € {0,1}},

Using Assumption (iii), it then follows by Example 19.6 van der Vaart (1998b) that F is
Donsker. Based on this reasoning, using our assumptions, and using Theorem 4 in Giné

and Nickl (2008), it then follows from simple variance calculations, that

vn(

)

(y) — 0(y)) — Z1(y),

Z, is a tight Gaussian process with continuous paths in (R x {0, 1}, R%) with zero mean
and covariance kernel given by the following expressions.*® Tt holds that [X(y, )]s =
O:i(y Ny') — 0i(y)0i(y') for i € {1,2,3,4}, [E(y,y)]2a = —02(y)04(y'), and [E(y, y')]15 =
—02(y)04(y'). For i € {5,6}, it holds that

[2(?/, y/)]u’ = 9(i72)(y A y’) - 9(172) (y/)g(id) (?/) + 9(1'74) (?J A y') - 9(#4)(?/)9(174) (y),

43Let min(a,b) = a A b.
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and for ¢ € {6}and j € {2,4} or for ¢ € {5}and j € {1, 3}

By, )i = 0sa-9) (Y AY') — Dsi—) (W) Ps—5)(Y);

and otherwise [X(y,v’)];; = 0.
It is left to show that

-~

supv/n(0(y) — 0(y)) = op(1) (A.1.39)

yeY

It suffices to analyze sup,cy \/ﬁéj(y) — Bu(y) = op(1). We note that this results follows
from using the same arguments used in the proof of Theorem 1 of Anderson et al. (2012).
O

1.D.3. Proof of Proposition A.1.6. By construction, the mapping ¢, is a composition
of SLA by Lemma A.1.4 and Lemma A.1.5. It therefore follows that ¢, is SLA of ¢, by
Lemma A.1.3. It then follows by the Delta method of Hadamard differentiable mappings
that (see, e.g., Theorem 20.8 van der Vaart, 1998a) that \/n(¢. (0, 7pr) — ¢« (0, TpF))

converges to a Gaussian distribution. Let

[0,0.5],I<5

CVi_q = inf{z cR:P (( sup \/ﬁel(@(@ Tor) — Ox(0, mpr)) < z) >1—a}

We can conclude that ¢vy_, = cvi_o +0,(1) as the nonparametric bootstrap is consistent
for the mapping ¢, by Dumbgen (1993) and Fang and Santos (2018). Based on this

reasoning it follows that

lim P(max  inf ¢ (¢p1(0, ) + V1o — Grp(0,7pp)) < 0) > 1 —a.
n—oo  I<5 wppel0,0.5]

It then follows by construction of ¢, that ¢ (0, mpr) < ¢ (0, mpr) for each component
and for all mpg € [0,0.5], so that

lim P(max inf e, (ng,L(@ ToF) + Vi_q — ¢(0,mpr)) < 0) > 1 —a.
n—oco k<5 mprel0,0.5]

Using gme(g, TDF) = QSH,L(@\, TpF) + CV1_q as mappings to construct both @L and EEL
then yields in turn by the reasoning of Appendix 1.B.7.3 that
limP(RR,; C RR, SRCSR,.;) > 1—aq,

n—oo

which concludes this proof. O]
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1.D.4. Proof of Lemma A.1.3.

1. Tt holds by monotonicity that ¢" (Y (f, k), k) < ¢V (P(f, k), k) < d(Y(f,K))

2. It is clear that if [V (WY (f, k), k) — o(V(f, k)| < [0V (WY ([, k), k) — d(WY (f, k), k)| +
(WY (f, k), k) — d(¥(f,k))] where the right hand side of the equation can be made

uniformly arbitrarily small for x large enough by assumption by continuity of the mapping

3. It follows from the chain-rule of HD mappings (Theorem 20.9 van der Vaart, 1998b)
O

1.D.5. Proof of Lemma A.1.4. We first consider 97, .

1. Trivial, as |f(y)| = \/f(y)2 <\ fly) + 1//-$2 for all y € Y and any f € [*(Y).
2. Tt is also clear that v/ f(y) + 1//f2 — | f(y)| uniformly for all z € R as k — oo.
3. gy is HD as (vi,(f56))'(y) = (f()* + )72 f'(y) and (f(y)* +3) = £ > 0.

L satisfies the above criterion by similar arguments. ]

1.D.6. Proof of Lemma A.1.5. We first consider 1%

sup,<*

1. Follows immediately, as for any y € Y and any x € N

Vanp < (f.93.6) () < max({g(k;) — [ (K;)}jir, <) = Ysun<([, 9)-

The second inequality follows as g and f are nondecreasing.

2. Tt follows that for k — oo, ¥E_ _(f,g;K) = Ysup.<(f, 9)

Sup7§

3. HD follows from the chain rule of HD functions (Theorem 20.9 van der Vaart, 1998b)

and as the difference is a linear operator.

Similar arguments apply to the other mappings, which concludes this proof. O

1.E. FURTHER ILLUSTRATIONS

We now give intuitive explanations on how the bounds on the distribution function FYdCO
are derived and how the sensitivity parameter 0 is bounded. For simplicity, we just

consider the presence of treatment in both cases.

1.E.1. Illustration of Derivation of Bounds on Outcome Distributions. In Fig-
ure A.1.1, we give some intuition on how the outcome distribution of compliers is con-
structed. We plot the functions ¢;; and g19. Based on the reasoning of the main text, the

function q;; is a weighted average of the densities of fylc'O and fYIAT, and the function ¢q
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Figure A.1.1: Derivation of the compliers outcome distributions

of the densities of fypr and fyar. It is clear that to be a feasible candidate of fyco, any

density has to satisfy that

* max{0, 11 (y) — qo(y)} < fyeo(y) < LQH(?J)-

TA TCo

In Figure A.1.1 (a), the density of [fyco is point identified for the sensitivity parameter mpg
that is the smallest when ignoring the distribution functions in the absence of treatment.
However, if mpp increases the density of fYICO is in general not point identified. The
corresponding probability mass of the tails of the function min{q1(y), q10(y)} is then
imputed to belong to the compliers and defiers. Figure A.1.1 (b) gives such an example
for a possible candidate of density function of fleO implying an upper bound on the

distribution function of compliers.

1.E.2. Intuition for Lower and Upper Bound on Outcome Heterogeneity. We
give some intuition on how the bounds on the sensitivity parameters ¢ are derived. Let
us first consider the largest value 7pp ignoring the distribution functions in the absence
of treatment. In Figure A.1.2 (a), this value implies that both the outcome distributions
of compliers and defiers are point identified, as the population size of always takers would
be zero. Thus the outcome distribution function of defiers equals Q10(y), and of compliers
equals Q11(y) up to normalization. In this specific example, the outcome heterogeneity
would be point identified but especially bounded from above by 0.5. In Figure A.1.2 (b),
we consider the smallest possible value of outcome heterogeneity mpr = mpp. The two
outcome distributions are again point identified, and the outcome heterogeneity would
be close to one, but especially it would be bounded from below. A similar reasoning then

also applies to the absence of treatment.
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(a) above for large values of mpp (b) below for small values of mpp.

Figure A.1.2: Illustration of sensitivity region.
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CHAPTER 2

BIAS-AWARE INFERENCE
IN FUZzY REGRESSION DISCONTINUITY DESIGNS

with Christoph Rothe

2.1. INTRODUCTION

The regression discontinuity design is a popular empirical strategy for estimating causal
treatment effects from observational data. In sharp (SRD) designs units receive a treat-
ment if and only if a running variable falls above a known cutoff value, whereas in fuzzy
(FRD) designs the treatment probability jumps at the threshold, but generally not from
zero to one. Methods for estimation and inference based on local linear regression are
widely used in empirical research for both kinds of designs, and their theoretical proper-
ties have been studied extensively; see Imbens and Lemieux (2008) or Lee and Lemieux
(2010) for surveys, and Cattaneo et al. (2019) for a textbook treatment.

A key issue for SRD confidence intervals (CIs) is the handling of the estimator’s
smoothing bias, with undersmoothing (cf. Imbens and Lemieux, 2008) and robust bias
correction (Calonico et al., 2014) being popular approaches in applications. However,
Armstrong and Kolesar (2020) show that common implementations of such Cls can have
coverage issues in practice, mostly due to the way they select the bandwidth,! and that
“bias-aware” Cls, which adjust the critical value to take possible bias into account, are
more efficient than their counterparts based on either undersmoothing or robust bias
correction, even at infeasible bandwidths. A further advantage of bias-aware SRD Cls
relative to these alternatives is that they do not require a continuously distributed running
variable.

In an FRD design, the usual point estimator is the ratio of two SRD estimators,
and due to this nonlinearity one cannot directly use the same bias-handling techniques

as in SRD setups. The Cls reported in empirical FRD papers therefore typically build

Both methods typically take an estimate of a pointwise-MSE-optimal bandwidth (Imbens and Kalya-
naraman, 2012) as an input. This bandwidth can be large even if the underlying function is highly
nonlinear, which then leads to large smoothing biases in finite samples. Estimators of this bandwidth
generally involve a regularization step to prevent extreme values, the result can depend critically on
tuning parameters that are difficult to pick (Armstrong and Kolesér, 2020).
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on a delta method (DM) argument. This entails approximating the FRD estimator
with a term that behaves like an SRD estimator, imposing conditions under which the
corresponding error is negligible in large samples, and applying an SRD bias-handling
approach to the leading term. Proceeding like this can exasperate the practical issues of
undersmoothing and robust bias correction known from SRD contexts; and it can also
create problems for the bias-aware approach, as bias-aware FRD DM ClIs only account for
an approximate bias. Moreover, any type of DM CI can only be asymptotically valid if the
running variable is continuous with positive density around the cutoff, and the jump in
treatment probabilities at the cutoff is “large”. DM CIs generally break down in empirical
settings that do not exhibit these properties, in the sense that their actual coverage can
deviate substantially from the nominal level; and they cannot be salvaged by adjusting
the method used to control the bias. This is important because empirical researchers often
face running variables that take only a limited number of distinct values, like test scores
or class sizes (Angrist and Lavy, 1999; Oreopoulos, 2006; Urquiola and Verhoogen, 2009;
Fredriksson et al., 2013; Clark and Martorell, 2014; Hinnerich and Pettersson-Lidbom,
2014; Card and Giuliano, 2016; Jepsen et al., 2016); “donut designs” that exclude units
close to the cutoff to increase the credibility of causal estimates (Almond and Doyle, 2011;
Dahl et al., 2014; Dube et al., 2019; Le Barbanchon et al., 2019; Scott-Clayton and Zafar,
2019); or weakly identified setups with small jumps in treatment probabilities (Malenko
and Shen, 2016; Coviello et al., 2018).

In this chapter, we propose new confidence sets (CSs) for the FRD parameter that
are not subject to such shortcomings. Our CSs avoid the use of the FRD point estimator,
and are instead based on auxiliary statistics that can be computed directly via local
linear regression. The construction avoids the approximation errors of the DM, and is
somewhat analogous to that of an Anderson-Rubin (AR) statistic in an exactly identified
linear instrumental variable model (Staiger and Stock, 1997). We then apply the bias-
aware approach to these statistics, which allows us to account exactly for the possible
smoothing bias. The resulting CSs are easy to compute; an R package is available on the
authors’ website.

We derive two main results under the common assumption that the second deriva-
tives of the conditional expected outcome and the conditional treatment probability are
bounded by some constant on either side of the cutoff. First, we show that our CSs are
honest in the sense of Li (1989), meaning that they have correct asymptotic coverage
uniformly over the class of functions satisfying our assumption, irrespective of the dis-
tribution of the running variable or the strength of identification. This property implies

good CS performance across the entire range of plausible data generating processes, and
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is thus necessary for good finite-sample coverage. The novel insight here is not so much
that AR CSs can accommodate weak identification, but that combining this construction
with a bias-aware approach provides robustness to other deviations from the canonical
setup, like discreteness of the running variable and “donut” designs.?

Second, we show that bias-aware AR CSs are asymptotically equivalent to bias-aware
DM CiIs if the running variable is continuous and identification is strong, which are
conditions needed for DM CIs to be honest in the first place. The robustness of bias-
aware AR CSs does thus not come with a cost in terms of power relative to DM Cls
in a canonical setup. Moreover, since Armstrong and Kolesar (2020) show that bias-
aware DM CIs outperform DM CIs based on undersmoothing and robust bias correction,
the equivalence result implies that the same is true for our bias-aware AR CSs. These
predictions are confirmed by simulation results reported in this chapter.

We also make three contributions regarding the implementation of bias-aware infer-
ence that are not only important for our CSs, but can also be used more generally. First,
we provide a new standard error for local linear regression estimates that is uniformly
consistent over the class of functions with bounded second derivatives. It is a variation of
the nearest-neighbor variance estimator (e.g. Abadie and Imbens, 2006) commonly used
in the RD literature. Our proposal replaces the usual local average with a local linear pro-
jection among the nearest neighbors, which removes a bias term that is proportional to
the underlying function’s first derivative. Second, we propose a new empirical bandwidth
that enforces an upper bound on Lindeberg weights to ensure that a normal approxima-
tion works well for our local linear estimates in finite samples. Third, we provide new
graphical tools and an analysis of “rules of thumb” that can help guide the choice of
the bounds on second derivatives, which are the main tuning parameters required for
bias-aware inference.

As an extension, we also derive new bias-aware CSs for the fuzzy regression kink
design (Card et al., 2015), and establish theoretical properties analogous to those we
obtain for the FRD case. These results also apply more generally to settings in which the
parameter of interest is the ratio of jumps in the vth-order derivatives of two conditional
expectation functions at some threshold value.

Our paper contributes to a growing literature on “bias-aware” inference. Building

2Feir et al. (2016) already showed that undersmoothing AR CSs can have correct pointwise asymptotic
coverage if the jump in treatment probabilities tends to zero with the sample size at an appropriate rate,
while undersmoothing DM CIs generally do not have this property. Such Cls require a continuous
running variable with positive density around the cutoff, and may, depending on the implementation of
undersmoothing, not be honest. After circulating the first draft of the paper, we were also made aware
that Huang and Zhan (2020) have discussed combining a bias-aware approach with an AR-type statistic.
Since they misinterpret the results from Armstrong and Kolesar (2020), however, their proposed methods
do not yield valid inference.
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on classical work (e.g. Sacks and Ylvisaker, 1978; Donoho, 1994), such methods, which
take bias explicitly into account rather than trying to remove it, have recently been
shown to yield powerful and practical CSs in a wide range of non- and semiparametric
problems (Armstrong and Koleséar, 2018, 2021a, 2020; Kolesar and Rothe, 2018; Imbens
and Wager, 2019; Ignatiadis and Wager, 2020; Roth and Rambachan, 2019; Schennach,
2020; Armstrong et al., 2020). A concern sometimes raised with these methods is that,
in contrast to traditional approaches such as undersmoothing or robust bias correction,
they require specifying explicit bounds on the smoothness of the underlying functions.
However, this view neglects such bounds are implicitly required for traditional methods
to work well in practice.®> Following the literature on bias-aware inference, we recommend
to vary the values of smoothness bounds in the construction of our CS in empirical
practice as a form of sensitivity analysis. We also provide a number of tools to guide and
communicate the choices.

The remainder of this chapter is structured as follows. Section 2 describes our setup.
Section 3 describes existing approaches to SRD and FRD inference, and discusses issues
with DM ClIs. Section 4 describes our bias-aware AR CSs, and Section 5 establishes
their theoretical properties. Section 6 discusses implementation issues. Section 7 con-
tains a simulation study, and Section 8 an empirical application. Section 9 concludes.
The appendix contains the proofs of our main theorems. Further technical arguments,

extensions and additional materials are given in the online appendix.

2.2. SETUP AND PRELIMINARIES

2.2.1. Fuzzy RD Designs. Let Y; € R be the outcome, T; € {0,1} be the actual
treatment status, Z; € {0,1} be the assigned treatment, and X; € R be the running
variable of the ith unit in a random sample of size n from a large population. Treatment
is assigned if the running variable falls above a known cutoff. We normalize this threshold
to zero, so that Z; = 1{X; > 0}. Because of limited compliance, it could be that Z; # T;.
For a generic random variable W; (which could be equal to Y; or T;, for example), we then
write pw () = E(W;|X; = z) for its conditional expectation function given the running
variable; py 4+ = lim, o pw (2) and py— = limgqo pw () for its right and left limit at zero;
and Ty = pws — pw— for the jump in py at the cutoff. The parameter of interest is

o TV

)

T

3For example, in order for standard implementations of robust bias correction SRD CIs to have
approximately correct coverage in finite samples, one must have a “sufficiently small” bound on the
underlying function’s third derivative (Kamat, 2018). Researchers that report such CIs and consider
them reliable thus implicitly impose a smoothness bound. Moreover, if that bound was made explicit, a
more efficient CI could be constructed through a bias-aware approach (Armstrong and Kolesar, 2020).
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which, in a potential outcomes framework with certain continuity and monotonicity con-
ditions (e.g. Hahn et al., 2001; Dong, 2018), has a causal interpretation as the local
average treatment effect among “compliers” at the cutoff, where “compliers” are units

whose treatment decision is affected by the assignment rule (Imbens and Angrist, 1994).

2.2.2. Honest Confidence Sets. Our goal is to construct confidence sets (CSs) that
cover the parameter # in large samples with at least some pre-specified probability, uni-
formly over (uy, p) in some function class F that embodies shape restrictions that the
analyst is willing to impose. That is”, we want to construct data-dependent sets C* C R
that satisfy
liminf inf PHeC*)>1—-a (2.1)
n—0oo (,U'YvuT)e]:
for some a > 0.* Following Li (1989), we refer to such CSs as honest with respect to F.
This is a much stronger requirement than correct pointwise asymptotic coverage:

liminfP(# € C*) > 1 — « for all (py, ur) € F. (2.2)

n—oo

In particular, under (2.1) we can always find a sample size n such that the coverage
probability of C* is not below 1 — a by more than an arbitrarily small amount for every
(y, pr) € F. Under (2.2) there is no such guarantee, and even in very large samples the
coverage probability of C* could be poor for some (puy, pr) € F. Since we do not know in
advance which function pair is the correct one, honesty as in (2.1) is necessary for good
finite sample coverage of C* across data generating processes. Of course, we also want

CSs that are efficient, in the sense that they are “small” while maintaining honesty.

2.2.3. Smoothness Conditions. Following Armstrong and Kolesar (2018, 2020), we
specify the class F of plausible candidates for (uy, pu7) as a smoothness class. Specifically,
let

Fu(B) = {filx){z 2 0} — fo(z)l{z <0} : [|fylle < B,w=0,1}

be the Holder-type class of real functions that are potentially discontinuous at zero, are
twice differentiable almost everywhere on either side of the threshold, and have second

derivatives uniformly bounded by some constant B > 0; and let

Fu(B) ={f € Fu(B) : |f+ — f-| > o},

4Note that we leave the dependence of the probability measure P and the parameter  on py and pur
implicit in our notation. Each function pair (uy, pr) corresponds to a single distribution of (Y, T, X, Z) =
(y (X) + enr, H{ur(X) > er}, X, Z), where (ep, er) is some fixed random vector.
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for some 9 > 0, be a similar class of functions whose discontinuity at zero exceeds ¢ in

absolute magnitude. We then assume that
(v, pr) € Fu(By) x Fy(Br) = F, (2.3)

for some constants By and Br whose choice in empirical practice we discuss in Sec-
tion 2.6.4. Note that in addition to imposing smoothness, condition (2.3) also rules out
cross-restrictions between the shapes of uy and pr, since F is a Cartesian product. This
seems reasonable for applications in economics. Also note that we impose ur € Fy(Br),
and thus that 7 # 0, only to ensure that the parameter of interest 8 = 7y /77 is well-

defined. Our setup explicitly allows 7 to be arbitrarily close to zero.

2.2.4. Discrete Settings. Conditional expectation functions are only well-defined over
the support of the conditioning variable. One must therefore clarify the meaning of (2.3) if
X, is discrete, or more generally such that there are gaps in its support. Following Koleséar
and Rothe (2018) and Imbens and Wager (2019), we understand this condition to mean
that there exists a single “true” function pair (uy, ur) € F such that (uy (X;), pr(X;)) =
(E(Y;| X;), E(T;|X;)) with probability 1. This pair is then obviously point identified on
the support of the running variable, and partially identified everywhere else through the
shape restrictions implied by it being an element of F. This reasoning further implies
that 6 must be contained in the identified set

O, =

{my+ — My _—
mpqy —mp—

 (my,mr) € F, (my(X,),mr(X)) = (E(Y;| X)), E(T3] X)) W.p.l} .

This set is a singleton if X; is supported on an open neighborhood around the cutoff, but
generally it is either (i) a closed interval [aq,as]; (ii) the union of two disjoint half-lines,
(—00,a1] U ay, 00); (iii) the entire real line; or, as a knife-edge case (iv) a half-line [a;, c0)
or (—oo, —ay], with a; > 0. This holds because the range of (my, — my_,mpr. —mp_)
over (my,mr) € F is a Cartesian product of two intervals Iy x Ir. The four cases then
obtain depending on which of these two intervals contain zero, possibly as a boundary
value.

Note that while it is not possible to consistently estimate either 7y, 77, or 6 if ©;
is not a singleton, inference is not futile in such cases. Indeed, our CSs described below
are valid in the sense of Imbens and Manski (2004) irrespective of whether 6 is point or
partially identified, and without applied researchers having to decide which of the two

notions of identification more accurately describes their particular setting.
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2.2.5. Local Linear Estimation. Local linear regression (Fan and Gijbels, 1996) is
arguably the most popular empirical strategy for estimation and inference in RD designs.
Formally, for a generic dependent variable W; (which could be equal to Y; or T;, for

example), the local linear estimator of the jump Tw = pwy — pw— is

7w (h) = e] argmingeg. > K(Xi/h)(W; — B'(Zi, Xi, Z:X;, 1)), (2.4)

i=1
where K(-) is a kernel function with support [—1,1], A > 0 is a bandwidth, and e; =
(1,0,0,0)" is the first unit vector. The natural point estimator of € is then given by
0(h) = 7y (h)/7r(h), for some value of h. A key feature of 7y (h) is that it can be written
as a weighted average of the W;, with weights w;(h) that depend on the data through the

realizations X,, = (X1,...,X,)" of the running variable only:

7w (h) = Zwi(h)Wi.

The exact form of the weights follows from standard least squares algebra, and is given
explicitly in Appendix 2.A. Estimators of the form (2.4) are the building blocks of our
honest CSs described below, and we refer to 7y (h) as an SRD-type estimator of 7y in the

following, as it is the conventional estimator in a hypothetical SRD design with outcome

Wi.

2.3. EXISTING METHODS FOR RD INFERENCE

2.3.1. SRD Inference. We first review some techniques for inference based on SRD-
type estimators, which are by now well-understood. To describe the bias-aware SRD
CIs of Armstrong and Kolesar (2018, 2020), let by/(h) and s (h) denote the bias and
standard deviation, respectively, of a generic SRD-type estimator 7y (h) conditional on
the realizations of the running variable; and let sy (h) be a standard error. Under mild
conditions, the large sample distribution of the t-ratio (7w (h) — 7w )/Sw(h) is then that
of the sum of a standard normal random variable and the ratio by (h)/Sw(h). While
the latter is unknown in practice, a bound rw(h) = (sup,,cr, By [bw(h)])/sw(h) on

|bw (h)/Sw(h)| can be calculated explicitly. One can then construct the bias-aware CI
Gy = [Tw (h) + evica(Tw (h))5w (R)],

where the critical value cvqy_,(7) is the (1 —«)-quantile of [N (r, 1)|, the distribution of the
absolute value of a normal random variable with mean r and unit variance. Armstrong
and Kolesar (2018, 2020) show that this CI is honest with respect to Fy(By ) irrespec-
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tive of the distribution of the running variable, valid for any bandwidth (for which the
quantities involved in its construction are well-defined), and highly efficient if the running
variable is continuous and the bandwidth is chosen to minimize the length of Cj;, .

Other popular approaches to SRD inference include undersmoothing, or using a
“small” bandwidth for which the “bias to standard error” ratio is asymptotically negligible
(cf. Imbens and Lemieux, 2008); and robust bias correction, which involves subtracting
a bias estimate from 7y (h), and adjusting the standard error (Calonico et al., 2014).
In either case, Cls are formed with the usual critical value cvy_,(0). Both approaches
assume a continuously distributed running variable, but Armstrong and Kolesar (2020)
show that common implementations of undersmoothing and robust bias correction can
still have finite-sample issues in such settings. One reason is that both methods typically
take an estimate of a pointwise-MSE-optimal bandwidth (Imbens and Kalyanaraman,
2012) as an input. This bandwidth can be very large even if the underlying function is
highly nonlinear, which then leads to large smoothing biases in finite samples. While
estimators of the pointwise-MSE-optimal bandwidth generally involve a regularization
step to prevent extreme bandwidth values, in practice the result is often still unstable
and depends critically on the values of tuning parameters, which are difficult to pick.
Armstrong and Kolesar (2020) also show that undersmoothing and robust bias correction
CIs are inefficient, in that they tend to be much longer than bias-aware counterparts,

even with infeasible bandwidths.

2.3.2. Delta Method FRD Inference. The above mentioned methods for SRD infer-
ence critically rely on the “weighted average” representation of local linear regression
estimators. Since the FRD estimator 8(h) = 7y (h)/7r(h) is a nonlinear transformation
of two SRD-type estimators, such methods cannot simply be applied directly. Instead,
the CIs commonly reported in empirical FRD studies are based on a “delta method”
(DM) argument. From a simple Taylor expansion, it follows that a(h) — 6 can be written
as the sum of an SRD-type estimator 7;(h) as in (2.4), with an unobserved dependent

variable U;, and a remainder p(h):

() =0 =Fu(n) +p(h), Fu(h) = D wilh)Ui, Ui = Yi T—TTY B TY(T;'_%— 7).
- @(h)(g((fz))g— o (v(h) - Tyj%w(h) ),

with 77(h) an intermediate value between 7r and 7r(h). With DM inference, one then
imposes regularity and bandwidth conditions under which p(h) is an asymptotically neg-

ligible relative to 7y;(h), and forms a CI for § by applying some method for SRD inference
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to Ty(h). Since U; is unobserved, any such method is must be made feasible by using an
estimate [/J\Z in which 7y and 7 are replaced by suitable preliminary estimators. Versions
of such ClIs are proposed, for example, by Calonico et al. (2014) and Armstrong and
Kolesar (2020) in combination with robust bias correction and a bias-aware approach,
respectively.®

An obvious downside of such constructions, to which we refer as DM CIs, is that
they only control the bias of a first-order approximation of é\(h), and not the bias of a(h)
itself. Moreover, replacing U; with an estimate (/J\'Z introduces additional uncertainties in
finite samples. In practice, all DM FRD Cls are thus subject to additional distortions
relative to conventional SRD CIs. A more principal, and more practically important
issue with DM ClIs is that the central condition for their validity, namely that p(h) is
asymptotically negligible relative to 7y7(h), is not innocuous. In particular, this condition
is not compatible with a discrete running variable, or more generally one with support
gaps around the cutoff.

To see this last point, recall from Section 2.2.4 that consistent estimation of 7 and
Ty is generally not possible with a discrete running variable. The terms 7y (h) and p(h)
therefore have non-zero probability limits in this case, and p(h) cannot be ignored for the
purpose of inference on #. This issue occurs irrespective of the method chosen to control
the bias of 7y7(h), including bias-aware inference. Since running variables with discrete
or irregular support are ubiquitous in practice, this is an important limitation.

Another issue for DM Cls is that the conditions for their validity rule out weakly
identified settings with 77 close to zero. This issue occurs even if the running variable is
continuously distributed. To see this, note that for any DM CI to be honest with respect
to F, the term p(h) must be of smaller order than 7;(h) not only at the “true” function
pair (uy, pir), but uniformly over all (uy, ur) € F. But since 7 can be arbitrarily close
to zero over (py, pr) € F, we have that sup,, .. |p(h)| = oo, which means that DM CIs

break down.6

5In empirical papers, FRD estimates are sometimes obtained through the two-stage least squares
regression Y; = 0T; + 5. X;Z; + f_X;(1 — Z;) + ¢; with Z; as an instrument for T}, using only data in
some window around the cutoff. This is numerically equivalent to a ratio of local linear regressions with
a uniform kernel, and the resulting CI is thus of the DM type (Hahn et al., 2001; Imbens and Lemieux,
2008).

6Feir et al. (2016) also point out covarage issues of DM Cls under weak identification, although
through a different technical argument. Specifically, they show that DM Cls based on infeasible “under-
smoothing” bandwidths do not have correct asymptotic coverage under pointwise asymptotics when 7p
tends to zero with the sample size at an appropriate rate.
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2.4. BIAS-AWARE FUZZY RD CONFIDENCE SETS

We propose an alternative approach to FRD inference that avoids the inherent shortcom-
ings of DM ClIs by directly considering an object that can be estimated by an SRD-type
estimator. We define the “auxiliary” parameter 7);(c) = 7y — ¢7p, which can be written

(€)= par(¢) = par—(€), par(,¢) = B(Mi(€)| X = ), Mi(e) = Y; — T

That is, 7a(c) is the jump in the conditional expectation s (x,c) of the constructed
outcome M;(c) given the running variable X; at the cutoff x = 0. We can form a
bias-aware CI for 75,(c) based on the SRD-type estimator 7y (h, ¢), which is as in (2.4)
but with M;(c) replacing W;, and a bandwidth that might depend on c¢. Note that
to keep the notation simple, the estimator Ty (h,c) = Ty (h) — ¢7r(h) uses the same
bandwidth on each side of the cutoff, and also the same bandwidth for estimating 7 and
7r. It is straightforward to accommodate more general bandwidth choices; see Online
Appendix 2.B for details.

Our CS for the actual parameter of interest 6 is then obtained by collecting all values

of ¢ for which the “auxiliary” CI contains zero:
Ce ={ceR:a (1l - a) bias-aware CI for 7p/(c) contains 0}. (2.5)

This construction shares similarities with that of Anderson and Rubin (1949) for infer-
ence in exactly identified linear IV models, and Fieller (1954) for inference on ratios.
Emphasizing the former connection, we refer to such CSs as bias-aware AR CSs for 6.

To describe the approach in more detail, recall the notation from Section 2.2.5 and
denote the conditional bias and standard deviation of Ty/(h,c) = >, w;(h)M;(c) given
X, = (X1,...,X,) by bar(h, c) = E(Tar(h, ¢)| X)) —1ar(c) and sps(h, c) = V(Tas(h, ¢)|X,) 2,

respectively. These quantities can be written more explicitly as

bai(h, ¢) = Z wi(h)par (Xi, ¢) = (pari (€) = par—(c)),

" 1/2
(i) = (Z w(h)?a@,i(c))

with o3, ,(c) = V(M;(c)|X;) the conditional variance of M;(c) given X;. The bias depends
on (py,pr) through the transformation py = py — ¢ - pr only, and py — ¢ - ur €
Fu(By + |c|Br) by (2.3) and linearity of the second derivatives operator. Following

Armstrong and Kolesar (2020), we can bound by, (h, ¢) in absolute value over the functions
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contained in F, for any value of the bandwidth A, by

- B Br <
sup [oas(h,0)) < Bar(h) = ~ 2B S ) x2 i),
2 ,
(py,pr)EF i=1
with the supremum being achieved by a pair of piecewise quadratic functions with second
derivatives equal to ( By -sign(x), Br-sign(z)) over x € [—h, h].” Under standard regularity

conditions, the statistic

?M(h,c) — TM(C) _ ?M(hj, C) — TM(C) — bM(h,C) 1 bM(h,C>
sy(h,c) sar(h,c) snr(h,c)

is then the sum of a term that is approximately standard normal in large samples condi-
tional on A, and a term that is bounded in absolute value by 7y (h, ¢) = bas(h, ¢)/sn(h, c),
the “worst case” bias to standard deviation ratio. For every ¢ € R we can thus construct
an (infeasible) auxiliary bias-aware CI for the pseudo parameter my(c) as C§(h,c) =
[Tar(h, ¢) £ cvi_o(rar(h, €))sar(h, €)], where cvi_,(r) is again the (1 — a)-quantile of the
|N(r,1)| distribution. Since the construction of this CI is conditional on the realizations
of the running variable, it is valid irrespective of whether the distribution of the latter
is continuous or discrete; and since it takes into account the exact conditional bias, it is
also valid for any choice of bandwidth h = h(c), including fixed ones that do not depend

on the sample size. Its asymptotic length is minimized by
ha(c) = argming,cvy_o(rar(h, €))sar(h, c).

Following the idea from (2.5), an efficient infeasible CS for 6 is then given by the collection

of all values of ¢ for which the auxiliary CI C{;(h, ¢), evaluated at hy(c), contains zero:

CY = {c: Tu(har(c), )] < evica(ra(har(e), €))sa(har(c), )} - (2.6)

Our proposed class of CSs for 6 are then feasible versions of (2.6) that replace sy (h, c)

and hy;(c) with suitable empirical analogues sy,(h, ¢) and lAzM(c), respectively:
Cs = {e Fur(a(e), Ol < evia(Fa(iar(0), e)5ur(ar(e),0)) | (2.7)

with 7ar(h,c) = bar(h,c)/8y(h,c). Such CSs could in principle be implemented in a
variety of ways, and our theoretical analysis below therefore only imposes some weak

“consistency” conditions. However, we propose a specific standard error sy/(h,c) that

"Note that this bound may not be sharp if no such pair of piecewise quadratic functions is a feasible
candidate for (uy, pr). For example, there is no function pg with p/.(z) = Bp-sign(z) and pr(z) € [0, 1]
for all x € [~h, h] if h > (2/Br)'/2. Still, the bias bound is valid in such cases.
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substitutes appropriate nearest-neighbor estimates Eﬁ/l,i(c) into the above expression for
sy (h,c) in Section 2.6.1; and a feasible bandwidth ﬁM(c) that combines a plug-in con-
struction with a safeguard against certain small sample distortions in Section 2.6.2.

In Online Appendix 2.D, we present an extension of our approach that allows con-
structing a bias-aware AR CSs for the ratio of the jumps in the vth-order derivatives of
two conditional expectation functions at some threshold value, using pth-order local poly-
nomial regression. The most prominent example of such setup is the Fuzzy Regression
Kink Design (Card et al., 2015), where the parameter of interest is the ratio of jumps in

first derivatives, and the CSs are typically based on local quadratic regression.

2.5. THEORETICAL PROPERTIES

2.5.1. Assumptions. To study the theoretical properties of our proposed CSs, we intro-

duce the following assumptions.

Assumption 2.1. (i) The data {(Y;, T;, X;),i = 1,...,n} are an i.i.d. sample from a fized
population; (it) E((M;(c) — E(M;(c)| X;))YX; = x) exists and is bounded uniformly over
x € supp(X;) and (py, pur) € F for some q > 2 and every ¢ € R; (ii1) V(M;(c)|X; = x) is
bounded away from zero uniformly over x € supp(X;) and (py, pur) € F for every ¢ € R;
(iv) the kernel function K is a continuous, unimodal, symmetric density function that is

equal to zero outside some compact set, say [—1,1].

Assumption 2.1 is standard in the literature on local linear regression. Part (i) could
be weakened to allow for certain forms of dependent sampling, such as cluster sampling.
Parts (ii)—(iii) are standard moment conditions. Since M;(c) = Y; — ¢T; and T; is bi-
nary, these conditions mainly restrict the conditional moments of the outcome variable.
Part (iv) is satisfied by most kernel functions commonly used in applied RD analysis,

such as the triangular or the Epanechnikov kernels.

Assumption 2.2. The following holds uniformly over (uy,ur) € F: (i) halc) =
ha(c)(1 4 0p(1)); and (ii) Sa(har(c), c) = sp(har(c),¢)(1 4 op(1)).

Part (i) of Assumption 2.2 states that the empirical bandwidth is consistent for the
infeasible optimal one, and part (ii) states that that the empirical standard error is
consistent for the true standard deviation at the infeasible optimal bandwidth. We discuss

specific implementations in Sections 2.6.1 and 2.6.2.

Assumption LL1. The support of the running variable X; is finite and symmetric, in
the sense that it is of the form {4xy,..., £x,}, for positive constants (z1,...,xy) over

some open neighborhood of the cutoff.
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Assumption LL2. (i) The running variable X; is continuously distributed with density
fx that is bounded and bounded away from zero over an open neighborhood of the
cutoff; (ii) V(M;(c)|X; = z) is Lipschitz continuous uniformly over z € supp(X;)\0 and
(py, pr) € F for every ¢ € R; and (iii) E((M;(c) — E(M;(c)|X;))*|X; = x) is uniformly
bounded over x € R and (uy, pur) € F for every ¢ € R.

Assumptions LL1-LL2 are standard descriptions of setups with a discrete and a con-
tinuously distributed running variable, respectively.® In Lemma A.2.1 in the Appendix,
we show that these assumptions have two main implications that we use in the proofs
of the main results below: (i) using an estimate of the optimal bandwidth instead of its
population version has a minor impact, in some appropriate sense, on the quantities in-
volved in the construction of our CS; (ii) the magnitude of each of the weights w;(hys(c))
becomes arbitrarily small relative to the others’ in large samples, in the sense that
Wratio(Aar(€)) = op(1), where wpagio(h) = maxj—q__, wj(h)*/ > " w;(h)?, which means

that a CLT applies to an appropriately standardized version of the estimator of 75/ (c).

2.5.2. Honesty. Our main theoretical result in this chapter is that CZ. is an honest CS
for 0 with respect to F as defined in (2.1) under the rather weak conditions introduced in
the previous subsection. As mentioned above, such a property is necessary to guarantee

that a CS has good finite sample coverage.

Theorem 2.1. Suppose that Assumptions 2.1-2.2 and either LL1 or LL2 hold. Then CZ.
is honest with respect to F in the sense of (2.1).

2.5.3. Shape. Since C¢. is defined through an inversion argument, it is interesting to study

its general shape. Recall that ¢ € C¢. if and only if

-~

Far(har(€), ©)] — evi_a(Par(Bar(e), €)3as (har(c), ¢) < 0.

A simple sufficient condition for C$ to be non-empty is that hys(c) is continuous in c,
but beyond that it is difficult to make general statements. This is because the quantities
involved in the above inequality depend on ¢ directly, but also indirectly through the
bandwidth (). While the former dependence is rather simple in structure, the latter
introduces complicated nonlinearities that make it impossible to give a simple analytical
result regarding the shape of our CS. Such a characterization is possible, however, for a

version that uses bandwidth that does not depend on c.

8 A discrete running variable with asymmetric support can easily be accommodated by using a dif-
ferent bandwidth on each side of the cutoff, as in described Appendix 2.B.
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Theorem 2.2. Let CS.(h) be a version of CS. that uses a bandwidth h that does not depend
onc. Then either C2.(h) = [a1,as], or C(h) = (—o0, a1]U[ag, 00), or C&(h) = (—o0, 00),

or C&(h) = la1,00) or Ci(h) = (—00,a1], for some constants a; < as.

This result mirrors the identification analysis in Section 2.2.4, and suggests that our
actual CS should also take one of these general shapes as long as ﬁM(c) does not vary
“too much” with ¢. We found this to be the case in every simulation run and every
empirical analysis that we conducted in the context of this chapter. The last two cases in
Theorem 2.2, in which C%(h) is a half-line, are also “knife-edge” cases: they only occur
if one of the boundaries of a bias-aware CI for 71 is exactly equal to zero. Since this is a
probability zero event under standard asymptotics, these two cases are largely irrelevant

for empirical practice.

2.5.4. Comparison with Bias-Aware Delta Method ClIs. Armstrong and Kolesar
(2020) study bias-aware DM Cls under conditions for which such DM Cls are asymp-
totically valid. These include Assumption LL2, which implies that is X; continuously
distributed, and that (uy, ur) € Fu(By) x Fo(Br) = F° for some 6 > 0, which means
that 7r is well-separated from zero. Armstrong and Kolesar (2020) show that in this
case bias-aware DM CIs honest with respect to F°, and also near-optimal, in the sense
that no other method can substantially improve upon its length in large samples. This
construction thus dominates others commonly used in empirical practice, such as robust
bias correction (Calonico et al., 2014).

The next theorem shows that our bias-aware AR CSs are as efficient as their DM
counterparts in settings for which DM ClIs are specifically designed. In order to avoid
introducing additional high-level assumptions about the implementation details we con-
sider an infeasible version of the bias-aware DM CI from Armstrong and Kolesar (2020),
and compare them to our infeasible counterpart C¢; see the proof for further discussion
and the exact construction of CX. Equal efficiency is established in the sense that both
CSs have the same local asymptotic coverage for a drifting parameter within a neighbor-
hood of 6; the most interesting being of order O(n=2/%), as the length of C is Op(n=2/°)

uniformly over F°.

Theorem 2.3. Suppose that Assumptions 2.1-2.2 and LL2 hold, and put 6 = 0+k-n=2/°

for some constant k. Then

limsup sup [P (0™ eC) —P (0™ ecR)|=0.

n—=00  (py ,pur)eF?

This result parallels the well-known finding that there is no loss of efficiency when

using the AR approach in exactly identified IV models relative to one based on a con-
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ventional t-test (e.g. Andrews et al., 2019). It is not a simple corollary, however, as
there are, for example, no analogues to the bandwidth and the smoothing bias in an IV
model. Note that bias-aware DM CIs do not account for the actual bias of the estimator
of interest, but only for the bias of the leading term in a stochastic approximation; and
even that bound needs to be estimated. They are thus subject to additional higher-order

distortions that could affect their finite sample performance relative to that of our AR
CSs.

2.6. IMPLEMENTATION DETAILS

2.6.1. Standard Errors. Given the form of the conditional standard deviation sy (h, ¢),
it is natural to use a standard error of the form §y/(h,c) = (3, wi(h)25]2w’i(c))1/2, with
037.4(c) some estimate of 03, ,(c). Nearest-neighbor estimators that defines 73, ;(c) as the
squared difference between the outcome of unit ¢ and the average outcome among its
nearest neighbors in terms of the running variable (Abadie and Imbens, 2006; Abadie
et al., 2014) are a common recommendation in the RD literature for this purpose (e.g.
Calonico et al., 2014; Armstrong and Koleséar, 2018, 2020). However, such a standard
error is actually not uniformly consistent over F because the leading bias of 73, ;(c) is
proportional to the first derivative of pp(-,¢) at X; (Abadie and Imbens, 2006), which
is unbounded over F. We therefore propose a novel nearest-neighbor procedure in which
the local sample average is replaced with a best linear predictor.

Specifically, let R be a small fixed integer, denote the rank of |X; — X;| among the
elements of the set {|X;—X;| : s € {1,...,n}\{i}, X, X; > 0} by r(j,7), let R; be the set
of indices such that r(j,7) < Q;, where @); is the smallest integer such that R; contains
at least R elements, and let R; be the resulting cardinality of R;. If every realization
of X, is unique, then R = ); = R;, and R; is the set of unit ¢’s R nearest neighbors’
indices; but with ties in the data R; could be greater than R. We then define 53, ,(c)
as the scaled squared difference between M;(c) and its best linear predictor given its R;

nearest neighbors:

orrilc) = ! (Mz(c) - ]\/4\2(0))2 , with

1+ H,

—1 -1

— ~ o~ o~ ~ ~ ~ o~ ~T

M;(c) = X; ( X]-TXJ-> > X[ Mj(e), H;=X, (Z Xj)g) X, .
ER; JER; JER;

J

Here X; = (1, X;)" if the running variable takes at least two distinct values among the
R; nearest neighbors of unit ¢, and X; = 1 otherwise. The scaling term H;, whose form
follows from standard regression theory, ensures that Eﬁw(c) is approximately unbiased

in large samples. The next result shows that our new standard error is indeed uniformly
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consistent.

Theorem 2.4. Suppose that Assumption 2.1, Assumption 2.2(i), and either Assump-
tion LL1 or Assumption LL2 are satisfied. Then Assumption 2.2(ii) holds for the standard

error described in this subsection.

This result holds because the bias of 73, ,(c) is proportional to the second derivative
of par(+,¢) at X, which is bounded in absolute value over F by By + |c¢|Br. In contrast,
the result would not hold for the conventional nearest-neighbor estimator, whose bias is
proportional to the first derivative of pp (-, ¢) at X; and therefore unbounded. We there-
fore recommend using our standard error not just the construction of our CS, but more
generally in bias-aware inference problems that work with bounds on second derivatives.

We use R =5 in the simulations and the empirical application in this chapter.

2.6.2. Bandwidth Choice. An obvious candidate for a feasible bandwidth is the empir-

ical analogue of hy/(c), which minimizes the length of the auxiliary CI in Section 4:
1, (c) = argmin, evy_qo (Far(h, €))Sar (R, c).

While this choice is attractive in principle, in finite samples it could yield some coverage
distortions if By + |¢| By is very large relative to sampling uncertainty. To see why, recall
from the discussion at the end of Section 2.5.1 that asymptotic normality of Ty (h,c) =
Yo wi(h)M;(c) follows from a CLT if wyatio(h) = op(l). Normality should thus be a
“good” finite-sample approximation if wpaio(h) is “close” to zero. If By + |¢|Br is large,
however, ﬁ}*w(c) is typically small in order to control the bias. The weights wz(ﬁ’j\/[(c))

~

then concentrate on few observations close to the cutoff, wyagio(h},(c)) is large, and CLT
approximations could be inaccurate as Ty, (ﬁ}"\/[(c), ¢) then effectively behaves like a sample
average of a small number of observations.

To address this issue, we propose imposing a lower bound on the bandwidth, chosen

such that the value of wp,i0(h) remains below some reasonable threshold constant n > 0:

/f\LM(C) = max {ﬁ}‘w(c), hmin(n)} , hmin(n) = min {h : Weaio(h) < n}.

To motivate a choice for n, suppose that X, = {£.02,+.04,...,+1}, that K(t) = (1 —

[t])1{|t| < 1} is the triangular kernel, and that h = 1. In this case wyatio(h) ~ .075, and a

CLT approximation should be reasonably accurate for Ty (h, ¢), which is a weighted least

squares estimator with 50 observations on each side of cutoff. Choosing 1 € [0.05,0.1]

therefore seems reasonable in practice; and we actually use n = .075 in our simulations.
As ha(c) > /f;}‘w(c), the constrained bandwidth could over-smooth the data relative

to the one that would be asymptotically optimal for inference. If that happens, the
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resulting increase in finite-sample bias is the cost for normality being a better finite-sample
approximation. This trade-off seems worthwhile since our CS construction explicitly
accounts for the exact bias through, while deviations from normality cannot be captured.
Under standard conditions like Assumption LL1 or LL2 the lower bound on the bandwidth
clearly never binds asymptotically, but it can improve the finite-sample coverage of our
CSs. The same idea can also be used for SRD inference, and more generally in settings
where the finite-sample accuracy of inference faces a similar “bias vs. normality” trade-off.
For example, Armstrong and Kolesar (2021a) use our approach for inference on average

treatment effects under unconfoundedness with limited overlap.

2.6.3. Computation. Although our CS is defined through an inversion argument, it can

be computed rather efficiently. We start by noting that our CS can be written as

~

Co. = {c:p(c) > 0}, where ﬁ(c)_l—a_F<M

~

sa(har(c), c)

,?M@M(c),c)> ,(2.8)

and F'(-,r) is the CDF of the |[N(r, 1)| distribution. Computing C¢. thus reduces to finding
the roots of p(c). Algorithm 1 describes how this is implemented in the R package that we
provide with this chapter. The main idea is to first evaluate p(c) on a coarse grid over the
plausible range of 6 to get a “rough” picture of p(c), and then search for a root between
grid points where the sign of p(c) changes. Following the discussion after Theorem 2.2,
we assume that the boundaries of a bias-aware CI for 7 are not exactly equal to zero,
and exploit that (—oo, a;] U [ag, 00) C C2 for some a; < ay if zero is contained in such a
CI (this holds because the t-ratios of Tjs(h, c) and 7r(h) become equal for |¢| — c0). In
line with the conjecture after Theorem 2.2, p(c) turned out to have either two or no roots

in all of our numerical examples, but our algorithm does not assume that this is the case.

The runtime of Algorithm 1 is mostly driven by the computational cost of evaluating
the function p(c). This cost is rather low with efficient programming: even with n = 10°
data points, our algorithm computes Cg in about 20 seconds on a standard desktop
computer. For comparison, it takes the widely used rdrobust package about 45 seconds
to compute a robust bias correction DM CI on the same machine with the same number
of data points (with smaller samples there is generally no practically relevant difference
between the computation times of the two packages). Much computation time can be
saved by noting that the nearest-neighbor variance estimates do not have to be computed
from scratch for every value of ¢. This is because 73, ,(c) = 0y, + ¢*07,; — 2cOyr; is a
quadratic function in ¢, with coefficients given by two variance terms and one covariance

term that need to be computed only once. Also note that computing ks (c) is not too
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Algorithm 1. Computes the CS C¢ for 6 given bounds By and By on the second
derivatives of py and pg, respectively, and the number R of nearest neighbors to be
used for the variance estimates that enter standard error.

1. Pick an interval [cr,, cy| that covers the plausible range of 6, and define grid points
¢j=cp+jlcv —cp)/J for j=0,...,J and some integer .J > 2.

2. Compute p(c;) as in (2.8) for j =0,...,J. If p(¢;) and p(c;j+1) have different sign,
use the uniroot algorithm to find a root of p(-) over the interval (¢;, ¢j11). Denote
the number of roots found by S > 0, and the roots themselves by a4, ..., as.

3. Compute C$, a bias-aware CI for 7, the jump in treatment probability.

4. Return the bias-aware AR CS Cg. according to the following rules.

(a) If 0 € C§ and S = 0, then return C$. = (—o0, 00).

(b) If 0 € C& , S is positive and even, p is decreasing at as if s is odd, and
increasing if s is even, then return C& = (—o0, 1] U [ag, asz] U ... U [ag, 00).

(c) If 0 ¢ C%, S is increasing at ag if s is odd, and decreasing if s is even, then
return C$. = [ay, as) U [as, aq) U ... U [as_1,ag].

If none of the four conditions is satisfied, restart the algorithm with a larger

interval [cr, cy] and/or a larger number of grid points J.

costly, as the corresponding optimization problem only involves a single linear regression
for every candidate value of the bandwidth. This step is much less involved than, say,

leave-one-out cross validation, which would require n linear regressions for every candidate
bandwidth.

2.6.4. Choosing Smoothness Bounds. In order to compute Cg,, one needs to specify
values for the smoothness bounds By and Br. Such bounds cannot be estimated con-
sistently without imposing strong additional assumptions; and without specifying such
bounds it is generally not possible to conduct inference on # that is both valid and infor-
mative, even in large samples (Low, 1997; Armstrong and Kolesar, 2018; Bertanha and
Moreira, 2020).

Roughly speaking, small values of By and By amount to the assumption that the
respective functions are “close” to linear on either side of the cutoff, whereas for larger
values they are allowed to be increasingly “curved”. This choice should be guided by
subject knowledge, but in empirical applications there will generally be no single objec-
tively right one. We hence recommend considering a range of plausible values as a form

of sensitivity analysis. In the following subsections, we give some suggestions for how to

determine such ranges, and for how to communicate their implications. For simplicity,
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we focus on the choice of By, but the choice of By follows from analogous considerations.

We note that, as pointed out in the introduction, the need to specify smoothness
bounds arises generally with bias-aware inference, but not with other popular methods
like undersmoothing or robust bias correction. While at first glance this might seem like
a disadvantage, in effect other methods also require such bounds to guarantee approx-
imately correct CI coverage in practice.” Having to specify By and Bp is thus not a
meaningful impediment of our approach, but helps clarifying the assumptions on which

inferential statements are based.

2.6.4.1. Visualizing Smoothness Bounds. Determining whether a particular value of By
is plausible in practice requires intuition for what functions are actually contained in
Fu(By). We suggest a procedure that visualizes some “extreme” elements of Fp(By)
to convey such intuition. Specifically, our proposal is to pick functions that match the
scale of the data, and whose second derivative is equal to By near the cutoff, through
the following algorithm. Let g(X;) be a vector of basis transformations of X; and its
interaction with 1{X; > 0}, with sufficiently many entries for an OLS regression of Y;
on g(X;) to result in an erratic overfit of the data; and consider functions of the form

fy(x) = g(z) "7, where 7 solves
min D Y= g(X) ) st 19" () Yllee < By, lg"(20) "7l = 19" (—20) 7| = By,
i=1

for some zy > 0. The function sy is thus obtained by a constrained regression of Y; on
g(X;) in which the absolute second derivative is bounded by By overall, and equal to By
near the cutoff. This optimization can easily be solved via quadratic programming.

We stress that 11y is not supposed to be a good estimate of py-, but simply an example
of an “extreme” element of Fpy(By). The idea is to plot this function for various values
of By (and possibly zg) to obtain a better understanding for what kind of functions are
contained in Fpy(By). For example, one could start with a very small By, implying an
almost linear function, and then increase the value in small steps until the resulting iy
becomes implausibly erratic. Figure 2.1 illustrates this approach for a hypothetical data

set.

9For example, an undersmoothing SRD CI can only be expected to have approximately correct
coverage in finite samples if the bias is “small” relative to the standard error. With local linear estimation,
this can only be the case if the underlying function is “close” to linear, which is equivalent to its maximum
second derivative being “close” to zero. A similar point applies to robust bias correction, which in its
standard implementation can only be expected to deliver Cls with approximately correct coverage in
finite samples if the maximum third derivative of the underlying function is “close” to zero (Kamat,
2018). A researcher that reports such a CI and considers it reliable thus implicitly imposes a smoothness
bound. If that bound was made explicit, however, a more efficient CI could be constructed through a
bias-aware approach. See Armstrong and Kolesar (2020) for more details on this point.
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Figure 2.1: Examples of elements of Fy(By) for various values of By, each superimposed over
the same hypothetical data set. Examples are constructed with ¢g(z) containing splines of order
k = 2 and 50 knots on each side, and € = .1. Applied researchers can produce such graphs, and
then pick the largest value of By for which the resulting plot is empirically plausible. here the
linear case in panel (a) is given for reference, panel (b) could be seen as adequate, panel (c) as
a borderline case at best, and panel (d) would probably be considered implausible in economic
applications.

2.6.4.2. One-Sided CI for Smoothness Bound. While it is not possible to obtain a valid
data-driven upper bound on the curvature of uy, it is possible to estimate a lower bound
Ey,low for By, and to compute a one-sided CI [ESO}JOW, o0) that covers By with probability
1 — « in large samples (cf. Armstrong and Kolesar, 2018; Kolesdr and Rothe, 2018).
We recommend computing these quantities in empirical practice to guard against overly

optimistic choices of the smoothness bounds.

2.6.4.3. Rules of Thumb. While it is not possible to consistently estimate the smoothness
bounds from data, we are aware of two heuristic “rules of thumb” (ROT) that have
been suggested as a way of determining plausible values in practice. Both rules are
based on fitting global polynomial specifications sy of order £ on either side of the

cutoff by conventional least squares. Armstrong and Kolesar (2020) consider fourth-oder
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Figure 2.2: Conditional expectation function py for 7 = 1 and various values of the smoothness
bounds (solid line: By = 1; dashed line: By = 10; dotted line: By = 100).

polynomials, and propose the ROT bound Eyﬂom = SUP,cx |y 4(7)|, where X denotes
the support of the running variable. Imbens and Wager (2019) consider a ROT in which
the maximal curvature implied by a quadratic fit is multiplied by some moderate factor,
say 2, to guard against overly optimistic values, yielding §KROT2 = 25Up,cy |1y (7)].
Such rules can provide a useful first guidance to choosing smoothness bounds, but they
should be complemented with other approaches in a sensitivity analysis. We strongly rec-
ommend to always check the fit of the respective polynomial specification, and to dismiss
the ROT value if the fit is obviously poor. In Online Appendix 2.C, we compare the
properties of ROT1 and ROT2 in a simple simulation study. We argue that in “roughly
quadratic” settings the fourth-order polynomial specification that underlies ROT1 tends
to produce quite erratic over-fits of the data. This leads to vast over-estimates of the
true smoothness bounds, and corresponding CSs with poor statistical power. ROT2, on
the other hand, tends to produce more reasonable values many such setups. See also our

main Monte Carlo results in Section 2.7 for further details on this points.

2.7. SIMULATIONS

2.7.1. Setup. We now compare the practical performance of our bias-aware AR CS to
that of alternative procedures though a Monte Carlo Study. We consider a number of
data generating processes with varying curvature of the conditional expectation functions,
richness of the running variable’s support, strength of identification. Specifically, we sim-
ulate X; from either a continuous uniform distribution over [—1, 1] or a discrete uniform
distribution over {£1/15,+2/15,... + 1}; and let

Y; = (By/2)sign(X;) f(X;) + 1{X; > 0}y + 0.1 &y,
T; = 1{—(Br/2)sign(X;) f(X;) + 1{X; > 0}7p + 0.3 > P(e5)},

where (£y;, €9;) are bivariate standard normal with correlation 0.5, and f(x) = 2% — 1.5 -
max(0, |x| — .1)® + 1.25 - max(0, |z| — .6)?. The functions py and pz are then second
order splines with maximal absolute second derivative By and Brp, respectively, over
[—1,1]. Figure 2.2 shows uy for different values of By. We consider the parameter
values (v, 7r) € {(1,.2),(.5,.1)}, so that # = 2 in all settings, By € {.2,1}, and By €
{1,10,100}; and set the sample size to n = 1,000. We refer to DGPs with 70 = .1 as
weakly identified, and those with 7 = .5 as strongly identified.

We consider the performance of eight different AR CSs in our simulations: (i) our
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bias-aware CS, using the true By and Br; (ii) our bias-aware CS, using twice the true
By and Brp; (iii) our bias-aware CS, using half the true By and Br; (iv) our bias-aware
CS, using ROT1 estimates of By and Br; (v) our bias-aware CS, using ROT2 estimates
of By and Brp; (vi) a naive CS that ignores bias, using an estimate of the “pointwise-
MSE optimal” bandwidth (Imbens and Kalyanaraman, 2012, henceforth IK); (vii) an
undersmoothing CS, using n~'/?° times the estimated IK bandwidth;** (viii) a robust
bias correction CS, using local quadratic regression to estimate the bias, and estimated
IK bandwidths. In addition, we also consider the performance of eight different DM
Cls using the just-mentioned approaches to handling bias. Note that DM CIs based
on undersmoothing and robust bias correction are currently the most common CSs in

empirical FRD studies.!

2.7.2. Simulations Results. Table 2.1 shows simulated coverage rates of the various
CSs we consider for § = 2. We first discuss results for AR CSs, shown in the left
panel. With the true smoothness bounds, coverage rates our bias-ware CSs are close
to and mostly slightly above the nominal level irrespective of the distribution of the
running variable, the degree of nonlinearity of the unknown functions, and the degree
of identification strength. The slight overcoverage occurs because the function py (x) —
Our(z) is not exactly quadratic, and thus does not achieve the worst-case bias. Using
twice or half the true bounds mostly leads to minor increases and decreases in simulated
coverage, respectively. Using ROT1 for the smoothness bounds leads to over-coverage,
especially for setups with a discrete running variable. This is because the underlying
global quadratic approximation tends to severely over-estimate the smoothness bounds
in our DGPs. ROT2 bounds generally lead to good coverage except for DGPs with
By = 100, where the underlying quadratic approximation leads to severe under-estimates
of the smoothness bounds. Combining a naive approach, undersmoothing, or robust bias

correction with an AR construction leads to CSs that undercover in all DGPs we consider,

10This CS corresponds to the one proposed by Feir et al. (2016) with a particular implementation of
undersmoothing. Undersmoothing could in principle be implemented in a variety of ways, and hence the
performance of the resulting CS must be interpreted accordingly.

ANl computations are carried out with the statistical software package R. All bias-aware CSs are
computed using our own software, which builds on the package RDHonest. All other CSs are computed
using functions from the package rdrobust. A triangular kernel is used in all cases. Note that all CSs
are only well-defined if the respective bandwidths are such that positive kernel weights are assigned to
at least two (or three, in case of robust bias correction) distinct points on either side of the cutoff. In our
simulations, the IK bandwidth estimates computed by rdrobust often do not satisfy this criterion if the
running variable is discrete. We then manually set the bandwidth to 4/15, so that positive weights are
given to three support points on each side of the cutoff. We also carried out a variant of our simulations in
which we replace the IK bandwidth with the “coverage error optimal” bandwidth proposed by Calonico
et al. (2018), using again the implementation in rdrobust. The results, which are qualitatively very
similar to the ones reported in this section, are reported in Appendix 2.F.
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with the distortions being more severe (up to about 30 percentage points) for those with
larger values of By and Br.

Turning to result for DM CIs in the right panel of Table 2.1, we see that combining
a bias-aware approach with this construction does not necessarily lead to a CI with
correct coverage even under strong identification. This is because bias-aware DM Cls
only control the bias of a first-order approximation of the estimator on which they are
based. Such coverage distortions are further amplified by weak identification in our
simulations. Discreteness of the running variable does not have a strong detrimental
effect on bias-aware DM Cls in this particular setup though. Using the ROT choices
for the smoothness bounds leads to further distortions in some cases. The coverage of
DM CIs that use the naive approach, undersmoothing, or robust bias correction is again
distorted for most DGPs, with particularly severe deviations for weak identification and
large values of the smoothness constants.

To show that our bias-aware AR CSs not only have good coverage properties, but
also yield comparatively powerful inference, we simulate the rates at which the various
CSs we consider cover parameter values other than the true one. We report the results
for the DGP with (By, Br) = (1,.2) and strong identification in Figure 2.3.'? To avoid
having all 16 coverage curves in one plot, we split the results into four panels: the five
bias-aware AR CSs in (a), the three other AR CSs in (b), the five bias-aware DM Cls
in (c), and the three other DM CIs in (d). Panels (b)—(d) also show the curve for our
bias-aware AR CS with the true constants to have a common point of reference.

Panel (a) then shows that the coverage rate of bias-aware AR CSs drops very quickly
to zero away from the true parameter, except for the CS based on ROT1 (which, as
mentioned above, severely overestimates the smoothness bounds). Panels (b)—(d) show
that the coverage of bias-aware AR CSs is also below that of all competing procedures
over almost all the parameter space. This confirms that the accurate coverage of our
CSs in settings with discrete running variables and weak identification does not come at
the expense of statistical power in a canonical setup, for which most competing CS are

specifically constructed.

2.8. EMPIRICAL APPLICATION
In this section, we apply our methods to data from Oreopoulos (2006, 2008), who studies
the effects of a 1947 education reform in Great Britain that raised the minimum school-

leaving age from 14 to 15 years. The data are a sample of n = 73,954 workers who

12We focus on these results because the coverage of the true parameter is reasonably close to the
nominal level for all procedures, and thus comparison of coverage rates at “non-true” parameter values
is meaningful across CSs. Analogous plots for other DGPs are available from the authors.
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Table 2.1: Simulated coverage rate (in %) of true parameter for various types of confidence sets

Anderson-Rubin Delta Method
Bias-Aware Bias-Aware
77 By Br TC TCx2 TCx.5 ROT1 ROT2 Naive US RBC TC TCx2 TCx.5 ROT1 ROT2 Naive US RBC
Running Variable with Continuous Distribution
0.5 1 02 97.2 97.1 96.9 96.4 969 931 934 934 97.3 96.6 97.6 92.6 95.3 90.8 904 91.3
0.5 1 1.0 96.7 96.5 96.7 96.4 96.5 93.0 933 933 95.8 94.5 97.5 92.6 95.3 904 89.9 91.0
0.5 10 0.2 95.8 95.6 96.3 96.8 96.4 924 93.0 925 95.0 94.5 95.3 93.2 94.3 88.3 88.3 887
05 10 1.0 95.5 95.4 96.2 96.6 96.1 922 92.8 922 94.5 93.9 95.7 93.0 940 879 882 884
0.5 100 0.2 95.1 98.9 88.8 99.5 86.1 785 879 747 94.5 98.0 86.0 98.1 79.1 728 808 722
0.5 100 1.0 95.1 99.0 88.6 99.5 86.0 782 88.0 744 93.3 97.8 87.1 98.1 799 726 80.9 721
0.1 1 02 97.2 97.3 96.8 97.1 97.3 937 940 94.0 92.3 90.0 92.0 79.0 87.0 76.6 740 79.2
0.1 1 1.0 97.3 97.1 96.8 97.1 969 934 93.8 93.8 89.6 86.5 93.2 78.7 87.6  76.5 738 79.0
0.1 10 0.2 96.9 96.6 97.1 97.4 97.1 934 940 93.7 84.1 85.8 82.8 79.3 82.6 71.0 69.6 733
0.1 10 1.0 96.9 96.7 97.1 97.5 97.1 932 939 935 85.0 83.0 87.2 78.8 83.5 703 69.2 T2.7
0.1 100 0.2 96.3 99.2 91.5 99.6 89.7 832 91.0 79.0 83.6 96.0 65.4 92.3 544  36.7 474 37.1
0.1 100 1.0 96.4 99.2 91.7 99.6 89.8 832 91.0 79.1 82.4 94.4 72.6 92.3 58.1  36.5 474 37.0
Running Variable with Discrete Distribution
0.5 1 02 97.4 97.6 96.9 99.3 979 943 946 94.6 97.6 97.2 97.8 95.4 96.0 89.9 889 91.0
0.5 1 1.0 97.5 97.7 96.9 99.2 97.5 940 942 944 96.5 95.5 98.0 95.2 96.2 89.6 88.5 90.5
05 10 0.2 97.7 98.2 97.6 99.5 95.8 936 93.9 93.7 95.9 96.0 95.7 96.0 95.2 853 84.8 854
05 10 1.0 97.7 98.2 97.7 99.5 94.6 93.6 93.7 93.6 96.5 96.6 96.9 95.8 95.1 84.6 844 84.6
0.5 100 0.2 96.9 100.0 91.2 100.0 86.2 679 604 57.8 95.0 97.5 48.1 98.8 253 268 279 17.1
0.5 100 1.0 96.8 100.0 91.0 100.0 85.8 67.2 59.5 572 93.1 98.0 54.0 98.7 26.8 265 276 16.7
0.1 1 02 97.5 97.9 96.6 99.5 98.1  94.7 949 95.1 92.7 89.4 92.1 79.2 87.5 71.2 648 T75.6
0.1 1 1.0 97.8 98.1 96.9 99.4 97.9 945 94.7 947 90.0 86.8 93.5 78.6 88.3 705 645 748
0.1 10 0.2 98.5 99.0 98.1 99.6 96.2 945 945 94.6 82.3 88.9 78.9 75.0 86.3 559 52.6 59.9
0.1 10 1.0 98.5 99.0 98.2 99.6 953 945 945 94.6 82.7 84.7 85.0 74.9 86.8 55.8 51.8 59.6
0.1 100 0.2 97.2  100.0 93.6  100.0 91.5  73.7 66.9 63.9 94.9 96.3 94.3 96.6 89.9 68.6 69.5 653
0.1 100 1.0 97.3  100.0 93.8  100.0 91.5 732 664 63.0 95.3 96.1 96.3 96.8 91.1 68.1 69.0 64.8

Notes: Results based on 50,000 Monte Carlo draws for a nominal confidence level of 95%. Columns show results for bias aware approach with true constants (TC),
two times true constants (TCx2), half true constants (TCx.5), and with rule of thumb estimates (ROT1) and (ROT2); naive approach that ignores bias (Naive);
undersmoothing (US); and robust bias correction (RBC).



€8

(a) Bias-aware Anderson-Rubin CSs (b) Other Anderson-Rubin CSs

1.0
|
=

!

= TC (ref)
0.8 .

0.6 —

0.6 0.8

0.4

0.4 —

Simulated Coverage Probability
Simulated Coverage Probability

0.2

0.2 —

S 0.0 4
- T T T T T T
-10 0 10 -10 0 10
Parameter Value Parameter Value
(c) Bias-Aware Delta Method CI (d) Other Delta Method Cls
1.0 4 1.0 —
=, . = TC (ref)
;i 0.8 4 ;5 0.8 4 - gg“’e
2 s — RBC
S 06 < 06
g g
S04 S04
E E
= =
E 024 £ 02
0.0 0.0 7
T T T T T T
-10 0 10 -10 0 10
Parameter Value Parameter Value

Figure 2.3: Simulated coverage rates of various values of parameter values and for different types of confidence sets. Based on the DGP
described in the main text with 70 = .5, By = .2, and By = 1. Bias aware approach with true constants (TC (ref); as reference function
in all graphs), two times true constants (TCx2), 0.5 times true constants (TCx.5), and with rule of thumb smoothness bounds (ROT1)
and (ROT2); naive approach that ignores bias (Naive); undersmoothing (US); and robust bias correction (RBC).



turned 14 between 1935 and 1965, obtained by combining the 1984-2006 waves of the
UK General Household Survey. We take the effect of attending school beyond age 14 on
annual earnings measured in 1998 UK pounds as the parameter of interest. The running
variable is the year in which the worker turned 14, and the threshold is 1947. Figure 2.4
shows the average of log annual earnings and the empirical proportions of students who
attended school beyond age 14 as a function of the running variable. The RD design is
clearly seen to be fuzzy.

For reasons explained below, we conduct the analysis for both the entire data and
the subset that excludes the 1947 cohort. Oreopoulos (2006) uses a parametric approach
in which the respective dependent variable is regressed on a dummy for turning 14 in or
after 1947 and a 4th order polynomial in age. This yields the estimate f = .146 with
a 95% DM CI [—.009;.300] based on a heteroscedasticity-robust standard error for the
entire data, and § = .111 with a 95% DM CI [—.032; .255] if the 1947 cohort is excluded. '
These Cls, however, do not account for the model misspecification bias one should expect
here.

To compute our bias-aware AR CSs, we first have to determine plausible values for
the smoothness constants By and Br. To do that, we compute the ROT values, the
lower bound estimates and one-sided Cls, and various graphs of candidate functions, all
as described in Section 2.6.4. All graphs are shown in Appendix 2.E. Regarding the value
of By, inspection of the top panel of Figure 2.4 suggests that the function py should not
be too erratic. Indeed, we estimate a lower bound of Ey,low = 0 for By, meaning that the
data cannot rule out that py is linear. We also have EKROTl = .023 and §Y7ROT2 = .012,
with the fit of the underlying polynomials seeming adequate in both cases. Including also
some conservative values, we then consider [0;.04] as a plausible range for By.

Regarding the choice of By, one has to be more careful. From the bottom panel of
Figure 2.4, we see that the empirical share of “treated” students increases very slowly after
1948, but jumps sharply from 0.724 for 1947 to 0.909 for 1948. If we consider the latter
change to be natural variation in treatment probabilities, then only rather large values
of Br are consistent with the data. Indeed, we estimate a lower bound ETJOW = .158,
with a 95% one-sided CI of [0.126; c0). The two ROTSs yield much smaller values, namely
ET,ROTl = .031 and ET,ROTQ = .011. But since the fit of both underlying polynomial

13The numerical result here differ from those in Oreopoulos (2006) because (i) we use the data set
from its online corrigendum (Oreopoulos, 2008), which includes additional waves of the UK General
Household Survey; (ii) Oreopoulos (2006) considers a slightly different parameter of interest; and (iii)
Oreopoulos (2006) uses Lee and Card (2008) standard errors that are clustered by the running variable.
Kolesar and Rothe (2018) show that such clustering does not alleviate the issues caused by a discrete
running variable, but tends to produce Cls with poor coverage properties, and hence such standard errors
should not be used.
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Table 2.2: Bias-aware Anderson-Rubin confidence sets for the effect of one additional year of
compulsory schooling for various values of the smoothness bounds

By
Br 0 .01 .02 .03 .04
Panel A: Results for full data set
12 [-.239; 1.841]  [-.366; 1.953] [-.458; 2.068] [-.555; 2.183] [-.655; 2.301]
A4 [-.343; 2.395]  [-.448; 2.554] [-.569; 2.716] [-.694; 2.881] [-.824; 3.049]
16 [-.432; 3.608]  [-.591; 3.887] [-.762; 4.174] [-.941; 4.467] [-1.131; 4.767]
A8 [-.637; 10.049] [-.907; 11.152] [-1.217; 12.279]  [-1.575; 13.427]  [-1.995; 14.590]
20 (-00;00) (-00; 00) (-00; 00) (-00; 00) (-00; 00)
Panel B: Results excluding data for 1947

0 [-.108; .080] [-.152; .441] [-.237; .546] [-.313; .619] [-.386 687]
01 [-.100; .224] [-.168; 496] [-.257; 589} [-.338; .665] [-.415 3]
02 [117; .406]  [-.187; .554] [-.280; .638] [-.367; .714] [-.459: .778]
03 [-.125; .495] [-.208; .6 6] [-.307; .692] [-.400; .765] [-.489 825]
04 [-.126; .566] [-.232; .664] [-.340; .749] [.439; .814] [-.522; .879]

Notes: All CSs have 95% nominal level. Results based on 73,954 data points for Panel A and
73,954 data points for Panel B. See main text for a justification of the smoothness bounds value
considered.

specifications is poor we choose to disregard these values, and consider [.12;.2] as a
plausible range for By. The upper end was chosen because it turns out that for By > .2
our CS is always equal to the real line, and thus considering larger values would not affect
the results.

If we take the arguably more realistic position that the change in treatment probabil-
ities between 1947 and 1948 was largely caused by delayed implementation of the reform,
a more natural approach is to exclude the 1947 cohort and conduct a “donut” analysis.
We then estimate a lower bound ETJOW = 0 for By, meaning that linearity of ur cannot
be ruled out, and the ROTs yield §T7ROT1 = .013 and §T7ROT2 = .009, with the fitted
polynomial being adequate in both cases. To also include some conservative values, we
then consider [0;.04] as a plausible range for By in this donut setup.

In Table 2.2, then we report bias-aware AR CSs with nominal level 95%, separately for
the entire data (top panel) and for the subsample that excludes the 1947 cohort (bottom
panel), and for values of By and Br in regular grids over the ranges motivated above.
All CSs in panel (a) are extremely wide, in the sense that even the shortest one is much
larger than all plausible values for the return to increased compulsory schooling. This is
because treating the sharp increase in treatment probability from 1947 to 1948 as natural
variation implies that the parameter of interest is only weakly identified. In panel (b),
which excludes 1947 cohort data, and considers an appropriate range for By, the CSs

become much shorter, but they still all cover zero and many contain the full plausible
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parameter space.

Our overall preferred specification is the one that excludes the 1947 cohort, and uses
By = .02 and By = .01 (the grid values in between the respective ROT estimates), which
yields the bias-aware AR CS [—.257,.589]. This CS is almost three times as large as the
reference CS [—.032;.255] based on the parametric specification. Overall, the data are

not very informative about the returns to schooling.

2.9. CONCLUSIONS

FRD designs occur frequently in many areas of applied economics. Motivated by the
various shortcomings of existing methods of inference, we propose new confidence sets
for the causal effect in such designs, which are based on a bias-aware AR construction.
Our CSs are simple to compute, highly efficient, and have excellent coverage properties
in finite samples because they explicitly take into account the exact smoothing bias
from the local linear regression steps. They are also valid under weak identification and
irrespective of whether the distribution of the running variable is continuous, discrete, or

of some intermediate form.
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education beyond age 14 by birth year cohort. Dashed vertical lines indicate the year 1947, in
which the minimum school leaving age changed from 14 to 15 years. Size of dots is proportional
to the cohort size in the data.
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APPENDIX TO CHAPTER 2

2.A. PROOFS OF MAIN RESULTS

In this Appendix, we prove the main results from Section 2.5. We use repeatedly that,

using basic least squares algebra, the statistic Tps(h, ¢) can be written as

Fu(h,c) = Z wi(h)M;(c), wi(h) = w; (k) — w;_(h),

wiy (h) = e] Q' XK (X,/R)1{X; > 0}, Q) = iK(Xi/h)f(if({l{Xi >0}

i=1

wi—(h) = ] Q' XK (X /WI{X,; <0}, Q- = K(X;/h)X;X1{X; < 0},
i=1
with X; = (1, X;). To simplify the notation, throughout the proofs we write A,(u) =
opr(1) if sup,cx P(|An(pt)] > €) = o(1) for all € > 0 and a generic sequence A, (x) of
random variables indexed by p € F. We also drop the dependency on ¢ from the notation

for the optimal bandwidth in most instances, writing hy; instead of hps(c).
2.A.1. Proof of Theorem 2.1. We first establish the following lemma.

Lemma A.2.1. Suppose that Assumption 2.1-2.2 and either Assumption LL1 or As-
sumption LL2 are satisfied. Then the following holds uniformly over (uy,pur) € F: (i)
Wratio (har(c)) = op(1); (1) (?M(EM<C),C) —Ta(har(e),¢))/sp(ha(c), ¢) = op(1); and (iii)
(bar (s (€), ©) = bas(has(€), €)) /sar(hau (€), €) = op(1).
Proof. We first show part (i). Suppose that Assumption LL1 is satisfied. With
probability approaching 1, we have that
wi(har)? wi(har)? 1

max < max = max

ief{1,...n} 2?21 wi(ha)? ~ iefl,.n} Zj:Xj:Xi wi(har)?  ie{ln} Zj:X]:Xi X, =X}

As n — oo, the number of units whose realization of the running variable is equal to
any particular value in its support tends to infinity, and we obtain the statement of the
lemma.

Now suppose that Assumption LL2 is satisfied. First, it is easy to see that the

minimizer of c¢vi_o(ra(h, ¢)) - sar(h, ¢) must satisfy hyy — 0 and nhy — 0o as n — 0.
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Under these conditions, the bias and variance of the local linear regression estimator scale

as h3, and 1/(nhy), respectively. From the properties of the function cvy_,(-), it then

follows that hy; oc n=/°(1 + op(1)). It also holds that
wz(hM)2 ’LUZ(hM)2

max < max

’LE{l ..... n} Z] 1 w](h/M) 1 Z;=1 Zj:Z‘—l ’LUJ(]'LM)2 1:2;=0 Zj:Z‘—O wj(h/M)2 .

It then suffices to show that the first term on the right-hand side of the last inequality
tends to zero in probability uniformly over F, as the same arguments can be used to

prove an analogous result for the second term. Note that

max K(Xz/h ) [Zl Z=1 XlQK(Xl/hM)2 - X Zl:lel XZK(Xl/hM)]2
iZi-1 Z] Zj=1 K(X;/ha)? [Zl:lel XPK(Xi/hu)? = X; 25:21:1 XiK(Xi/har)]*

Treating the numerator of the right-hand side of the second line as a function of X;, it
follows from the fact that the kernel is bounded from above by Assumption 2.1 that this
function is bounded from above by a quadratic function in X; € [0, h]. The maximum of
this quadratic function is bounded by a constant multiplied by [> ;. , _; X, PR (X ha)? P+
WDz —1 XilK(Xi/har)]?. Taken together, this means that

max wi(har)”
“Z=1 Z] Zj=1 w;(har)?
<C (Zl:lel X12K(Xl/hM)2)2 + h?\/l(Zl:lel XIK(Xl/hM))2
T 2 KX )P[0 g XPE (X hn)? — X 30 XK (Xa/ b))

for some finite constant C', and for n sufficiently large. Standard kernel calculations than

yield that the numerator on the right-hand side of the last inequality is an Op(n2h3,)
term, while the denominator an Op(n®h3;) term. As nhy; — oo asn — oo, this completes
part (i).

Now consider part (ii)—(iii). Suppose Assumption LL1 holds. With a discrete running
variable, it is clear that the optimal bandwidth hj; shrinks with the sample size, but
it cannot tend to zero as it has to be greater than the support point second closest to
the cutoff in order for the local linear regression estimator to be well-defined. Further-
more, any bandwidth A between the second and third support point closest to the cutoff
implies the same local linear regression weights w;(h) for all 7. Hence any bandwidth be-
tween the second and third support point closest to the cutoff is asymptotically optimal.
Part (ii)—(iii) then follow trivially, as each expression under consideration depends on h

only through w;(h).
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Now suppose that Assumption LL2 holds. Statements (ii)—(iii) of Lemma A.2.1 then
follow as in the proof of Theorem E.1 in Armstrong and Kolesar (2020). O

We now proceed with the proof of the core statement of Theorem 1. Since 6 € CZ. if

and only if 75,(0) € C*(0), it suffices to show that for any ¢ € R

liminf inf P c)eCc))>1-—q.
n—00  (py,ur)EF (TM( ) ( )) o

Note that it follows from Lemma A.2.1 (ii)—(iii) and uniform continuity of cvy_,(+) that

[Tar (P, €) = T ()] evi-a(Par(har, )

/S\M(/ﬁM7C)
?M(hMy C) —E [?M(hMy C)’Xn] bM(hMa C)
= + —cvi_a(rrr(har, €)) + op7(1).
sy(hu, c) sy (har, ) Vima(rar(har €)) rr(l)

We now apply Lyapunov’s CLT to show that (Tas(har, ¢) — E [Tar(har, €)| X)) /Saa(har, €)
converges in distribution to a standard normally distributed random variable, uniformly
over (uy,pur) € F. Specifically, let C' be a positive constant, let § > 2, and recall that
Tar(har,¢) = >0 wi(har)M;(c). Lyapunov’s CLT can be applied conditional on X, since

zm[|wi<hM><Mi<c>—E[Mi<c>|xn1>|‘5rxn]}<l, o ()l

n—oo

(\/Z?:l w’i(hM)QO—]Z\/[,i>6 i=1 ( Z?:l wi(hM>2>6

0—2
< lim C' max ( [wi(far)| ) =opr(1)

T n—oo  i=l,.n Z?:l wz(hM)2

by Assumption 2.1(i)—(iii) and Lemma A.2.1(i). Standard arguments then yield that

lim
n—oo

lim inf( inf  P(ra(c) € C*(c))

n—0o0 (I’I’YHLLT)E‘F
bM(hM, C)

SM(hM, C)

— inf P(’S—i—
e€F

(MY 9,LLT)

< cvialruliunc) ) ) =0

with S a generic standard normal random variable. The statement of the theorem now

follows from the definition of the critical value function cvy_,(-) if

sup ’bM<hMac)/SM<hM7C)’ < TM(hZ\/DC)'
(uy ur)EF

Note that Armstrong and Kolesar (2020, Theorem B.3) show that the last statement
holds with equality if puy and pur have unbounded domain. In our setup, we only have

a potentially weak inequality because pr is naturally constrained to take values in [0, 1],
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and the supremum is thus taken over a smaller set of functions. This completes our

proof. ]
2.A.2. Proof of Theorem 2.2. To simplify the exposition, we emphasize the depen-

dence of various estimators on ¢ in our notation, but suppress their dependency on the
bandwidth h (which does not depend on ¢ under the conditions of this theorem). The
CS C&(h) is given by the set of all values of ¢ satisfying

Y(c) <0, where (c) = |7y — cTr| — cvi_a(Tum(c))sm(c).

The function 9¥(c) is continuous in ¢, as cvi_4(+) is a uniformly continuous function,

1/2 and the worst case bias

and both the standard error Sy/(c) = (5% — 2¢sry + ¢?5%)
bar(h,¢) = —(By +|c|Br)/2- > wi(h) X? - sign(X;) are continuous in c¢. Moreover, the
term cvy_o(Tar(c))Sar(c) is also strictly convex in ¢, because both the standard error and
the worst-case bias are convex in ¢ and cvy_,(+) is strictly convex and increasing. The
shape of C2(h) is then determined by the roots of ¥(¢). While one can in principle solve
analytically for the roots of ¥(c), doing so is very tedious.

To prove the theorem, it suffices to show that the function ¥(c) always fits into one
of the following four categories: (i) ¥(c) < 0 for all ¢; (ii) ¥(c) has two roots, and there
exists ¢* > 0 such that ¥(c) < 0 for all |¢| > ¢*; (iii) ¥(c) has two roots, and there exists
¢* > 0 such that ¥(c) > 0 for all |¢| > ¢*, and (iv) ¥(c) has one root. Then C2(h) = R in
case (i), C2(h) = (=00, a1] U [ag, 00) for some a; < ay in case (ii); and by C2.(h) = [a1, as)
for some a; < ay in case (iii), and C2(h) = (—o0, as] or C2(h) = [a;, 00) in case (iv). We
now go through a number of case distinctions.

If 7r = 0, then |7y — 77| is a constant function in ¢. As cvi_,(Tas(c))Sa(c) is strictly
convex in ¢ and unbounded, ¥(c) must be either of form (i) or (ii). We threfore suppose
that 7r # 0 from now on , and write § = 7y /Tr . Since 19(5) < 0 by construction, the
function J(c) cannot be strictly positive. As |7y — ¢7r| is a piecewise linear function and
cvi_o(Ta(c))sa(c) is strictly convex, the function ¥(c) can also have at most two roots
for ¢ < @, and at most two roots for ¢ > . If it does not have any root, J(c) is of the
form (i).

Let us first assume that lim. ., ¥(c) # 0. It follows from basic algebra that there
exists some ¢* sufficiently large such that sign(d(c)) = sign(¥(—c)) = 1 or sign(¥(c)) =
sign(¥(—c)) = —1 and 9J(c) # 0 for all ¢ > ¢*. The function J(c) therefore cannot
have one or three roots; so it must have either four roots or two roots or none. If
sign(d(c)) = —1 for all |¢| > ¢*, which means that |7y — ¢7r| > cvi_o(Ta(c))sa(c). The
function cvy_(7a(c))Sa(c) intersects once with the function |7y — ¢7p| for ¢ < f, and

once for ¢ > 6. Therefore Y(c) must be of form (iii) in this case. If sign(d(c)) = —1 for
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all |c| > ¢*, the above reasoning only yields that 9(c) has at most four roots. However,
note that for |¢| — oo the absolute value of the first derivative of cvi_,(7(c))Sp(c) with
respect to ¢ converges to some constant w, and that for any value of ¢ € R the expression
sign(c) - (evi—a(Tar(c))Sp — |s + @ - ¢|) converges to a constant. Choose ¢ such that the
latter constant is zero, and set o(c) = |¢ + wc|. By construction, p(c) intersects with
|7y — ¢Tr| twice either for ¢ < f or ¢ > 0. It also holds that o(c) < cvi_o(7(c)) - Sp(c) for
all ¢ by strict convexity of cvi_,(7(c)) - Sar(c). This reasoning implies that 9(c) can have
at most two roots, and must be of form (ii) in this case.

Now suppose that lim. 1. ¥(c) = 0, which is an event that only occurs if 7p =
+evi_o(rr(c)) - Sr(c). Tt then follows from strict convexity of cvi_,(7Tas(c))Sa(c) that
Y¥(c) cannot have three roots. ¥(c) is therefore of form (i) if it does not have any root,

and otherwise of form (iv). This completes the proof. O

2.A.3. Proof of Theorem 2.3. We begin by giving a formal description of a bias-aware
DM CI. Recall the definition of U; from Section 2.3.2, and let by (h) = E(7y(h)|A,) and
su(h) = V(7 (h)|&,)Y? denote conditional bias and standard deviation, respectively, of

the SRD-type estimator 7;(h). Exploiting linearity, one can write

n n 1/2
bu(h) = Zwi(h)(MU(Xz‘) —7p) and sy(h) = (Z wi(h)QO-IQJ,i) :

where uy(z) = (uy(z) — 7v)/7r — 7v(pr(z) — 77)/7% is a linear combination of the
functions py and pp, and a?m = V(U;|X;) is the conditional variance of U; given Xj.
Since the bias depends on (py, pir) through the function py € Fy(By /|| + |7v|Br/72)

only, its “worst case” magnitude over the functions contained in F? is

sup  |by(h)| = BU(h)

(wy ur)eF?

77| T%

1 ( By |rv|Br\ <« 9.
5 ( ;wi(h)xi sign(X;).

An infeasible bias-aware DM CI is then given by
e8 = [(h) % evia (bu (her) /v (her)) su (o)

where hy = argmin,cvi_, (bu(h)/su(h)) sy(h) is the bandwidth that minimizes its
length.

Making this CI feasible would requireAthree main modifications. First, replacing the
unknown bias bound with an estimate I_)U(h) which replaces 7v and 7 with feasible
estimates (obvious candidates would be local linear estimates 7v = Ty (gy) and 7p =

7r(gr) based on preliminary bandwidths gy and gr). Second, replacing the standard
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deviation sy(h) with a valid standard error (this could be achieved as in Section 2.6.1,
using estimates U; = (Y; — 7y )/7r — 7y (T — 7r)/72 of the U;). Third, replacing the
bandwidth hy with a suitable empirical analogue (such as an adaptation of the restricted
plug-in procedure described in Section 6.2). Since such modifications can be shown not to
affect the asymptotic coverage properties of the CI under standard additional regularity
conditions, we simply base our result on a comparison of C and C}.

To prove Theorem 2.3, we now make the dependence of quantities like hy/(c) on ¢
again explicit in our notation. We begin by noting that the events 6 € C% and 8™ € C¢

occur if and only if

0(h) — 6™ (z;U(hU>)
T solhy) | Vi <0 A.29
5U<hU) ! SU(hU) ( )
Tar(Rar (00, 00))] Bar(har (0™), 9
Vi~ < A2.1
and sar (i (000, 000y~ 1 sy (g (00, 600 ) = 0, (A.2.10)

respectively. Since the left-hand sides of the last two displays are both approximated by
a constant plus the absolute value of a normal random variable with variance 1 in large
samples, it suffices to show that the difference between the respective left-hand sides of
the last two displays converges to zero in probability, uniformly over F°. To show this,
note first that standard delta method arguments yield that the left-hand side of (A.2.9)

is equal to

70 (ho) — kn=2/7] by (hy)
su(ho) S (SU(hU)) *orzs(l)

Next, note that U; = M;(0)/7r, and that we thus have that
. T (h, 0 sm(h, 0 - bar(h, 0
oy = 20 g gy = O gy - RO

T |7—T|

for any A > 0. Substituting these identities into the definition of Ay, we also find that

SM(h,H) |’7'T|

= arg min, cv w s —
= arg hCV1_q (sM(h,Q)) m(h,0) = hy(0).

hy = argmin,cvy_, (

The left-hand side of (A.2.9) is thus equal to

]?M(hM(Q), 9) — TTKH_2/5| — vy (l_)M<hM(9), 9)
sM(hM(G),H) -
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Now consider the term on the left-hand side of (A.2.10). By simple algebra, we have that

bar(h, 0™ =bas(h, 0) + n=2°|k|br(h),
sar(h, 0™) = sar(h, 0) +n=2/%|k|(s7(h) — 28r0).7(R)),

with Sy r(h) = o0, ’wi(h)ZO'M(g)’T’i)l/Q a conditional covariance term of the same
order as sp(h). These identities imply that evaluation at 8™ does not change the leading
terms of the (conditional) bias and the standard deviation (which are of order h? and
1/v/nh, respectively) relative to evaluation at 6. Since the leading term of hy(6) is
a smooth transformation of the leading terms of the bias and standard deviation, this
means that hpr(0™) = hp(0)(140prs(1)). Arguing as in the proof of Lemma A.2.1, the
left-hand side of (A.2.10) is thus equal to

’?MULM(Q),Q) —TTHTL_2/5’ — vy (Z_)M<hM(9),(9)
SM(}LM(G),Q) @ SM(hM(Q),Q)

which completes the proof. ]

>+%ﬁm>

2.A.4. Proof of Theorem 2.4. We split the proof into two parts, and first show that

This part is similar in structure to that of Abadie and Imbens (2006, Theorem 6). To
simplify the presentation, we suppress the dependence on ¢ of various quantities that
appear in this proof. For example, we write 52,(hy,) instead of 5%,(has(c),c), etc. We

also define

7 h’ - n )
@(har) Ei—l wi<hM)2012\4,i

=1,...,

and Y1, qi(hM) = Op’].‘( ) by the same arguments as in the proof of Theorem 2, and the
fact that the variance terms U?W are uniformly bounded and bounded away from zero,
respectively.

The proof for the case that Assumption LL1 holds is rather straightforward. As we the
kernel has compact support by Assumption 2.1, and h,; is bounded as a function of n, the
number of support points at which ¢;(has) > 0 is finite. It follows that Y " , 1{X; = =}
tends to infinity for all support points = with ¢;(hy) > 0 if X; = x. Moreover, it holds
that

max |0Mz 0Mz| OP,]:(]')‘
7 ql(h]\/j >0

Since Y, qi(ha) = Opr(1) and ¢;(ha) is positive, the statement of the theorem then

95



follows because

/\2
S (hat ~2 2

(h L 3l <  ma i(har) =0 1
52 (har) ‘ (M)<O-M,’L O-M,’L) —qu(hMX>0’0-Mz UMJ ;—1(1 M) pr(1).

Now suppose that Assumption LL2 holds. In this case there are no ties in the data,
and each unit has exactly R, = R nearest neighbors, with probability 1. We thus de-
fine the R x 2 matrix X_; = (X,’,l, . 7557{3)/7 where 71,...,rg are the indices of the
R nearest neighbors of unit 7, and X; = (1, X;), let H; = X;(X',X_;)" X/, and write
v (X;) = )?i()?’_i)?,i)_l)?’_iej with e; the jth R-dimensional unit-vector. With W; a

generic random variable, we also write W; = W; — 3" v;(X;)W;. In the following, we

JER;
use repeatedly that

douX) =1, D o(X)(X; - X;) =0, and Y v;(X;)* = H;,

JER; JER; JER;
which follows from basic algebra. Next, note that the variance estimators Gﬁh, i =
1,...,n, are all well-defined with probability one, as the running variable is continuously
distributed with a bounded density function. Also, recall that M; = Y; — cT;, that
E(M;|X;) = pm(X3) = py(X;) — cur(X5), put €5 = M; — up(X;), and note that e; =
ey —cer; = (Yi— puy (X;)) — (T — pr(X;)). The variance estimators can then be written

as

~2 2
M. 1
A2 _ 7 _ bt . R . . .
M”L - 1 + HZ - 1 + HZ (/’LM(XZ) + € EER: U] (Xz)el)
J i

It then suffices to show the following:

qu'(hM)(Uzzw,z‘ E[637:X0])| = op#(1) and (A.2.12)

ZQi<hM)<3]2\4,i —E[G3,| X)) | = op#(1), (A.2.13)

We begin by noting that (A.2.12) follows from the triangle inequality and the fact
that Z?:l qZ(hM) = OR]:(]_) if

max. |03 — E[05:] 2] = opr(1). (A.2.14)

.....
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To show (A.2.14), note that

2
1 -
£ ] = g | () e - Xt ) ,

JER;
1 o
=15 Fing (X +UMZ+ZUJ )oir;
v JER;
2 1 2
:0M7i+1+H —I—Zvj O‘M] O'M,Z-) .
JER;

Here the second equality holds because €; and ¢; are independent if ¢ # j, and are
zero in expectation; and the third equality holds because 3. p v;(X;)? = H;. As the
running variable density is uniformly bounded away from zero, it follows from the proof
of Theorem 6 in Abadie and Imbens (2006) that

Tmax = max max |X; — X,| = opr(1). (A.2.15)

i=1,...mn r€R;

Since 012\“ is uniformly Lipschitz continuous with some constant L, by Assumption 2.1,

we then have that

max T H <Z 0;(X:)* (o3 — 0%71-)) < LoTmax max y (Z v (X )

+ JER;
H;
< LoZmax max i = opr(1).
To show (A.2.14), it thus only remains to show that
1 o 9
max T Lo (Xi)" = opr(1). (A.2.16)

To do so, note that

i€{l,...,n} ieR,
1
FL b, X»?))
1 .
= e 3 0 (0 (6 (X - X
2 ie{l,...,n} e
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Here the first equality follows from a second order expansion, with X” some value between
X; and X, where j € R;; and the second equality follows as }_ . p v;(X;) = 1 and
>jer, Vi(Xi)(X; — X;) = 0. We then find that

,,,,,

Here first inequality follows from Cauchy-Schwarz as the cardinality of R; is R; and the
second inequality follows as all the terms of the sum are positive, p” (X”)2 is bounded
by B3, and (X; — X;)* <z} for all i and j € R;. The final equality follows because
> jer, Vi(Xi)? = Hy, and Hy/(1+ H;) < 1foralli € {1,...,n}, and #may = op#(1). This
completes the proof of the statement (A.2.12).

To show that (A.2.13) holds, write g;(ha) = qi(har)(1 + H;)™'. Note that since
|Gi(har)] < |qi(har)l, it follows from Theorem A.2.1 that max;—y ., ¢;(ha) = opr(1) and

Yo Gi(har) = Opr(1). We write this quantity the sum of five terms:
> ai(han) (@3, — B3] X))
i=1

= Z Gi(har) (€7 — o3py) + Z Gi(har) Y 02(X)( — o)

JER;

+23 Giha)es > v(Xi)e; +2  Gilhan) Ty (Xi)es
=1 =1

JER:
=23 Gl (X0) Y vi(Xi)e;
i—1 JER;

= Gl +GQ+2G3+2G4+2G5

It is easy to see that these five terms all have mean zero conditional on &,,. It thus suffices
to show that their second moments converge uniformly over the function class F to zero.
In the following derivations, we write C' for a generic positive constant whose value might

differ between equations.
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For the first term, we have that

.....

.....

We now turn to the second term, and note that by independent sampling

V(Ga|Xy) ZZQZ han)@i(har) > D vR(X)0H(X)E [(€7 — 03y, (€7 — 02 p) | K]

=1 I=1 JER; kER,

=3 > @lhn)@(hu)

=1 [:R;NR;#D

ST RX)RXDE[(2 - 03,)(€3 — 03,18

JER; kER,
<Z Z hMQz hM ZZUkXZ [(8 —O'M]) |X}
i=1 [:R;NR;#D JER; kER,

Using that ¢; has bounded fourth moments, that -, o vi(X;) = H;, and that H;/(1 +
H;) <1forallie{l,...,n}, we further deduce that

V(Ga| X)) < CD qilha) Y ().
i=1 I:R;NR#£D

Finally, note that the cardinality of the set {l : R; N R; # 0}, which contains the indices
of those units that share at least one common R-nearest neighbor with unit ¢, is bounded

by 3R + 1 (this can be seen through a simple counting exercise). We thus have that

<G2|X <Cqu hM 3R+1) ) r{nax }qj(hM) —0p]:<1)
i=1 JEU
We now consider the third term, which satisfies
V(Gs|X,) ZZ% (har) gk (har) Z Z v (Xy)v(zg)Eleie jener| Xnl.

=1 k=1 JER; IER

To proceed, note that E[e;e 65| X),] = 0 unless the four indices involved in this expression
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can be grouped into two pairs that each have the same value. This means that

V(GslX) <CY | D @lhar)®u(X)* + Y Gllan)@y(har)vi(X;)v;(X,)

i=1 \jeR; JER;MER;
< C maX qz hM Qz hM Xz 2
s, 3000 2 z 0

=C maX Q’L hM qu hM

= 1).
ie{1,..., OP’]:( )

For the fourth and fifth term, we can use arguments similar to those used for the three

previous terms to show that that

V(G| X)) < CBY b Y Gi(har)” = opr(1);

=1

max

< ; =
V(Gs|X,) < CB3xl ‘Er{rllax (qz (har) > qu ha) = opr(1).
This completes the proof of the statement (A.2.13); and thus (A.2.11) holds, as claimed.

In the second part of our proof, we show that

Sar(har) = Sas(har) (1 4 0pr(1)). (A.2.17)

Equations (A.2.11) and (A.2.17) then imply together the statement of Theorem 2.4 and
thus the proof is completed.

First suppose that Assumption LL1 holds. Equation (A.2.17) follows trivially in this
case similarly to the arguments of Lemma A.2.1.

Now suppose that Assumption LL2 holds. Statements (ii)—(iii) of Lemma A.2.1 then
follow from arguments analogous to those in the proof of Theorem E.1 in Armstrong and
Kolesar (2020). A similar line of reasoning can be used to show Assumption 2.2(iv). We
describe the latter argument in detail. Since s3,(hy) = Op((nhy)™!), it suffices to show
that

nhar (33 (har) = 53 (har)) = op #(1).

To do so, write 7j; = 03, — E[67,,|A,], and note that

n

8y(har) = 834 (har) =Y (wi(har)? — wilhan) )i + > (Wh(har) — w?(har)JE[G3 ;| ).

i=1 i=1

Above, we showed that max;—i,._, |03, — E[},,|X]| = op#(1), and by assumption the
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conditional variance terms o3, are bounded. We thus only need to show that

nhz wi(ha)® — wi(har)?| = opr(1), (A.2.18)
nh Z(wi(ﬁw — w;(har)?)i| = opr(1). (A.2.19)

We show this using arguments analogous to those used in the proof of Theorem E.1 in
Armstrong and Kolesar (2020), the main difference being that in their proof the analogue
of 7; is i.i.d., whereas in our case these terms are generally not independent. By the
triangle inequality, it suffices to show that both (A.2.18) and (A.2.19) hold with w ;(-)?

replacing w;(+)?, as the same arguments apply to w_;(-)?. These weights can be written

as
1
W () = (e ma(h),  where
-1
1 -~ -~
olh) = <_h 2 K<Xi/h>xgxi> e, Wilhar) = K (Xi/h)2XIX/ (nh).
n :X; >0
Let || - || be the Li-norm of a vector or a matrix. By the triangular inequality, it follows

that the left-hand side of (A.2.18) is bounded by

((2 o)l + llp(har) = e(han)l) D lb(han)ll + lle(adl* > Hwi(ﬁM)—wi(hM)ll)

lZlZI ’LZl::l

x lo(har) — @ (har)-

As shown in the proof of Lemma E.1 in Armstrong and Kolesar (2020), this term is of

the order op #(1). Moreover, equation (A.2.19) is bounded by
[l (han) 1121 Z(l/fn(xi, har) = n(@i, hor) )0l |+
i=1

ln(Par) = @n(har)] <2H90n(hM)HH D alis har) = (i, ha)|
i=1
S e an)l (llpu(har) = enlhan)l + 2||so<hM>\|)> .
i=1
By Lemma E.1 Armstrong and Kolesar (2020) it follows that ||p(has)]|> = Op (1) and

ng(ﬁM) — @(hy)|l = opr(1l). It therefore suffices to show that || Zi;zi:1(wi<ﬁM) -
Yi(har))1ill = opr(1). The elements of ¢);(h) are given by the function g(z) = 2"K ()"
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for v, w € {0,1,2}. We therefore show that for all £ > 0

Vil 7 (g(Xi/ (shar)) = 9(X:/har))

i:Z;=1

lim lim sup P ( sup > 5) =0. (A.2.20)
s€|

020 n—oo 1-8,1+4]

For 0 small enough, it holds that for s and s in a neighborhood of 1, and C' a positive

constant that can take different values at different occurrences, that

E ( S (g(Xi/shar) - g(Xi/ghM»ﬁi)

< 3 (0 (shan) — 90X,/ Gl
<|1/s— 1/'§|2n0 > 1{Xi/hy < C}. (A.2.21)

Here the first inequality holds because 7; has a finite second moment, Cauchy-Schwarz,
and the fact that for all ¢ the cardinality of the set of indicies j such that 7; contains
data points that are also used in 7); is bounded by a finite constant (this is shown in the
proof of Theorem 2.4). The second inequality then holds because the function g(-) is
Lipschitz continuous and the kernel is bounded from above with compact support. For n
large enough, the term in (A.2.21) is bounded by |1/s — 1/5|? times a constant that does
not depend on the sample size. Equation (A.2.20) then follows from Example 2.2.12 in
van der Vaart and Wellner (1996). This completes our proof. ]

2.B. MORE GENERAL BANDWIDTH CHOICES
In the main body of the paper, the local linear regression estimators 7y (h,c) = 7y (h) —
c7r(h) on which our bias-aware AR CSs are based use the same bandwidth on each side
of the cutoff, and also the same bandwidth for estimating 7y and 7p. It is also imposed
that the second derivatives of py and pr are bounded in absolute value by the same
respective constant on either side of the cutoff. These features can all easily be relaxed.

In particular, we can define a more general Holder-type class of functions as

Fu (B, B-) = {filz)l{z = 0} = fo(e)H{z < 0} : [[f{lle < By, 1follee < B-},

define the class F(By, B_) similarly, and then seek to obtain bias-aware AR CSs that
are honest uniformly over (uy, jur) € Fy(By,, By_) x Fo(Br,, Br_), based on the local
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linear regression estimator

n n

Fulh ) =Y (wis(hyy) —wi_(hy))Yi— ¢ (wis(hrs) — wi_(hr-)) T,
i=1 i=1
where h = (hyy, hy_, hy 1, hy_) is a vector of side- and function-specific bandwidths, and
the weights w; (h) and w; _(h) are as defined in the beginning of Appendix 2.A in the
main body of the paper. With such a setup, the explicit expression for the bound on the

absolute value of the conditional bias of Ty (h, ¢) is

- B B
bM<h7 C) Y+ sz+ hY+)X2 |C| T+ sz—l- hT+)X

BY |C|BT—
+ N Z wi—(hy_) X7} + Ty Z w;,—(hr-) X7,
i=1 i=1

and the conditional standard deviation of 7/ (h, ¢) is

su(h, c) = (Z (wi s (hyy) = wi—(hy ) oy, + Y (wig (hry) — w; (b)) o7,

=1 ) =1 "
—QCZ (wi g (hy4) —wi —(hy-)) (w1 (hry) — wi - (hr-)) 0YT,¢> ;

with o3, = V(Y;|X;), 07, = V(T;]X;), and oy, = C(Y;, T3] X;) being conditional variance
and covariance terms. A feasible standard error sy, (h, ¢) can be obtained by substituting
nearest-neighbor estimates of the latter terms into the above expression for s (h,c).
Letting hys(c) be a feasible estimate of hy(c) = arg ming,evy_q (ras (b, ¢)) - sp(h, ¢), with
rar(h, c) = bas(h, c)/sp(h, c), a generalization of our proposed bias-aware AR CS for § is
then given by

C = { et ParlBa (), O] < evia(Fur(Barle), €))5nr(Bas(e), ) }

A theoretical analysis of this CS would follow arguments that are fully analogous to
those in the analysis of the CS in the main body of this chapter, which only uses a single
bandwidth, and would yield fully analogous results.

2.C. PROPERTIES OF RULE-OF-THUMB SMOOTHNESS BOUNDS
In this appendix, we study the properties of two data-driven rules-of-thumb (ROT) for
selecting the smoothness constants By and Bp, which are both based on fitting global
polynomial specifications on either side of the cutoff. For simplicity, we focus on the

case of By, but the arguments apply analogously to the case of By. To describe the two
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50 4
— ROT2 — ROT2
40 -

40

Figure A.2.1: Mean (dots) and interquartile range (bars) of simulated ROT1 (black) and ROT2

(red) “rule-of-thumb” estimates of bound on absolute second derivative for o2 € {0,.1,...,1}
2

and py (z) = 22 (left panel) and py (z) = 22 — 2* (right panel)
methods, let gp(z) = (1,2,...,2% 1{z > 0},1{z > 0}z,...,1{z > 0}2%)" be a vector of

polynomials, define the function

fiv(z) = gr(x) Ak, with 3, = argmin, Z(Yl — gr(X:) )%,
i=1
and write X for the range of the realizations of the running variable.Armstrong and
Kolesar (2020) then consider fourth-order polynomials, and propose the ROT value

Byror1 = sup |fiy4(z)|.
zeX

Imbens and Wager (2019) mention a ROT in which the maximal curvature implied by
a quadratic fit is multiplied by some moderate factor, say 2, to guard against overly

optimistic values, yielding the rule-of-thumb value

Byrot2 = 2sup |fiyo(z)|.
reX

We refer to these estimators ROT1 and ROT2 in the following. In principle, we would
like any such rule to be close to the true smoothness bound, but not to underestimate
it, so that the resulting CS has high power and correct coverage. Both Armstrong and
Kolesar (2020) and Imbens and Wager (2019) caution that the respective rules cannot be
expected to provide universally good smoothness bounds, and should rather serve as a
first guidance that is complemented with other approaches in a sensitivity analysis.

To get a better understanding of the relative properties of these two rules, we conduct
two small Monte Carlo experiments in which the conditional expectation function is either

py (z) = 2% or py(z) = 2* — z*. With each function and each o2 € {0,.1,.2,...,1}, we
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conduct 10,000 runs in which we simulate n = 1,000 realizations of (Y;, X;) according to
YVi=py (X)) +e&, Xi~U[=1,1], &~ N(0702)7 Xile,

and calculate both ROT values. If py(x) = z?, the true smallest upper bound on the
absolute second derivative is By = 2, whereas if uy (z) = 22 — 2*, we have that By = 10.
In both cases, the corresponding values of “population R squared”, defined as R? =
V(py (X;))/V(Y), are also within the range typically encountered in empirical studies.

We start by considering the case py(z) = 22, for which both a second and a fourth
order polynomial obviously constitute a correct specification. It thus holds in this partic-
ular case that EY,ROTl 2 By =2 and BY,ROTQ 2 9By = 4 as n — co. That is, ROT1
consistently estimates By here, while the probability limit of the ROT2 exceeds the true
smoothness bound by a factor of two. A priori, one might therefore expect ROT1 to per-
form better than ROT2 rule in this setup. Our results, summarized in the left panel of
Figure A.2.1, show that this is not the case. The distribution of ROT1 depends strongly
on the error variance, and except for very small values of o2 the methods tends to produce
vast over-estimates of By. For 02 = 1, for example, the average across simulation runs is
33.58, which exceeds the true bound by a factor of almost 17. ROT1 is also quite volatile,
which can be seen from its large interquartile range. ROT2, on the other hand, is much
less affected by changes in the error variance: its mean across simulation runs increases
from 4.01 for o2 = 0.1 to only 4.74 for 0 = 1, and its sampling variability is rather small.

Now consider the case uy (z) = 22 — %, for which fourth order polynomial is clearly a
correct specification. Indeed, a second order polynomial is particularly inadequate here, as
the true function oscillates on either side of the cutoff. We have that EyROTl 210 = By
and EY,ROTQ 29753 # By as n — oo, which means that ROT1 consistently estimates
By here, while the probability limit of ROT2 is about four times smaller than the true
smoothness bound. Our simulation results for this setup are summarized in the right
panel of Figure A.2.1. Again, ROT1 estimates are highly variable, and tend to be much
larger than the true smoothness bound. The discrepancy is not as pronounced as in
the previous setup though: for o2 = 1, for example, the average across simulation runs
is 36.86, which is only 3.6 times larger than By. ROT2 is again much less affected by
changes in the error variance: its mean across simulation runs increases from 2.78 for
0% = 0.1 to only 3.99 for 02 = 1, and its sampling variability is rather small. But due
to the severe misspecification of a second-order polynomial these values tend to severely
under-estimate the true smoothness bounds.

These results first of all stress the theoretical point that no data-driven method for

choosing smoothness bounds can be expected to work well under all circumstances. Still,
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our exercise conveys some insight regarding under which condition one rule might be a
better “first guess” than the other. Roughly speaking, the performance patterns of ROT1
can be explained by the fact that its underlying fourth order polynomial specification
tends to produce erratic over-fits if the function py (x) is rather “simple”; and there is a
non-negligible level of noise in the data (this is a general feature of high-order polynomial
regression, related to Runge’s phenomenon in the literature on approximation theory).
This is much less of an issue with a quadratic model. In practice, we therefore recommend
using ROT2 over ROT1 in settings where one believes that py is “close” to being a
“moderately” convex or concave function. If this is not the shape one has in mind there is
no obvious ordering of the ROTs, and both should be considered within a more extensive

sensitivity analysis.

2.D. EXTENSION TO FUZZY REGRESSION KINK DESIGNS
2.D.1. Description. Our approach to FRD inference described in the main body of the

paper can easily be extended to the cases in which the parameter of interest is the ratio
of jumps in the derivatives (of some order v > 0) of two conditional expectation functions
py(z) = E(Y|X = z) and pp(z) = E(T|X = z) at the threshold value zero.* The most
prominent example of such a setup is the Fuzzy Regression Kink Designs (Card et al.,
2015), where the goal is to estimate the ratio of jumps in the first derivatives of these
functions. We now sketch our extension using notation analogous to that in Section 2.4.

For a generic random variable W;, we write ,u%f(,)(x) = 'E(W;|X; = x)/(0z)" for

the vth derivative of its conditional expectation given Xj; ,u%},) L = limgyo M(Vl{/) () and

it

—

= limgq u%}(,) (x) denotes the left and right limits of the derivative at the threshold;
and Ty, = u%f/) 4 — p%?_ denotes the corresponding jump in u%,). Our parameter of
interest is 6, = 7v,,/Tr,, and the goal is again to construct CSs with correct asymptotic
coverage, uniformly in (uy, 1) over some function class F. That is, we want to construct
data-dependent sets C* C R that satisfy

liminf inf P, €C)>1—-a (A.2.22)

n—00 (uy,ur)EF

for some a > 0. We again define F as a smoothness class. Specifically, let
Fup(B) = { file){z 2 0} — fo(e){x < 0} : | [ < B,w=0,1}

be the Holder-type class of real functions that are potentially discontinuous at zero, (p+1)-

times differentiable almost everywhere on either side of the threshold, and whose (p+1)th

4We could in principle allow the two derivatives to be of of different order, but as we are not aware
of a setup that requires this we only consider identical orders here to keep the notation simple.

106



derivative is uniformly bounded by some constant B > 0. We also define the class

Flrop(B) = {f € Fup(B) : |11V — 1| > 6},

and assume that

(ur, py) € Firop(Br) X Fp(By) = F.

Our CSs for the ratio of jumps in vth-order derivatives are based on pth order local
polynomial regression, where v < p. Following standard results on the bias properties of
local polynomial regression (Fan and Gijbels, 1996), it is generally recommended to use
p =wv+1. For a generic dependent variable W;, the local pth order polynomial estimator

Twap(h) of T, is the (p + v + 2)th component of

argmingeps, Y K(X;/h) (Wi — BT (1, X;, X7/2,... . XP/ (D)), Zi, ZiXs, ... Z:XP ) (p)))?,

i=1

where K (-) is a kernel function with support [—1,1] and h > 0 is a bandwidth. It follows

from standard least squares algebra that this estimator can be written as

?W,vp Z va 7 z> va,i(h) - va,i,+(h) — Wyp,i,— (h),

Wopirs (B) = € QL X K (Xi/W)1{X, > 0}, Qi = Z K(X;/h)X,: X, . 1{X; > 0},
Wi (h) = €)1 QL X K (X /WX, < 0}, Qp- = > K(Xi/h)X,,; X, 1{X; <0},

with X,; = (1, X;, X2/2,...,X?/(p!))T. We then obtain a bias-aware AR CS for 6, by
collecting those values of ¢ for which an auxiliary bias-aware CI for 7, (¢c) = Ty, — cTry
contains zero. To describe the construction, denote the conditional bias and standard
deviation of Thsup(h,€) = D0 wypi(h)M;(c) given X, = (Xi,...,X,)" by baryp(h,c) =
E(Tr.p(h, €)| X)) — Tarup(c) and syrap(h, ) = V(Tarup(h, ¢)|X,) 2, respectively. These

quantities can be written more explicitly as

bMvp h C Zvaz ,uM quc) (Mg\fl})—f—( ) Mg\? ( ))

1/2
smup(h, €) (Zwvm o3p(c )) )

with o3, ,(c) = V(M;(c)|X;) the conditional variance of M;(c) given X;. The bias depends

on (uy,pr) through the transformation ug\? = ug/v) c- ,ugf ) only, and /vcgf c,ug? )
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Frvp(By + |¢|Br). Our main contribution is to show that one can bound by, (h, ¢) in

absolute value over the functions contained in F by

n

- _ By + |C’BT +1 .
SUp  |barep(h, )] < barep(h, €) = (1P ————5— ) wipi(h) X7 sign(X),
(wy mr)EF ' ' (p+ 1! ; "

(A.2.23)

assuming only that A is such that positive kernel weights are assigned to at least (p + 1)
data points on either side of the threshold. An infeasible bias-aware AR CS for our

parameter of interest 6, is then given by

C;Xp = {c [Tasop(har,p(€), 0)| < eVia(rarwp(harwp(c), €))sarp(Parup(c), )}

where hy.p(c) = argming,cvy—o(7ar.0p (R, €))Sarwp(hy ) is again the efficiency-maximizing
bandwidth and 7y ,p(h,¢) = baswp(h, €)/surup(h, c) the “worst case” bias to standard

deviation ratio. We can then establish the following result.

Theorem A.2.5. Suppose that Assumptions 2.1 and either LL1 or LL2 hold. Then Cy,
is honest with respect to F in the sense of (A.2.22).

It is also straightforward to obtain an analogous result for a feasible version of Cj, that
uses a valid standard error and an estimate of the optimal bandwidth, under appropriate

regularity conditions.

2.D.2. Proof of Theorem A.2.5. The result follows from the same type of arguments
as those used in the proof of Theorem 1 for the FRD case. The only step that requires
particular attention is establishing the validity of the general bias bound in (A.2.23), as
Armstrong and Kolesar (2020, Theorem B.3) give an explicit expression for the special
case p = 1 and v = 0 only. We first prove a preliminary result. Let x = {xo, z1,..., 2},
with 0 <29 <21 < ... < < hand k > p, be a generic set of at least p + 1 constants
from the interval [0, k), write x_; = x \ {x;} for the subset of x that excludes its ith

element, and define

k
5Up(t7 X) = Z va,i,-i—(h: X)l{iz > t}(xl - t)p7
i=0
where wy,; +(h, x) are local polynomial regression weights analogous to those defined
above, but with y taking the role of the data &,,. Put differently, the term va(t, X) is
the (v + 1)th coefficient in a weighted least squares regression of 1{z; > t}(x; — t)? on

2 P
(Lzg,xs,...,x

[t

)T. This term is well-defined as long as x contains at least p + 1 distinct

elements. We first establish the following preliminary result.
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Lemma A.2.2. Suppose that either (i) x has (p + 1) elements, all which are distinct;
or (it) x has at least (p + 2) distinct elements, and va(t,X—z') satisfies (A.2.24) for all
i=1,...,|x|. Then it holds for allt € R that

va(t,x) <0 ifp—wv odd and va(t, X) >0 if p—v even. (A.2.24)

To then establish the bias bound (A.2.23), note that the bias can be written as

bas,p(hs €) ( Z Wop,i+ (P) s (Xi, ) — Mg\%( ))

i:X;>0

- ( Z Wop,i,— () prar (Xi; €) — M%?(@) =T+ 1.
:X,; <0
Since Zz‘:Xizo Wypi+(h) X =1 and Zi:XiZO vayi’Jr(h)Xf' =0 for j # v and j < p by

standard least squares algebra, it follows that

p X;
1 . 1 ) "
Ti= ) wopusl(h) (Z XU 0.0+ [, —t)ﬂdt) — 137 (€)

:X; >0

X;
= Z () [0, (6 —

:X;>0

1
=— [ 1Vt Y weas (WX, > (X, — tydt

|
p: :X;>0

1 [ 2
_ L / W0t ) Bt 1),
0

p!

where X7 = {X; € A, : 0 < X; < h}. This expression is clearly maximized in abso-
lute value by any function gy (¢, ¢) whose (p + 1)th derivative is given by p ® +1)(t, c) =
BM51gn(ﬁvp(t X)) for t > 0.

We now construct a collection X *k of subsets of Xt with k = p+1,...,n, as follows.
Let X, ., be an arbitrary subset of p + 1 distinct elements of X (such a subset exists
by assumption), and let X +k, for k > p + 1, be the union of X', | and an arbitrary
clement of X7\ A", | Then Lemma A.2.2 implies that Buplt, X;k) satisfies (A.2.24) for
any k =p+1,...,n. Since X[ = AF, this means that sign(B,,(t, X,7)) = (=1)?"" for
all . The term 7} is thus maximized in absolute value for any function p,; such that
par(t,c) = (1P~ BytPttsign(t) /((p+1)!) for t > 0. A similar reasoning implies that T
is maximized for any function py; such that py(t,¢) = (=1)P~ By tPsign(t)/((p + 1))
for t < 0. Together, these statements prove (A.2.23). ]
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2.D.3. Proof of Lemma A.2.2. To prove part (i), note that there is always a unique
polynomial of order p that interpolates the points {(z,1{z > t}(z —t)?) },e,. We denote
this polynomial as a function of x by P(x, xx)..Our proof comes down to determining the
sign of the corresponding coefficients as a function of t. To do so, let S(k) = k+ |{z € x :
x < t}| be the sum of k£ and the number of elements of y whose value does not exceed t,
and consider subsets of x of the form x; = {z; € x 1 x; <t}U{x; € x: S(1) <i < S(k)}
that contain those elements of y whose value does not exceed t, and the k next largest
ones. That is, xo = {z; € x : x; < t}, and x; is the union of y, and the smallest
element of y that is larger than ¢, etc. We also note that if y is such that S(0) = 0,
then va(t, x) = (1P ()t clearly satisfies (A.2.24). It therefore suffices to restrict
attention to sets y such that S(0) > 0. It is also easy to see that BvS(O) (t,x0) = 0, and
hence satisfies (A.2.24). It thus remains to show that if ng(k) (¢, xx) satisfies (A.2.24), so
does B\Us(k+1)(t, Xk+1).- The statement of the lemma then follows by induction.

To show the last step, assume that ng(k) (t, xx) satisfies (A.2.24), and write the poly-

nomial that interpolates the points {z, 1{z > t}(x — t)S**D} c | as

P(x, xr+1)x" = (x —t)P(x, Xx) + lps1 H (x — x;), where (A.2.25)

TIE€EXk

Tt = (sa1) — £) (s — )P = Plaz,xa) ]

T1E€EXk

1

TS(k+1) — Ty

We can then express the EUS(kJrl)(t, Xk+1) in terms of the Eys(k) (t,xx) by comparing the
appropriate terms on both sides of equation (A.2.25). This yields that

Boset1) (s Xir1) =

( -~
Bsys) (t, Xi) + Trt ifv=295(k+1),
_tBOS(k)(t7Xk) + (=) T if v =0,
0<j<S(k)
Bio—1ys0e) (t, Xi) — tBusiiy (t, xk) + (=1)5EFD=vg 0 37 [[ zm, else.
MGMS(}C+1)—1) mseM

\

where M, is the set of all subsets M = {my,...,m,} of {1,...,S(k+ 1)} that contain
exactly v elements. Careful inspection of the last display shows that B,,S(kﬂ)(t, Xk+1)
satisfies (A.2.24) if 741 > 0. We proof this claim by a simple argument about the
number of zeros of polynomials. Let xj\0 = xx\Zo that is the set x; without its smallest
element. We note that 75,1 > 0 if

P(x, xr) < P(x, xpo U ) for all x > zgx). (A.2.26)
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To show (A.2.26), we fix some arbitrary x; > xg(;) and consider the two different poly-
nomials P(x, xx) and P(z, xpmo U 2;). These polynomials are of degree S(k) and they
intersect S(k) times at all © € xj \ xo, so that they cannot intersect for any = & xx \ Zo.

As the set x, was arbitrarily chosen, we note that by the induction argument the

intercept of both polynomials has the same sign such that
sign(P(0, xx)) = sign(P(0, xpo U 7). (A.2.27)

Using (A.2.27) together with standard arguments of polynomials and their sign as z —
+o00, (A.2.26) is satisfied if |P(0, xx)| < |P(0, Xro U 27)|. Polynomials of order S(k),
that are different from (z — ¢)*)| can have at most (S(k) + 1) intersections with the
function g(x) = 1{z > t}(z — t)°® for ¢+ > 0. This reasoning implies that the polynomial
P(x, x10 U x;) does not have any intersections with the function g(x) for < ¢, and
in particular it does not have any root for x < g, so that it has the same sign for all
0 < < xo. As P(xo, xx) = 0, we can conclude that |P(z, xz)| < |P(x, ximo U )| for any
x < xy. This completes our proof of part (i).

To prove part (ii) of the lemma, note that it follows from textbook arguments that

Bup(t, X) = Bup(t, X—s) + (1 = 1) iy (hy )6,

where ¢ = 1{z; > t}(x; — )P — > P _, va(t, X)x! is the ith regression residual and [; =
> 7—o Wipi(X)z] is the leverage of the ith observation. We now first consider the case
that B,,(t, x—;) < 0 for all 4, which implies that 3,,(t, x) < (1 — ;) w4 (h, x)€. Since
Z‘fjl Wyp,i+(h, x)& = 0 and 0 < [; < 1 for all i by basic least squares algebra, we know
that (1—1;) w1 (h, X)& < 0, for at least some 4, which in turn means that va(t, x) <0.

The same kind of argument applies to the case that va(t, X—;) > 0 for all 4. O

2.E. ADDITIONAL MATERIALS FOR THE EMPIRICAL APPLICATION

In this appendix, we provide additional materials for the empirical application. Fig-
ure A.2.2 shows the fit of the polynomial regressions on which the two ROT values are
based. The top four panel show the result for for the full data. Both the second and forth
order polynomial specification provide a reasonable fit when log wage is the dependent
variable, whereas both fits seem inadequate for the conditional treatment probabilities.
The bottom four panels of Figure A.2.2 show the fits for the data excluding the 1947
cohort. Here both polynomials seem to provide good fit for outcomes and treatment
probabilities.

To further illustrate the order of magnitude of the implied smoothness bounds on the

curvature of py, we plot examples of functions lying in the respective smoothness class
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under consideration in Figure A.2.3. The resulting functions look very similar because
of the scaling of the vertical axis, and hence we plot them again with a different scaling
in Figure A.2.4. Figure A.2.5 shows analogous graphs with the data excluding the 1947
cohort. We perform the same exercise for the fraction of people staying in school beyond
age of 14 in Figure A.2.6 with the full sample and in Figure A.2.7 with the data excluding
the 1947 cohort. We want to emphasize again that the functions plotted in Figures A.2.3—
A.2.7 are not meant to be estimates of the respective underlying conditional expectation
functions. They are examples of elements of the respective smoothness classes, and
plotted to help applied researchers understand the implications of choosing a particular

smoothness bound.

2.F. ADDITIONAL MATERIALS FOR THE SIMULATIONS

In this section, we report results from a variation of our main simulation study, in which
the procedures using an estimate of the IK bandwidth were implemented with an estimate
of “coverage error optimal” bandwidth proposed by Calonico et al. (2018). The latter was
computed using the R package rdrobust. Table A.2.1 shows the coverage rates obtained
in the main simulation (IK) for reference, and the ones newly obtained here. The values
are overall very similar, suggesting that the results regarding robust bias correction in
the main body of the paper are not driven by the details of the algorithm for bandwidth

choice.
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Figure A.2.2: Fits of polynomial specifications underlying ROT1 and ROT?2.



|
I
10 7 10 4
A =
9 o)
[} [}
g 7 2 7
g g
= =
4 4
I I I

I I I
1940 1950

1960 1940 1950 1960

Year Aged 14 Year Aged 14

Log 1998 GBP

I I I
1940 1950

I I I
1960 1940 1950 1960
Year Aged 14 Year Aged 14

Log 1998 GBP

I I I
1940 1950 1960

Year Aged 14

Figure A.2.3: Average Log Annual Earnings: Examples of elements of Fp(By) for various
values of By based on the full data set. Figure also shows 2,000 random data points.
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Figure A.2.4: Average Log Annual Earnings: Examples of elements of Fp(By) for various
values of By based on the full data set. Figure also shows 2,000 random data points. Note that

the functions in red are identical to those in Figure A.2.3. The scale of the vertical axis has
been changed to better show their shape.
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Figure A.2.5: Average Log Annual Earnings: Examples of elements of Fp(By) for various
values of By based on data excluding the 1947 cohort. Figure also shows 2,000 random data
points. The scale of the vertical axis is restricted to better show the shape of the candidate
functions.
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Figure A.2.6: School Attendance Beyond Age 14: Examples of elements of Fy(Br) for various
values of Bt based on the full data.
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Figure A.2.7: Examples of elements of Fy(Br) for various values of By based on data excluding
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Table A.2.1: Simulated coverage rate (in %) of true parameter for various types of confidence
sets

Anderson-Rubin Delta Method
IK CEO IK CEO

7p By Brp Naive US RBC Naive US RBC Naive US RBC Naive US RBC
Running Variable with Continuous Distribution

05 1 0.2 93.1 934 934 934 931 935 908 904 91.3 904 894 90.7
05 1 1.0 93.0 933 933 933 933 935 904 899 91.0 899 89.0 90.2
05 10 0.2 924 930 925 930 929 93.0 883 8.3 8.7 833 87.8 884
0.5 10 1.0 922 928 922 928 927 928 879 882 884 882 874 883
0.5 100 0.2 785 879 T47 879 907 86.7 728 808 722 80.8 829 80.5
0.5 100 1.0 782 88.0 744 880 907 8.8 726 809 721 809 832 80.6
01 1 0.2 93.7 940 940 940 940 942 766 740 792 740 70.8 755
01 1 1.0 93.4 938 938 938 939 940 765 738 79.0 73.8 710 752
0.1 10 0.2 934 940 937 940 940 941 710 696 73.3 69.6 66.7 71.0
0.1 10 1.0 932 939 935 939 940 940 703 692 727 692 66.5 70.5
0.1 100 0.2 832 91.0 79.0 91.0 932 899 36.7 474 37.1 474 535 47.6
0.1 100 1.0 832 910 791 91.0 932 90.0 36.5 474 37.0 474 53.2 477

Running Variable with Discrete Distribution

05 1 0.2 943 946 946 946 938 95.0 899 8.9 91.0 889 881 89.5
05 1 1.0 940 942 944 942 936 947 89.6 8.5 90.5 8.5 87.6 89.0
05 10 0.2 93.6 939 93.7 939 931 942 853 848 854 848 86.1 85.7
0.5 10 1.0 93.6 937 936 93.7 931 941 846 844 846 844 855 853
0.5 100 0.2 679 604 578 604 604 65.1 268 279 171 279 285 223
0.5 100 1.0 672 59.5 572 595 595 64.6 265 276 16.7 27.6 281 220
01 1 0.2 947 949 951 949 943 952 712 648 756 64.8 62.6 674
01 1 1.0 94.5 947 947 947 942 950 705 645 748 645 62.0 67.0
0.1 10 0.2 945 945 946 945 941 949 559 52,6 599 52.6 59.1 57.0
0.1 10 1.0 945 945 946 945 941 948 558 51.8 59.6 51.8 58.6 56.2
0.1 100 0.2 73.7 669 639 669 669 694 686 695 653 69.5 658 (9.4
0.1 100 1.0 732 664 630 664 663 68.7 681 69.0 648 69.0 652 68.8

Notes: Results based on 50,000 Monte Carlo draws for a nominal confidence level of 95%. Columns show
simulated coverage rates of the true constants for confidence sets based on AR and DM. The bandwidth is
chosen minimizing the MSE bandwidth and the CEO, see rdrobust for details. We consider confidence sets
based on an approach ignoring the bias (Naive); undersmoothing (US); and robust bias correction (RBC). See
main paper for details of the simulation design.
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CHAPTER 3

FLEXIBLE COVARIATES ADJUSTMENTS
IN REGRESSION DISCONTINUITY DESIGNS

with Tomasz Olma and Christoph Rothe

3.1. INTRODUCTION

Regression discontinuity (RD) designs are widely used for estimating causal treatment
effects from observational data in economics and other social sciences. In a sharp RD
design, the treatment status is determined by whether the running variable exceeds a fixed
cutoff value. Under standard assumptions, the average treatment effect at the cutoff is
identified by the size of the jump in the conditional expectation of the outcome variable
given the running variable at the cutoff. This parameter is typically estimated using
local linear regression methods, and various inference procedures have been proposed in
the literature; see, e.g., Imbens and Kalyanaraman (2012), Calonico et al. (2014), and
Armstrong and Koleséar (2020).

The standard estimator of the average treatment effect in sharp RD designs is based
solely on the outcome variable and the running variable, but in many empirical applica-
tions, researchers include additional, pretreatment covariates linearly in the RD regression
to reduce the variance of the estimates (see Calonico et al., 2019). However, linear ad-
justments in general do not fully exploit the information contained in the covariates. The
goal of this chapter is to improve upon these methods.

We propose a novel class of covariate-adjusted RD estimators. They are constructed
in two stages. In the first stage, we obtain adjustment terms, which aim at capturing the
variation in the outcome variable near the cutoff that can be explained by the additional
covariates. The adjustment terms are estimated using cross-fitting, which allows us to
use a wide range of methods in the first stage under weak conditions. We generate
a covariate-adjusted outcome variable by subtracting the adjustment terms from the
original outcomes. In the second stage, we estimate the RD parameter in a local linear
regression with our generated outcome variable.

Our proposed approach is based on the premise that in a valid RD design, the condi-

tional distribution of the additional covariates given the running variable should evolve
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continuously through the cutoff. Such a condition is inherently related to the standard,
behavioral identification arguments in RD designs, which postulate that the units just to
the left and just to the right of the cutoff are very similar in all pretreatment character-
istics.! Based on this feature, we can adjust our outcome variable by subtracting from it
essentially any function of the additional covariates without changing the RD estimand.
We can further choose the adjustment function that leads to the smallest variance of the
RD estimator in the considered class of estimators. We find that the optimal adjustment
function is given by the average of the conditional expectations of the outcome variable
just to the left and just to the right of the cutoff given the additional covariates. This
function is not known, and therefore we estimate it in the first stage.

An important feature of our proposed RD estimator is that it is very insensitive to the
first-stage estimation error, which has the following important, practical and theoretical
implications. First, we only require that the first-stage estimator concentrates, possibly
very slowly, in a mean-squared-error-type sense around some deterministic sequence of
functions. This condition is satisfied for a wide range of estimators, including parametric
estimators, classic nonparametric methods, such as local linear and sieve estimators (Fan
and Gijbels, 1996; Newey, 1997), as well as modern machine learning methods, such as
lasso (Tibshirani, 1996), random forests (Breiman, 2001; Wager and Athey, 2018), and
deep neural networks (Farrell et al., 2021). Importantly, our RD estimator is not very
sensitive to the specific choice of the tuning parameters that are required for some of the
above methods.

Second, in our asymptotic analysis, we can ignore the fact that the adjustment terms
are estimated in the first stage. Our proposed RD estimator is asymptotically equivalent
to an estimator employing the deterministic function around which the first-stage estima-
tor concentrates. As a result, existing procedures for inference and bandwidth choice can
be directly applied to the second-stage regression. Specifically, we obtain the standard
error using the nearest-neighbors method. We also argue that one can choose the band-
width and construct confidence intervals following the robust bias corrections approach
of Calonico et al. (2014) or the bias-aware procedure of Armstrong and Kolesar (2020).

We further show that if the first-stage estimator consistently estimates the targeted
conditional expectations, then our estimator is efficient in the considered class, but our
asymptotic results remain valid whether or not this condition is satisfied. Our proposed
covariate adjustments asymptotically lead to variance reductions compared to the stan-
dard RD estimator whenever the covariates have explanatory power for the outcome

variable in a neighborhood of the cutoff.

Indeed, in empirical applications, testing continuity of the distribution of baseline covariates at the
cutoff has become a standard way of assessing the validity of an RD design (Cattaneo et al., 2019).
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Our proposed procedure is related to covariate adjustments used in randomized exper-
iments to improve efficiency of the average treatment effect estimator (see, e.g., Wager
et al., 2016). This analogy occurs because RD designs are similar in nature to random-
ized experiments. In randomized experiments, comparability of the treated and untreated
units is ensured by random assignment, whereas in RD designs, it is ensured for units
close to the cutoff by continuity of potential outcomes’ distributions. Our proposed RD
estimator has a very similar structure as the augmented inverse probability weighted
estimator, which is widely used in randomized experiments. Accordingly, the minimal
variance that our estimator can achieve resembles the efficiency bound for estimation of

the average treatment effect under unconfoundedness (Hahn, 1998).

Literature. There exists an extensive literature on estimation in RD designs; see, e.g.,
Imbens and Lemieux (2008) and Cattaneo et al. (2019) for a textbook treatment. In
general, existing methods do not require covariate information, but it is standard practice
to incorporate covariates in order to reduce the variance of the estimates (see, e.g., Lee
and Lemieux, 2010, Section 3.2.3). We contrast our approach with two papers that are
most closely related to our approach.

Calonico et al. (2019) employ a local linear regression in the running variable with
additional covariates included in a linear fashion. We allow for linear adjustments as a
special case, but we cover a wide range of other, more flexible adjustments that improve
efficiency compared to simple linear adjustments. We discuss the relation of our approach
to that of Calonico et al. (2019) in more detail in Section 3.6.1.

Frolich and Huber (2019) propose a procedure using first-stage nonparametric predic-
tions of the treatment effect conditional on the additional covariates at the cutoff, which
achieves approximately the same variance as our estimator in some settings. However,
their results rely on strong assumptions about the number of covariates and/or smooth-
ness of the conditional expectation of the outcome variable given the covariates, which
are not needed for our method.?

Our chapter is also related to the literature on two-stage estimation with nuisance
parameters (Andrews, 1994; Newey, 1994). The combination of locally-robust moment
conditions and cross-fitting has been used, e.g., by Belloni et al. (2017); Chernozhukov
et al. (2018). Estimation of conditional treatment effects with orthogonal moments have
been studied, e.g., by Kennedy et al. (2017); Kennedy (2020); Fan et al. (2020).

2For example, Frolich and Huber (2019) allow for at most three continuous additional covariates and
require that the bandwidth converges at a specific rate if the local linear estimator with a second-order
kernel is used in the first stage.
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Plan of the Chapter. The remainder of this chapter is organized as follows. In Sec-
tion 3.2, we introduce the setup. In Section 3.3, we present our proposed covariate-
adjusted estimator. In Section 3.4, we present our main theoretical results under general
conditions on the covariate adjustments used. We discuss implementation details in Sec-
tion 3.5. In Section 3.6, we consider specific examples of covariate adjustments. We

present a simulation study in Section 3.7. Section 3.8 concludes.

Notation. Throughout the chapter, we use the following notation. For a generic func-
tion f(x), we write f(0%) = lim, o f(z) and f(07) = limgo f(x) for the right and left

limit of the function f(x) at zero, respectively.

3.2. SETUP

In this section, we introduce the model and parameter of interest. Furthermore, we

discuss estimation of the RD parameter based on local linear regression methods.

3.2.1. Model and Parameter of Interest. We consider a sharp RD design, in which the
researcher investigates the causal effect of a binary treatment on some outcome variable
of interest. The data (W;);cq1,...ny are an i.i.d. sample of size n from the distribution of
W; = (Y;, Xi, Z;). Here, Y; € R is the outcome variable, X; € R is the running variable,
and Z; € R?is a vector of additional covariates. Units receive the treatment if and only if
the running variable exceeds some known threshold, which we normalize to zero without
loss of generality. We denote the treatment indicator by 7T;, so that T; = 1{X; > 0}.

Throughout the chapter, we assume that the distribution of the running variable X;
is fixed, but we consider a sequence of conditional distributions of (Y;, Z;) given X; that
can change with n. In particular, we allow the dimension of Z; to grow with n. For ease
of notation, we leave the dependence on n implicit.

We denote the support of Z; by Z, and we let X be an open neighborhood of the
cutoff that is contained in the support of the running variable. The density of the running
variable is denoted by fx, the conditional cumulative distribution function of Z; given
X; = x is denoted by Fyx(z|z). If the corresponding conditional density exists, we
denote it by fzx(z|z). Under standard assumptions (see, e.g., Lee and Lemieux, 2010)
the average treatment effect at the cutoff is identified by the height of the jump in the
conditional expectation of the observed outcome variable given the running variable at

ZEro:
7 = E[Y}|X; = 0] — E[Y;|X; = 0] (3.1)

We take this identification result as given and consider estimation of 7 as defined above.
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3.2.2. Standard RD Estimator. In RD designs, the parameter of interest is typically
estimated using local linear regression (see, e.g., Fan and Gijbels, 1996). The standard

estimator is given by:

F(h) = ef argmingege Y K(X;/h)(Y; — B (T;, X;, T,X;, 1)),
i=1
where K(-) is a kernel function with support [—1,1], A > 0 is a bandwidth, and e; =
(1,0,0,0)7 is the first unit vector. Using simple algebra, this estimator can be expressed

as a weighted sum of the outcome variable:
F(h) = wi(h)Y;,
i=1

where the weights w;(h) depend only on the realizations of the running variable. We give
the explicit expressions for the weights in Appendix 3.C.1.
Under standard assumptions, the estimator 7(h) is asymptotically normally distributed.

Its leading bias term is proportional to O?E[Y;|X; = z]|,—0+ — O?E[Y;|X; = z]|,—0-, and
it is of order h2. The bias results from approximating the possibly non-linear conditional
expectation function with a linear function. Its magnitude is determined by the degree
of nonlinearity, measured by the value of the second derivative. The variance is of order
(nh)™!, and it is approximately proportional to V[Y;|X; = 07] + V[V;| X, = 07].

3.3. COVARIATE ADJUSTMENTS

In this section, we motivate our proposed estimation procedure, and we formally define

the proposed covariate-adjusted RD estimator.

3.3.1. Covariate-Adjusted Outcome Variable. We now introduce the key object of

this chapter. We consider a modified outcome variable of the following form:
Mi(p) = Yi — u(Z3), (3.2)

where v is a real-valued function of the additional covariates, which we refer to as the
adjustment function.

For the further analysis, we impose a regularity condition on the admissible adjust-
ment functions and require that p(Z;) is square integrable conditional on the running
variable. We define the set of such functions as:

My ={p: 2 5 Rst. supE[u(Z)|X; = 2] < oo},

TeEX

The central premise for our proposed approach is that the conditional distribution
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of the additional covariates given the running variable evolves continuously through the
cutoff.

Assumption 3.1. For alln € N and pp € M,,, E[u(Z;)|X; = x| is continuous in x on
X.

Assumption 3.1 requires that the conditional distribution of Z; given X; = = converges
weakly to the distribution of Z; given X; = 0, as x converges to 0. Under this assumption,
we can replace the outcome variable Y; in the definition of 7 in (3.1) with M;(u) without

affecting the value of the estimand, that is:
7 = E[M;(1)|X; = 07] — E[M;(p)|X; = 07] (3.3)

for all u € M,,.
Motivated by the above representation, for any fixed u € M, the RD parameter
7 could be estimated using the local linear RD estimator with M;(u) as the outcome

variable, which we denote by:

p) = Zwi(h)Mi(ﬂ)- (3.4)

In practice, the adjustment function might be estimated from the data. However, in
a sense made precise in the next sections, we can replace the deterministic adjustment
function with its estimate without affecting the first-order asymptotic properties of the
final estimator of the RD parameter. We therefore first determine the adjustment function

that minimizes the variance of the RD estimator 7(h; ).

3.3.2. Optimal Adjustment Function. The RD estimator 7(h; ) has variance that is
approximately proportional to V[M;(u)|X; = 07] + V[M;(u)| X; = 07]. We find that the

adjustment function that minimizes this expression is given by

(1 (2) + 1 (2)) (3.5)

where pf(2) = E[Y;|X; = 07, Z; = 2] and p, (2) = E[Y;|X; = 07,Z; = z]. This result

follows from simple derivations, which we outline below to present the intuition behind

l\DI»—t

pn(2) =

this result.

Under Assumption 3.1, if p,,, p,t, p € M, then

VIMi(p)|Xi = 0T+ V[M; (1) | X; = 07] = V[M; () | X; = 07+ V[M; ()| Xi = 07]+V(p),

3This condition holds if Fiz|x (z|x) — Fz|x(2]0), as  — 0, for all continuity points of Fiz x(z]0).
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where the first two terms on the right-hand side do not depend on p, and
V() = Vi, (Zi) — i(Z:)| Xi = 0] + Vp, (Z:) — u(Zi)| X; = 0].

Our goal is therefore to minimize V(u). Each component of V(i) could be set to zero
separately if 1 was chosen as ;b or u, respectively. It turns out that the whole expression

V() is minimized by the function p,, which can be seen by noting that:

This reasoning shows that indeed the expression V[M;(u)|X; = 07] + V[M;(u)|X; =
0~] achieves the smallest value if 4 = p,,. The function p, is essentially a unique minimizer

up to shifts by a constant.

3.3.3. Estimator. We estimate 7 in a two-stage procedure. In the first stage, we estimate
the function p,, defined in (3.5), which involves estimating the limits of the conditional
expectation of the outcome variable given the additional covariates as the running variable
approaches the cutoff from the left and from the right.

Conditional expectations at boundary points are often estimated using local linear
methods because of their good bias properties. However, for our purposes, essentially any
procedure can be adapted to estimate these limits by restricting the data to observations
with the running variable close to the cutoff.? For example, we can use parametric
estimators, classic nonparametric methods such as series and spline estimators (Masry,
1996; Newey, 1997), as well as modern machine learning methods including the lasso
(Tibshirani, 1996), random forests (Breiman, 2001; Wager and Athey, 2018), and deep
neural networks (Farrell et al., 2021).

In order to allow for a variety of, possibly highly complex, first-stage estimators, we
use cross-fitting (see, e.g., Chernozhukov et al., 2018).°> We split the data randomly into
S disjoint folds denoted I, for s € [S] ={1,..., S}, where all folds have the same number
of observations to the left of the cutoff, and similarly to the right of the cutoff.® For
s € [S], we define the complement of fold I as I¢ = [n] \ I;. Further, let s(:) denote the
index of the fold containing observation i, so that i € s(i). Given a selected estimation

procedure, we define ji, s(2) = fin(2; (Wi)iere), which is an estimator of ju,(z) that uses

4In our asymptotic analysis, we require only that the first-stage estimator concentrates around some
deterministic sequence.

5For simple first-stage estimators, such as linear adjustments, cross-fitting is not required, but it
offers a unifying approach that is suitable for all considered types of adjustments.

6In simulations, we choose S to be a moderate number, e.g. 5. We assume that the number of
observations both to the left and to the right of the cutoff is divisible by S in order to simplify the
notation.

127



all observations except for the sth fold of the data.
In the second stage, we estimate the RD parameter using our covariate-adjusted
outcome variable. For each observation, we generate the outcome using the first-stage

estimate based on data from other folds. The final estimator is defined as:
Fer(h; fin) = > wilh) M;(fin ), (3.6)
i=1
where the subscript CF refers to cross-fitting.

3.4. THEORETICAL RESULTS

In this section, we formally study the properties of the estimator 7., (h; 1i,) under high-
level conditions on the first-stage estimator. We also propose a method to estimate its

variance.

3.4.1. Assumptions. The conditions we impose in this section consist of standard as-
sumptions in RD designs without covariates as well as high-level assumptions on the
first-stage estimator fi,,. Low-level conditions, tailored to specific types of covariate ad-
justments, are discussed in Section 3.6. Throughout the chapter, we implicitly assume
that if a real-valued function f is continuous on X \ {0}, then also the limits f(0~) and

f(0%) exist and are finite.

Assumption 3.2. (i) X; is continuously distributed with density fx, which is continuous
and bounded away from zero uniformly over x € X'; (ii) The kernel function K is a bounded
and symmetric density function that is continuous on its support and equals zero outside

some compact set, say [—1,1]; (iii) Asn — oo, h — 0 and nh — .

Assumption 3.2 contains basic conditions for our asymptotic analysis. The assump-
tions on the density of the running variable, kernel, and bandwidth are standard in the
literature.

The next two assumptions concern the first-stage estimator. By construction, its
properties are relevant only for observations that are used in the second-stage local linear
regression, i.e. the observations with |X;| < h. We define &), = X N [—h, h] and Z;, =
supp(Z;| X; € A4).

Assumption 3.3. For all n € N, there exist a set T, C M, and a function i, € T,
such that: (i) [i, s belongs to T, with probability approaching 1 for all s € [S]; (ii) It holds
that:

sup sup E [(1(Z;) — fin(Z:))?| X, = z] = o(1).

BETn TEX),
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Assumption 3.3 specifies the required mode of convergence for the first-stage estimator.
We require that it belongs with high probability to some realization set 7,, C M,,, which
contracts around a deterministic sequence of functions (fi,)nen in @ mean-squared-error-
type sense. This assumption is weak, as f, can be any function, not necessarily the
targeted, true function u,, and we do not require any specific rate at which 7,, shrinks.
In particular, we allow for ji,, to be based on a misspecified parametric model for the
function pu,, or to have an arbitrarily slowly vanishing bias, as long as the estimator
concentrates around some deterministic sequence.

Assumption 3.3 can be ensured in various ways. If the adjustment function is linear,
then it follows from convergence of the estimated coefficients if the additional covariates
have bounded conditional second moments. Assumption 3.3 is also satisfied if the differ-
ence fi, s — fi, converges to zero in the supremum norm on 2. Such results are available
for example for classic nonparametric estimators in settings with a fixed dimension of the
additional covariates. Assumption 3.3 follows also from the unconditional convergence
in mean square under mild conditions on the conditional distribution of the additional
covariates given the running variable, which can be used to verify this assumption for

machine learning methods; see Section 3.6.4 and Appendix 3.A.1.
Assumption 3.4. For alln € N, it holds that:
(i) Eu(Z;)| X; = x] is twice continuously differentiable in x on X \{0} for all p € M,,;

(ii) sup sup |OLE [u(Z0) — in(Z)|X: = x| = o(1/h);
nETn ze X, \{0}

(i) sup sup [0E [u(Z,) — fu(£)|X, = ]| = of1).
PETn 2€X,\ {0}

Part (i) strengthens Assumption 3.1 and requires that E[u(Z;)|X; = z] is twice con-
tinuously differentiable to the left and to the right of the cutoff. We emphasize that
we do not require continuity of the derivatives of E[u(Z;)|X; = ] at the cutoff. This
assumption is analogous to the assumptions of Calonico et al. (2019), who assume that
E[Z;|X; = «] is (thrice in their case) continuously differentiable to the left and to the
right of the cutoff but not necessarily at the cutoff.” If, however, O?E[u(Z;)|X; = z] is
continuous at the cutoff, we can exploit this assumption to simplify our asymptotic re-
sults; see Corollary 3.1. Parts (ii) and (iii) impose high-level requirements on derivatives
of E[1(Z;) — fin(Z;)| X; = z] for p € Ty.

"In their main analysis, Calonico et al. (2019) assume only that E[Z;|X; = z] is continuous also at
the cutoff, which ensures consistency of the RD estimator. The higher-order smoothness assumptions
ensure that standard theory of local linear estimation can be applied to their RD estimator.
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Assumption 3.4 follows from Assumption 3.3 under regularity conditions on the con-
ditional distribution of the additional covariates given the running variable. Specific
conditions may depend on the estimator used. If the adjustment function is linear, then
it follows if each component of E[Z;| X; = z] is twice continuously differentiable on X'\ {0}.
Assumption 3.4 also follows whenever the conditional density fz|x(z|x) is bounded away
from zero on its support and the partial derivatives &7 fz1x(z|z) are L-Lipschitz contin-
uous in z for all z and j € {0,1}. We discuss further, technical sufficient conditions for

this assumption in Appendix 3.A.2.

Assumption 3.5. There exist constants B and L such that the following conditions hold
for alln € N. (1) E[M;(f,)|X; = x] is twice continuously differentiable on X \ {0} with
L-Lipschitz continuous second derivative bounded by B; (i1) For allx € X and some q > 2
E[(M;(fi,) — E[M;(j1,)| X;))Y X; = x] exists and is bounded by B; (iii) V[M;(fi,)| X; = z]
is L-Lipschitz continuous and bounded from below by 1/B for all x € X \ {0}.
Assumption 3.5 is a translation of standard RD assumptions to the setting with M;(ji,,)
as the outcome variable. We employ these conditions to show asymptotic normality of our
proposed RD estimator and to characterize its bias. Part (i) requires that the conditional
expectation of the outcome variable is twice continuously differentiable to the left and to

the right of the cutoff. Parts (ii) and (iii) impose standard assumptions on conditional

moments of the outcome variable.

3.4.2. Main Asymptotic Results. In this section, we study the asymptotic properties
of our estimator. We define the following kernel constants: v = (V2 — i3)/(aity — V)

and i = [;7(k(v)(inv — 2))2dv /(i — 17)?, where v; = [* v/ k(v)dv.
Theorem 3.1. Suppose that Assumptions 3.1-3.4 hold.

(i) It holds that
Tor(h; fin) = 7(h; fin) + 0p(h* + (nh)'/2).

Suppose additionally that Assumption 3.5 holds.

(i) It holds that
Vb V(i) ™2 (Fer(hs fin) — T — B(fin)h?) — N(0, 1),

where for p € M,

Blp) = 57 (BEM (0] X: = ]|y, — PEM()|X, = 21|, ) +0p(1),
Vi) = 77 (VIMAG)IX: = 0%+ VM) X: = 07)).
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(iii) For all functions p € M., it holds that

Vip) 2 Vi) = fX—(O)(]E [VIYi|Z;, Xi]|X; = 0] + E [V[Yi|Z;, X,]| X; = 07]

oV [ (2) — 1 (201X, = 0)).

Part (i) states the key technical result. It shows that the proposed estimator is
asymptotically equivalent to its infeasible analog with the estimator fi, replaced with
the deterministic sequence fi,,. We emphasize that this equivalence holds even though
the first-stage estimator can converge arbitrarily slowly. This high insensitivity is only

possible because for all £k € N

Oy (E[M;(1)| Xi = 07) = E[M;(1)| Xi = 07]) [z, = 0 (3.7)

where 85 is the k-th functional derivative with respect to the function p. This property
is in the spirit of Neyman orthogonality with respect to the adjustment function u. We
discuss it further in Appendix 3.B.3.

Based on the asymptotic equivalence result in part (i), the asymptotic normality
shown in part (ii) follows from standard theory of local linear estimation. The approx-
imate variance depends on the sequence ji,, around which the first-stage estimator con-
centrates. If i, = u,, then the variance expression is similar to the efficiency bound for
estimation of the average treatment effect under unconfoundedness with a constant con-
ditional probability of treatment equal to one half (Hahn, 1998). We discuss the analogy
between the covariate adjustments used for randomized experiments and our approach
in Appendix 3.B.2.

The proposed covariate adjustments lead to efficiency gains compared to the standard
RD estimator in a very wide range of settings, even if ji,, # p,,. We show in Appendix 3.D
that V' (1,,) < V(0) if and only if V{u,(Z;) — fn(Z:)|Xs = 0] < V[u,(Z;)|X; = 0], ie.
whenever fi,(Z;) has some explanatory power for p,(Z;). This condition is satisfied for
example if fi,(Z;) represents some nontrivial projection of Y; on Z; based on the data in
a neighborhood of the cutoff.

The bias expression simplifies under an additional smoothness assumption. If the
smoothness condition in Assumption 3.4(i) holds also at the cutoff, then the leading bias
does not depend on the function p,. The simplified bias expression is convenient for

conducting statistical inference based the bias-aware approach; see Section 3.5.2.

Corollary 3.1. Suppose that Assumptions 3.1-3.5 hold and 0*E[ji,(Z;)|X; = z] is con-
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tinuous at the cutoff for alln € N. Then
1
B(in) = 57 (PE[Y| X; = 2]|sm0+ — OZE[Y;|X; = ]|,0-) + 0op(1).

Remark 3.1. It follows from the proof of Theorem 3.1 that our proposed estimator is
asymptotically equivalent to the average of RD estimators run on different folds of the
data.® We prefer our version because existing estimation and inference routines as well
as bandwidth selectors can be readily applied to the modified data (M;(fin s)), Xi)ien];

see Section 3.5.

3.4.3. Standard Error. To estimate the variance of our estimator, we use a standard

error of the form

h Nn Z w; ,un s(z))

where 67 (fi,,5()) is an estimator of the variance o7 (ji,) = V[M;(fi,)|X;]. Following Noack
and Rothe (2021), we consider a version of the nearest neighbor variance estimator of
Abadie et al. (2014).° We choose some R, say R = 5, which determines the number of
neighbors to be used in the variance estimation. Based on the realized running variable,
for each unit 7, we determine its R nearest neighbors that are on the same side of the
cutoff and within the same fold as unit 7. Our estimator o7 (fi, @) is proportional to
the squared difference between Mi(ﬁms(i)) and its best linear predictor given the running
variable based on its R nearest neighbors. We give a formal definition of this estimator
in Appendix 3.C.4.

Proposition 3.1. Suppose that Assumptions 3.1-3.5 hold and that for all x € X and
n €N, sup,cr. E[(M;(n) — E[M;(1)| X;])*|X; = @] is bounded by B. Then

nh 5eg,e(hs fin) = V(fn) = op(1).

The additional assumption imposed in Proposition 3.1 strengthens Assumption 3.5(ii).
Existence of conditional fourth moments of the outcome variable is often used for showing

consistency of standard errors.

8 A similar point is made by Chernozhukov et al. (2018) in the context of the (unconditional) average
treatment effect estimation; cf. their methods DML1 and DML2. Fan et al. (2020) average local linear
estimators run on different folds of the data in a conditional average treatment effect estimation problem.

9 Alternatively, one can use the Eicker-Huber-White (EHW) standard error, but it might be conserva-
tive in finite samples; see the discussion by Abadie et al. (2014) in the standard nonparametric regression
context.
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3.5. IMPLEMENTATION DETAILS

In this section, we address point estimation and inference. We also discuss how to incor-

porate different bandwidths on different sides of the cutoff in the second stage.

3.5.1. Bandwidth Choice. One of the key steps to implement our estimation procedure
is to choose the bandwidth h for the local linear regression in the second stage. We
consider two approaches used in the RD literature.

First, we can select the bandwidth that minimizes the asymptotic mean squared error

(AMSE), which is defined as:

AMSE,(h) = B(fi,)*h* + %V(un).
The optimal bandwidth is then given by hop = (V(jin)/(4B(fin)?))"°> n=1/5. 1t can be
estimated following the procedures proposed by Imbens and Kalyanaraman (2012) and
Calonico et al. (2014). These procedures require estimating 92E[M;(fi,)|X; = ] to the
left and to the right of the cutoff, which can be done using our generated outcome variable
under additional smoothness assumptions.

Second, we can adapt the ‘bias-aware’ approach of Armstrong and Kolesar (2020).
They select the bandwidth that minimizes the worst-case mean squared error over a
function class formed by imposing a bound on the second derivatives of the considered
function. Suppose that |9*E[M;(ji,)|X; = z]| is bounded by constants By, and By,
to the left and to the right of the cutoff, respectively, and let By; = By;— + Bpry. The
leading bias term of our estimator is then bounded in absolute value by 1|7|Byh?. The
bandwidth minimizing the corresponding worst-case asymptotic mean squared error is
given by hl{ = (V(in)/ (7Ba)?)"° n=1/5. Implementation of this bandwidth selector
requires choosing the smoothness constants By, and Bjs,. See Armstrong and Kolesar
(2020) and Noack and Rothe (2021) for discussions of the choice of smoothness constants.
We note that under the smoothness assumption in Corollary 3.1, it suffices if the smooth-
ness constants By, and By, are chosen so as to bound |9?E[Y;|X; = z]| to the left and

to the right of the cutoff, respectively.

3.5.2. Confidence Intervals. We construct confidence intervals (Cls) for 7 based on the
asymptotic distribution obtained in part (ii) of Theorem 3.1. The variance V,,(f,) can
be estimated using the standard error se.p(h; fi,) proposed in Section 3.4.3. To account
for the asymptotic bias, we can adapt standard methods available in the nonparametric
literature.

First, we consider undersmoothing (US), which relies on selecting a bandwidth of

1/5.

order smaller than n~ In this case, the bias is asymptotically negligible, and an
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asymptotically valid 1 — a CI can be formed as:

CIUS (Tor (s in) £ 21— —a/2" Secr(hs 1)), (3.8)

where z, is the u-quantile of the standard normal distribution. The two further ap-
proaches allow for the optimal bandwidths discussed in the previous section, which are
of order n=1/5.

Second, the robust bias corrections (RBC) proposed by Calonico et al. (2014) can be
easily adapted to our setting. In this approach, we subtract an estimate of the leading
bias term and account for the additional variation in the bias-corrected estimator when
forming a CI. These additional steps can be conducted using our generated outcome vari-
able M;(Jin,s(;)) instead of the original outcome Y; under further regularity conditions. Let
7RBC (h: 71..) be the bias-corrected estimator and §¢55 (h; i,,) the corresponding standard

error. The proposed CI is given by:
CLIPC = [FEPC (i in) £ 21-ay2 - 8602 (hs )], (3.9)

The third approach adapts the ‘bias-aware’ approach of Armstrong and Kolesér (2020).
Under the assumption of bounded second derivatives discussed in the previous section, it

follows that an asymptotically valid 1 — « confidence interval can be formed as:
C]BA [Ter (s fin) £ cvi—a(T(h)) - Seor(h; n)],

where 7(h) = 3|7|Byh?/$¢cr(h) and cvi_o(t) is the 1 — o quantile of the folded nor-
mal distribution |[N(¢,1)]. One can also account for the maximal bias of the infeasible

estimator 7(h; fi,) conditional on A, instead of bounding only the leading bias term.

3.5.3. Different Bandwidths. Our estimation procedure introduced in Section 3.3.3
employs a single bandwidth in the second-stage local linear regression. In some empirical
settings, however, it might be desirable to run two separate local linear regressions using
different bandwidths on different sides of the cutoff. The reason for that might be, for
example, that the curvature of the conditional expectation of the outcome variable or its
conditional variance are different to the left and to the right of the cutoff. Another reason
for choosing different bandwidths might be that the density of the running variable is
very steep at the cutoff, so that the numbers of observations with the running variable
in (—hept, 0) and (0, hept) are substantially different.

It is straightforward to account for different bandwidths in the asymptotic distribution
of our estimator, but the adjustment term based on u, is no longer optimal in such a

case. We therefore generalize the optimality result in part (iii) of Theorem 3.1. When
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bandwidths h_ and hy are used to the left and to the right of the cutoff, respectively,

then the variance of our estimator in large samples is approximately equal to:

V(fin) = wi VIMi(fn)| X = 07] + w_V[M;(fin) | X; = 07],

where w_ = Y0 w;_(h-)* and wy = Y1 w; 1 (hy)? and the weights w; — and w; +
correspond to the local linear estimators run using the data to the left and to the right
of the cutoff, respectively. The explicit expressions are given in Appendix 3.C.1.19 The
weights w_ and w, capture the inverse of the effective sample size to the left and to the
right of the cutoff, respectively.

We show in Appendix 3.D that 17(,u) is minimized by the function

HE(2) = — i (2) + — it (2) (3.10)

Cwotwy W+ wy
in the sense that V(%) < V(u) for all 1 € M,,. This result is consistent with Theorem 3.1
because w_ /(w_ + wy) — 1/2 under our assumptions if h_ = h,.

We remark that for any given bandwidths the above weighting scheme puts more
weight to the side of the cutoff where the effective sample size is smaller. The rea-
son for that is apparent in the proof given in Appendix 3.D, where we show that mini-
mization of V() is equivalent to minimization of V(1) = w, V[ (Z:) — u(Z)|X; = 0] +
w-_Vu, (Z;) — n(Z;)| X; = 0]. If, for example, w, is large compared to w_, then choosing
w so as to make V{u!(Z;) — u(Z;)|X; = 0] small is relatively more important than de-
creasing the value of V[ (Z;) — u(Z;)| X; = 0]. Accordingly, p," receives a higher weight

in (3.10) in such a case.

3.6. EXAMPLES OF COVARIATE ADJUSTMENTS

In this section, we give primitive conditions for our high-level Assumptions 3.3 and 3.4,
which concern the properties of the first-stage estimator. We consider in turn: linear,
non-linear parametric, local linear, and generic machine learning adjustments. In Sec-
tions 3.6.1-3.6.3, where we consider methods suitable for settings with a low-dimensional

covariate, we assume that the distribution of W; does not change with n.

10 Apart from allowing for different bandwidths, ‘7(,u) differs from V(x) in Theorem 3.1 in that it
does not rely on kernel-weighted sums of X; to converge to their limits. As such, ﬁ(ﬂn) may capture
the finite-sample variance of our estimator more accurately. Still, this expression remains valid only
asymptotic as we use V[M;(u)|X; = x] evaluated to the left and to the right of the cutoff, rather than
for each X; separately.
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3.6.1. Linear Adjustments. We define a linear estimator using observations close to
the cutoft:

As:argmin i i i Liy 4 — 1), Ay, LiAg, Ly, . .
B sy K(Xi/n)(Y; =B (Z/ T, 2] (1 - T;), X;, T, X;, T;,1) ')? 3.11

sel§

Let sz denote the first d components of B\S and let B\;Z be the next d components of
B,. We define fns(2) = ZTB\S,Z, where BS,Z = %(A:Z + B\;Z).“ Let Z; = (1,2, X;/h1)T.
Assumptions 3.3 and 3.4 hold if we can ensure that the estimated slope coefficients concen-
trate around some deterministic sequence and the conditional expectation E[Z;|X; = z]

is sufficiently smooth.

Assumption 3.6. (i) FEach component of E[Z;|X; = x| is twice differentiable on X\ {0}
with L-Lipschitz continuous second derivative for some constant L; (ii) The limit as
n — oo of E[Ky,(X;)Z:Z'] is non-singular; (iii) E[Z, Z;| X; = z] is bounded uniformly

over x € X.

Proposition 3.2. Suppose that Assumption 3.6 holds and either (i) hy — 0 and nhy — oo
or (ii) hy — ¢ > 0. Then Assumptions 3.3 and 3.4 are satisfied.

This type of adjustments bears a resemblance to the procedure of Calonico et al.
(2019). Specifically, they obtain their estimator from a regression as in (3.11) but with
two main differences. First, they using the whole sample. With these simple adjustments,
cross-fitting is not necessary in our procedure, but it does not have any adverse effects.
Second, they impose the restriction that Zi’\} = Eg. Doing so implies by standard OLS
algebra that fi,(z) puts more weight to the side of the cutoff with the larger effective

sample size. As can be seen in Section 3.5.3, this type of weighting is not optimal.?

3.6.2. Non-linear Parametric Adjustments. Suppose that the researcher uses some
parametric specification mg(z) = 5(mj(2) + mj(z)) for the function u,, which can be
based, e.g., on the logit or probit model. This specification might be correct or incorrect.
The function mg is known up to a finite-dimensional parameter 3 € B C R%. We
assume that there is an estimator B converging to some nonrandom probability limit /3.
Classic conditions for consistency in M-estimation problems are given, e.g., by Newey
and McFadden (1994).

Assumption 3.7. (i) For some B and r, — 0, ||B—f|c = O,(ry); (ii) For all By, By € B,
z € Z, and some constant G, |mg, (z) — mp,(2)| < G||61 — B2]|-

11 Ag discussed in Section 3.3.2, it suffices to estimate u, up to a constant.
12 A similar point is made by Negi and Wooldridge (2020) in the context of randomized experiments.
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Assumption 3.7 guarantees that the first-stages estimator converges in the supremum
norm to some limiting function. With this mode of convergence, Assumption 3.3 follows
trivially, and Assumption 3.4 also holds under regularity conditions on the conditional
distribution of the additional covariates given the running variable. For concreteness, we
assume that Z; is continuously distributed given X;, but analogous results can be derived

if the additional covariates have a discrete distribution.

Proposition 3.3. Suppose that Assumptions 3.1, 3.2, and 3.7 hold. Moreover, Z; has
bounded support and 82 fzx(z|x) is L-Lipschitz continuous in x for all z and j € {0,1}.
Then Assumptions 3.3 and 3.4 are satisfied.

3.6.3. Nonparametric Adjustments. We consider covariate adjustments based on clas-
sic nonparametric methods, which are suitable if the number of additional covariates is
not too large. To fix ideas, we focus on local linear estimation (Fan and Gijbels, 1996),
but similar results can be obtained for example for sieve estimation (Newey, 1997).

For z € R? we define the multivariate kernel as the product of univariate kernels,

Kn(z) = [T, Kn(2i), where Ky(v) = LK (v/h)."> We define estimators of y:t(2) and

i, (z) using data in the complement of the sth fold as:

ﬁrjs('d = elTargminﬁ ZTiKhX (Xl)lchz(Zl - Z)(Y; - BT(L (Zl - Z)Tv Xi>>27

iel¢

i s(2) = efargming Y (1= T) K (XK, (Zs = 2)(Yi = BT(1,(Z: = 2)T, X)),
iel¢

In Assumption A.3.8 in Appendix 3.C.6, we impose standard assumptions on the data

generating process for the local linear estimator.

Proposition 3.4. Suppose that Assumptions 3.1, 3.2, and A.3.8 hold. Further, assume
that hx — 0, hy — 0, log(n)/(nhxhg) — 0, and 82 fzx(z|x) is L-Lipschitz continuous
in x for all z. Then Assumptions 3.3 and 3.4 are satisfied.

Under Assumption A.3.8 and the bandwidth conditions of Proposition 3.4, Masry
(1996) shows that the local linear estimator is uniformly consistent. Using this result, As-
sumption 3.1 follows trivially. Assumption 3.4 also follows under the additional smooth-
ness conditions; see the discussion in Appendix 3.A.2.

We emphasize that the bandwidth conditions are very mild, and they can be chosen,
e.g., via cross-validation under further, standard regularity conditions. With a moderate

number of covariates, it is optimal to choose a relatively large bandwidth, but this is

13The kernel chosen for the local linear first-stage estimator can be also different from the kernel used
in the second stage.
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allowed as long as they converge to zero. In general, with our method is advisable to
oversmooth, rather than undersmooth when choosing the bandwidths in order to guaran-
tee that the estimator is not too volatile. Oversmoothing comes at the cost of a possible
increase in the variance of the final estimator, but it renders the normal approximation

of the asymptotic distribution more reliable in finite samples.

3.6.4. Adjustments Based on Machine Learning Methods. We outline a general
approach to ensuring that our high-level assumptions hold for many machine learning
methods. Results about estimation of conditional expectations using machine learning
methods typically concern convergence in mean square. We can make use of these results
by estimating the functions p,, and . based on narrow, fixed ‘slices’ of the data to the
left and to the right of the cutoff, respectively.!* Specifically, for any fixed h;, we can
readily obtain the result that the selected estimator belongs to some realization set 7,

with probability approaching one, and
5371_1153 [(1(Zi) = 1n(Z:)*| X € K] = o(1), (3.12)
where fin(2) = 3(if(2) + i (2)) with [ (2) = E[Yi|Z; = 2z, X; € (0,h1)] and [z, (2) =
E[Y;|Z; = z, X; € (—h1,0)]. If the conditional distribution of the additional covariates
given the running variable is sufficiently smooth on the interval (—hq, h;), then the above
property implies that Assumptions 3.3 and 3.4 hold; see Appendix 3.A for more details.
Primitive conditions for (3.12) are available for a variety of machine learning tech-
niques, e.g. post-lasso (Belloni et al., 2012), random forests (Breiman, 2001; Wager and
Athey, 2018), and deep neural networks (Farrell et al., 2021). Hence, we can flexibly
choose a method that is best-suited for a given dataset under the assumptions imposed.
With fixed hy, i, might be different from p,. Our theory allows for that, but this
procedure in general does not achieve the optimal variance V' (u,,). In the previous section,
we show that for the local linear estimator, the optimal variance can be achieved by
choosing h; that converges to zero. It would be interesting to formally study the setting

with hy — 0 for other methods. We leave this for future research.

l4Restricting the sample corresponds to weighting the observations based on a uniform kernel. Our
reasoning applies also to any other kernel weighting scheme, e.g. using the triangular kernel.

138



3.7. SIMULATIONS

We compare the finite sample performance of our proposed estimator for different first-

stage estimation methods in a Monte Carlo study.

3.7.1. Setup. We consider four models, which differ in the number of covariates entering
the outcome equation, which we denote by L € {0,4,10,25}. The running variable X
follows the uniform distribution over [—1, 1]. There are four independent, baseline covari-
ates, denoted by Z?, which are distributed uniformly over [—1 + 2%, 1 + 2?|* conditional
on X; =z. We generate further covariates based on the baseline covariates using Hermit
polynomials. Let b;(Z?) denote the [-th covariate. The outcome is generated according

to the following model:
Y = Di+ pr(Xi, Zi) + €3,

where g; ~ N(0,0.25) and
L
nn(Xi, Z;) = sign(X;) - (X; + X2 — 2 (X; — 0.1)%) + ip(p Z

For positive L and p, we chose the coefficient z;,(p) so that V[u (0, Z;)| X; = 0] = p*V[g,].
In this definition, p represents the signal to noise ratio at the cutoff given the treatment
status. It determines the scope for improvements from using covariates, but it does not
affect the relative performance of different covariate adjustments. For concreteness, in
the main text, we consider p = 3. We report simulation results for further values of p
in Appendix 3.E. The results are based on 5,000 simulation draws. The sample size is
2,000 for the main results.

We consider in total seven implementations of the first-stage estimator: (i) the stan-
dard RD estimator with no covariate adjustments; (ii) the infeasible, optimal RD esti-
mator with covariate adjustments based on the true conditional expectation function;
(iii) the infeasible RD estimator with adjustments based on the best linear prediction on
the population level of the true conditional expectation function given the four baseline
covariates.'® We consider four feasible adjustment functions based on:'® (iv) a linear

regression given the four baseline covariates; (v) a local linear regression given the four

15We obtain the population projection coefficients based on 107 draws with X; = 0 and ¢; = 0. We
fix this estimate through all simulations for each data generating process.

I6Tn the first-stage, the observations are weighted using kernel weights with the bandwidth selected
for the standard RD estimator.
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baseline covariates; (vi) a post-lasso regression given 200 covariates; and (vii) a random
forest with the four baseline covariates.

To keep the exposition simple, in the main text, we consider only the bias-aware
approach for the implementation of the second stage. Our procedure is based on the true
bound on the second derivative of the conditional expectation of the outcome variable.
The bandwidth is chosen to be optimal in terms of the estimated worst-case mean squared
error. The main qualitative conclusions of our simulation study hold also for robust bias
corrections and undersmoothing. We present these results in Appendix 3.E. There we
also compare our estimators to the linear covariates adjustment method proposed by
Calonico et al. (2019).17

Table 3.1: Simulation Results
Cov Bias SD (I h Cov Bias SD (I h

Model 1: L=0 Model 2: L=4

Standard 97.0 -14 74 324 432 96.1 -7.1 18.6 81.8 68.8
Optimal Inf 97.0 -1.4 7.4 324 43.2 96.6 -15 7.5 325 432
Linear Inf 97.0 -14 74 324 432 96.6 -15 7.5 325 432

Linear 970 -14 74 32.7 433 96.7 -1.5 7.5 326 43.3
Local Linear 97.0 -14 74 32.7 433 96.8 -14 7.5 327 43.3
Lasso 96.7 -14 7.6 33.1 436 96.6 -2.1 8.8 383 46.6
Forest 96.8 -1.5 7.6 33.1 43.6 96.7 -2.1 87 379 46.5
Model 3: L=10 Model 4: L=25

Standard 96.4 -95 19.1 876 79.3 959 -6.3 185 81.0 68.5
Optimal Inf 96.5 -1.3 7.6 32.5 43.2 96.9 -13 74 324 432
Linear Inf 96.7 -48 12.7 56.2 61.8 96.8 -4.3 10.3 472 59.0

Linear 959 -4.0 13.7 59.1 59.7 96.5 -4.3 10.8 49.2 588
Local Linear 96.3 -1.6 83 35.6 452 96.8 -1.6 82 359 456
Lasso 96.2 -2.0 9.2 39.1 46.7 96.8 -14 7.7 340 44.3
Forest 96.6 -19 &85 37.2 46.9 97.1 -22 9.3 41.3 49.0

Notes: Results based on 5000 Monte Carlo draws for the bias-aware approach. All numbers are
multiplied by 100. Columns show results for simulated coverage for a nominal confidence level
of 95% (Cov); the mean bias (Bias); the mean Standard Deviation (SD); the mean confidence
interval length (CI); and the mean bandwidth (h).

I7All computations are carried out with the statistical software R. The Hermit-polynomials are com-
puted using the package calculus. To implement the first-stage estimators, we use the following pack-
ages: np for local polynomial regressions; glmnet for lasso regressions; grf for random forests, where
predictions are based on 200 trees. In the second stage, a triangular kernel is used and EHW standard
errors are computed. The bias-aware approach is based on the package RDHonest, and the other two
approaches are implemented using the package rdrobust.
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3.7.2. Simulations Results. Table 3.1 reports estimation and inference results for differ-
ent types of adjustments. The CIs for all estimators have simulated coverage rates close
to their nominal ones.!® First, we compare the standard RD estimator and the infeasible
estimators. In Model 1, these estimators are numerically equal. In Models 24, where the
covariates have some explanatory power for the outcome, the infeasible estimators have
a substantially lower standard deviation than the standard estimator has. If the linear
model is misspecified, the standard deviation of the optimal infeasible estimator is much
smaller than that of the infeasible estimator with linear adjustments. We now turn to
the feasible covariate-adjusted RD estimators. As predicted by Theorem 3.1, their mean
standard deviations are close to those of their respective infeasible estimator, with only
a slight increase due to the first-stage estimation.

In Figures 3.1 and 3.2, we compare the difference between the optimal infeasible RD
estimator and two feasible ones: with adjustments based on local linear regression and
post-lasso regression for several choices of the tuning parameters. In each simulation
draw, we find the MSE-optimal tuning parameters via cross-validation, and then scale it
down or up by different factors.!® We consider two sample sizes, n = 2000 and n = 10000.
We normalize the difference by the standard error of the optimal infeasible RD estimator.

In Figure 3.1, we observe that the normalized difference between the estimators is
relatively small for a wide range of bandwidths around the optimal one. By comparing
panels (a) and (b), we can see that these normalized differences become smaller as the
sample size increases, which illustrates the asymptotic equivalence result in part (i) of
Theorem 3.1. For a given sample size, the average absolute value of the normalized
differences is U-shaped as a function of the bandwidth. If the bandwidth chosen in the
first stage is too small, then the local linear estimator is very unstable. In this case, the
property in Assumption 3.3 is not a good description of its finite-sample behavior, and
the equivalence result in Theorem 3.1 fails. If the bandwidth is chosen to be too large,
the local linear estimator has a relatively small variance, but it might be heavily biased,
and it is effectively very similar to the linear estimator. In this case, the equivalence to
an infeasible estimator holds with a different limiting sequence (fi,)n,en. We expect the
estimator to be less efficient, but we emphasize that our inference procedure remain valid
in this case.

Figure 3.2 shows a very similar pattern as Figure 3.1. If the penalty parameter in

the lasso regression is chosen to be too small, effectively all covariates are classified as

13Tn the considered models, the maximal bias is not achieved, so that the bias-aware CIs are conser-
vative.

9T facilitate comparisons of different covariate adjustments, in each simulation draw, we use the
bandwidth selected for the standard RD estimator in the second stage across all different methods.
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relevant, and the first-stage estimator has a high variance. In contrast, if the penalty
parameter is chosen to be too large, very few covariates are classified as relevant. In this

case, the RD estimator behaves similarly to the standard RD estimator.

3.8. CONCLUSIONS

Linear covariate adjustments are commonly used in RD designs to improve efficiency of
the standard RD estimator. In this chapter, we propose a class of RD estimators that
allow for nonparametric covariate adjustments, which can reduce the variance of the RD
estimator even further. We allow for a wide range of covariate adjustments under mild
conditions. Despite using possibly highly complex covariate adjustments, inference on
the RD parameter can be conducted using standard methods available in the literature.

We illustrate our results in a simulation study.
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Figure 3.1: Normalized difference of RD estimates with local linear adjustments.
Notes: Difference between optimal infeasible and feasible RD estimate normalized by standard deviation
of infeasible estimator. We consider various scaling factors for the cross-validated MSE-optimal first-
stage bandwidth. Simulations are based on Model 3. Panel (a) shows simulation results for n = 2,000,
and Panel (b) for n = 10, 000.
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Figure 3.2: Normalized difference of RD estimates with post-lasso regression adjustments.
Notes: Difference between optimal infeasible and feasible RD estimate normalized by standard deviation
of infeasible estimator. We consider various scaling factors for the cross-validated MSE-optimal first-
stage penalty parameter. Simulations are based on Model 3. Panel (a) shows simulation results for
n = 2,000, and Panel (b) for n = 10, 000.
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3.A. FURTHER SUFFICIENT CONDITIONS FOR MAIN ASSUMPTIONS

In this section, we discuss sufficient conditions for our high-level Assumptions 3.3 and
3.4.

3.A.1. Sufficient Conditions for Assumption 3.3. We outline a generic way of ensur-
ing that Assumption 3.3 holds, which can be employed for a wide range of estimators. For
concreteness, we assume that the additional covariates are continuously distributed condi-
tional on the running variable, but similar results can be derived for discrete distributions
or intermediate cases.
Many results in the machine learning literature concern convergence in mean square,
which means that we can obtain the following property:
ES%)LE [(1W(Z:) — 1(2:))%1X; € X)) = o(1). (A.3.13)
We can infer our assumption from the above condition if the conditional distribution
of the additional covariates does not change abruptly around the cutoff. Specifically,

suppose that
fz1x (2|7)
sup sup —————~
r€X) 2EZ, fZ\XEXh (Z)
for some constant B and h small enough. If the conditions in (A.3.13) and (A.3.14) hold,

then Assumption 3.3 is satisfied because::

< B, (A.3.14)

sup sup E [(u(Z:) — [in(Z:))?| X = ]

WETn TEX,
_ N (2 fz1x (2]7)
= Sup sup /Z h(u(Zz) [in(Z:))" fz1xe,(2) fmexh(z)dz
< B sup E [(u(Z) — [in(Z:))?| X € &) = o(1).

HETn

3.A.2. Sufficient Conditions for Assumption 3.4. We show that Assumption 3.4
can be inferred from the convergence imposed in Assumption 3.3 under mild additional
smoothness conditions on the conditional distribution of the additional covariates given
the running variable. This can be most intuitively seen when the support Z is discrete.

In the continuous case some additional integrability conditions are needed.

3.A.2.1. Discrete Additional Covariates. Suppose that the support of the additional covari-
ates, Z, is finite. In this case, Assumption 3.3 implies that sup e, sup,cz, |u(2)—p(2)| =
o(1). Then for j € {1,2},

BE[UZ:) — in(Z0)| Xs = 2] = Y _(u(z) — i(2)) 0P Z; = 2| X, = z.

zEZ
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Given Assumption 3.3, Assumption 3.4 holds if sup,c x,\ (0} SUP,c z, HP[Zi = 2|X; = 2] =
O(1/h) and sup,c y,\ (o) SUP,c z, O2P[Z; = 2|X; = 2] = O(1).

3.A.2.2. Continuous Additional Covariates. Suppose that the additional covariates are
continuously distributed given the running variable, and that the conditional density
fz1x(2|z) is twice differentiable with respect to x on X\ {0} for all z. Further, assume
that for j € {0,1}, there exists a function H,(z) integrable over Z such that for all
x1,29 € (0, h),

|02 f21x (2|21) — 02 fz1x (2la2) | + |00 f 21x (2] —a1) — & fz1x (2] —22)| < Hj(2)|w1 — 2.
In this setting, Assumption 3.4 holds if in addition to Assumption 3.3 for j € {0, 1} either

(i) sup sup |pu(2) — fn(2)| = 0, or
WETn z€E2Z)

(i) sup E [(Hj(ZZ-)/fZ‘X(Zi|x))2 X, :x] < .

Z‘EXh\{O}

The first condition requires that the first-stage estimator converges in the supremum
norm. This condition is satisfied for classic nonparametric estimators such as kernel and
sieve estimators, see, e.g., Masry (1996); Newey (1997).

The second condition ensures that Assumption 3.4 holds in combination with Ls-
convergence assumed in Assumption 3.3. The additional integrability condition holds for
example if the conditional density fzx(z|z) is bounded away from zero and 92 fx (z|z)

is bounded for j € {1, 2} uniformly in z and z.

3.B. RELATION TO THE LITERATURE
In this section, we compare our asymptotic results with those of Frolich and Huber (2019)
and draw an analogy between our approach and double-robust estimation of the average
treatment effect in randomized experiments. We also discuss the relation to estimation

based on Neyman-orthogonal moments.

3.B.1. Comparison with Frolich and Huber (2019). Our procedure with the local
linear estimator in the first stage is related to that proposed by Frolich and Huber (2019).

Under our assumptions, for sharp designs with the same kernels of order A\ = 2 used in
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both stages, their bias expression simplifies to:

) — (2 _Taa%f(xvz>
/ () =i () = ) 2L

v
+ 2 [ @palir,aca = P, amo ) frx 10V

H

biast™ = dzh?

N

L
* % Z/(a?l,uj;(z) - azlll;(z))fmx(zm)dzhi,
=1

where p,(z, z) = E[Y;|X; = x,Z; = z], v is the “boundary bias kernel constant” defined
before Theorem 3.1, and v5 = [ v?k(v)dv. This expression has a more complicated than
the bias in Theorem 3.1, and it does not simplify further under the additional smoothness
assumption in Corollary 3.1.

The asymptotic variance equals the variance of our proposed estimator when the first-
stage estimator is consistent, VI'# = V(u,,). The procedure of Frélich and Huber (2019),
however, allows for at most three continuous additional covariates if a second-order kernel

is used in the first-stage local linear regression.

3.B.2. Analogy with ATE estimation. RD designs are very similar in nature to ran-
domized controlled trials. Conditional on the running variable being close to the cutoft, if
the distribution of the covariates evolves continuously through the cutoff, the probability
of observing a unit with any given value of the additional covariate is approximately the
same to the left and to the right of the cutoff. Hence, the treatment is as if randomly
assigned and the propensity score is constant.

In an experiment where the treatment probability is constant across covariates, the

augmented inverse probability weighted estimator of the average treatment effect is given
by:

~_1 i (ﬁll(Zz) _ mo(Z) + Ti(Y; —ffll(Zz‘)) (A =-T)v —Amo(Zz‘))> (A3.15)

n 4 D 1—-p

where, m,(z) is an estimator of E[Y;|Z; = 2, T; = t] for t € {0,1}, and p= £ 3" | T} is
the proportion of treated units.
This estimator can be also represented as the difference in means in the treatment

and control group of a modified outcome variable:

2 LY = m(Zi;p)) 3oy (1= T0)(Ys — m(Zi; D))
Z?:l T‘Z Z?:l(]‘ - ,I‘Z) 7

A~ A~

where m(z;p) = (1 — p)my(2) + pmg(z). Our proposed estimator is analogous to the

5_\

(A.3.16)

expression in (A.3.16) in the sense that it is the difference between estimates from the
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treatment and control group, except that we replace the estimated propensity score p

with the known one, which equals one half.

3.B.3. Insensitivity to the First Stage. In two-stage estimation procedures, the first
stage generally affects the properties of the final estimator. This complication, however,
can be avoided using estimators based on so-called Neyman-orthogonal moments (Ney-
man, 1959, 1979), whose derivative with respect to the nuisance parameter estimated in
the first stage is zero. This method has been recently used in the semiparametric litera-
ture in settings where a, possibly high-dimensional, nuisance parameter is estimated using
machine learning methods; see, e.g., Belloni et al. (2017); Chernozhukov et al. (2018). In
our context, Neyman-orthogonality means that

9, (E[Mi(n)|X; = 07] = E[M;()| X; = 07]) | _ =0, (A.3.17)

H=Hn

where (95 denotes the k-th functional derivative in all possible directions.

Our setting is related to estimation problems with Neyman-orthogonal moments but
it differs in two main aspects. The property in Equation (3.7) is much stronger than
(A.3.17) because functional derivatives of all orders evaluated at any function p € M,,
vanish. However, this property holds only conditional on the running variable been at the
cutoff, whereas any estimation procedure has to rely on the data in some neighborhood
of the cutoff.

3.C. PROOFS OF MAIN RESULTS

3.C.1. Additional Notation. We use the following notation throughout the proofs. For
s € [S],1 € Iy, and j € {0,1}, we define the local linear weights as
wll(h) = will () —w)_(h),
wl (1) = e[ QLXK (X /MUHX, > 0}, Qus = Y K(Xi/W) X, X[ 1{X, > 0},
icl,
(h) = ¢/, Qs XK (Xi/W{X; < 0}, Q.- =Y K(Xi/h)X;X[1{X; < 0},

1€l

o)

izszf

with X; = (1, X;)T. We omit the index s if the sum is taken over the whole sample and
we omit the superscript (j) if j = 0.
Further, for p € M,,, we let

Top(n) = K(X;/h)Xu(Z:)1{X; > 0}

i€l

To () =Y K(Xi/h) Xip(Z)1{X; < 0}.

1€ls
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Let m(z;p) = E[u(Z;) — w(Z;)|Xi = z]. We define fy(n) = m(0;p), B (1) =
Oy (5 1) ]a=o+, and By (1) = Opm(w; p)|s=o-, and further S*(u) = (Bo(u), B (1)) and
B= (k) = (Bo(w), By (). Let H = diag(1,h) and I = diag(1,1).

3.C.2. Proof of Theorem 3.1. The proof of Theorem 3.1 is preceded by two lemmas.
Lemma A.3.1. Suppose that Assumption 3.2 holds. Then for all s € [S] it holds that:

(i) For all j € N,
i 2 KOG CGRVT: = 5.5(0%) + 00(1),
—ZK X/ W)X /HP (1= T) = 53 x(07) + 0p(1),

E Z RGBT = Z K(X;/h)(X;/h)'T; 4+ Op((nh)~'?),

’LEIS
—ZK (Xi/h)(X;/h) (1 — ZK (Xi/h)(Xi/h) (1 = T) + Op((nh)~/?).
’LEIS
(ii) For j € {0,1}, h* Y wi) (h)? = Op((nh)™") and b7 Jwl) (h) X7 = Op(h?).
iEIs ’LGIS
Proof. Standard kernel calculations. ]

Lemma A.3.2. Suppose that Assumptions 3.1-3.4 hold. Then
stl = JT+1H(Q;iTS,*(ﬂn - ﬁn,S) - 5*(/111 - ﬁn,s)) = 0p<h2 + (nh)ilﬂ)
for all s € [S], x € {+,—}, and j € {0, 1}.

Proof. We analyze the expectation and variance of ngl conditional on X, and (W;);ere.

First, we consider the expectation. It holds with probability approaching one that

E[GO) X, (W) jerell = | > w), (h) Z;) — Hn,s(Z)| X, (Wj) jere]
i€l
< 8371_) szs* ) M(ZZ)|X1]
eI |ier,

By Taylor’s theorem with the mean-value form of the remainder, it holds that

m(Xi; ) = m(0; ) + (w5 i) L= X + 32 (Ti; 1) X7,

7
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for some z; between 0 and X;. Using standard local linear algebra and the triangle

inequality, we obtain that

E[GY)| X0, (W) jere]

< sup wa* m(Ty; p) X?

HETn zGIS

) 2
< sup  sup |8 m(x; |Z’w,5* )X
HETn J:EXh\{O} i€ls

= Op(h2)7

where we use Lemma A.3.1 and Assumption 3.4 in the last step.

Second, we consider the conditional variance. It holds with probability approaching

one that

V [GO| X, (W))sere] =Zw§7;{*<h>2v [70n(Z:) = Tins(Z3)| X (W)sere]

i€l

< sup Z wl S N fin(Z;) — ,u(Zi))2|X,~]

< sup sup E[(Hn( z) |X =T szs*
BETn TEX), i€l

= 0p((nh) ™).

where we use Lemma A.3.1 and Assumption 3.3 in the last step. The conditional conver-
gence implies the unconditional one (see Chernozhukov et al., 2018, Lemma 6.1), which

concludes the proof. Il

Proof of Theorem 3.1. We prove the three parts separately.
Part (i) It holds that:

?CF(h' ﬁn) - ?(hQ ﬂn)

— ] Z {QV T (B = Fins) = Q=T (fin = )}

=€ Z Q+1Qs+ Qs +Ts +( ﬁn,s) - 6+(,an - //Ins + €1 Z Q+1Qs+ﬁ ( ,En,s)

s=1 s=1
S
- €I Z Q:lQ&, (Q:}ST ,7<,an - ﬁn,s) - Bi(,an - ,an s Z Q 1@3 — ,Un s)
s=1

EA1+A2—A3—A4.
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In the following, we consider each of the four terms separately. First, note that

Al =elH™ ZH@JHH Qs H H(Q 4 T (i — Finys) — BT (fin — Fins))

s=1

By Lemma A.3.1, for all s € [S], it holds that

1
HQ'HH'Q, ,H ' = gl + Op((nh)~Y?), (A.3.18)

where throughout the proof we assume that the term Op((nh)~'/2) has conformable

dimensions. Using Lemma A.3.2 and noting that e] H=' = e/, we obtain that A; =

0,(h? + (nh)~1/2).
Second, it holds that

Ay = el H™ ZHQ+1HH 'Qu H U H BT (fin — i s)-

s=1

Using equation (A.3.18), we obtain that
18
= § DT+ Ol N H B i — )
=3 Z Bo(fin = fins) (1 + Op((nh)™2)) + W (jin — Fin,s) Op((nh)~2)

ZBO #ns +0p((nh) 1/2)

where we use the fact Bo(fin, — fins) = 0,(1) by Assumption 3.3 and A (fin — fins) = 0,(1)
by Assumption 3.4 for all s € [S].

Using analogous calculations, we can show that As = op(h? + (nh)~*/?) and A, =
LS Bolfin — Finys) + 0p((nh)~"/2), which concludes the proof of part (i).
Part (ii). By the conditional version of Lyapunov CLT, we obtain that

se(h; fin) " (F (s i) — E[F(h; in)|Xa]) — N(0,1).

where se?(h; fin,) = >0 wi(h)*V[M;(fi,)|X; = X;]. Further, using L-Lipschitz continuity
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of VIM;(fi,)| X; = z], we obtain that

= wi(h)*V[M;(j1,)| X; = 07] + Z wi 1 (h)?V[M;(jin)| X; = 0] + 0,((nh) /).

It then follows from standard local linear arguments, that nhse?(h; fi,) — V (jin) = op(1)

and B7 (ks ) 2] — 7 = B)h? + o, ().

Part (ii7). The proof is discussed in Section 3.3.2. It also follows from Proposition A.3.5.
U

3.C.3. Proof of Corollary 3.1. This result follows directly from linearity of the second

derivative operator.

3.C.4. Definition of Standard Error. We first introduce the notation. Let u € M,,.
We denote the standard error by §&°(h; ) = S0, w?(h)o?(u), where

7

5 (1) = 1 +1 7 (Mi(ﬂ) -y Uj,iMj(:u)> ,

JER

-1 -1
JER; JER;

Here )?Z = (1,X;) and R; is the set of the R nearest neighbors of unit ¢ based on
the running variable and within the same fold and on the same side of the cutoff as
unit <. We note that by basic OLS algebra, the weights v;; satisfy: ZjeR,- vj; = 1,
ZjE'Ri ’Ujﬂ‘(Xj - Xl> = 0, and ZjGRi Uj%i = Hz

We further let §62(h; p) = > icr, wi(h)o? (1), so that 2 (h; ) = Zle 562 (h; ). Simi-
larly, we define se?(h; p) = >, wi(h)o} () and se?(h; u) = Zle se?(h; ).

3.C.5. Proof of Proposition 3.1. Using the triangular inequality, we first note that

[ e (s fin) = V()| < mbSeg (s i) — s (his fin)| + | se? (s fu) — V(72|

< Smaxnh e (h i) — se2(hi )| + 0,(1).
sE

where the second inequality follows from the proof of Theorem 3.1. The main step in this

proof is to show that for any s € [S] and conditional on X, and (W), cre, it holds that

nh|$& (h; fin,s) — seZ(h; fin)| = 0p(1). (A.3.19)
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We remark that the condition in (A.3.19) would essentially follow from the results of
Noack and Rothe (2021) if V[M;(u)|X; = z] was L-Lipschitz continuous for all u €
T,.. Our setting is different as we impose L-Lipschitz continuity only for the function
VIM;(fin)|X; = x]. Still, some steps of our proof follow from the proof of Theorem 4 of
Noack and Rothe (2021). We note that

563 (P Jins) — se2(h; fin)

= (B[Se7 (s fin) | 2] — s€Z(h; fin)) + (585 (s i) — BLSES(h; Fin, )|, (W) jere])
+ (E[563 (s Fin,s) — S5 (h; fin)| Xy (W) jere])

=G+ G+ Gs.

In the following, we show that each of the three terms is of order op((nh)™!). First,
it follows from the proof of Theorem 4 of Noack and Rothe (2021) that G; = op((nh)™)
as V[M;(f,)|X; = z] is L-Lipschitz continuous by Assumption 3.5.

Second, it is clear that E[G5|X,,, (W;);cre] = 0. Further, it follows that with probabil-
ity approaching one,

~ ~ 2 _
E[GHI%,, (W)sers] < sup B | (&2(0h; ) — BIE(h: )| %)) | = 0p((nh) ),
HEn
where the last equality follows from the proof of Theorem 4 of Noack and Rothe (2021)
using boundedness of the fourth conditional moment assumed in the proposition.

We now consider G3. We note that with probability approaching one

(Gal = [ Y wi (WE[G; (in,s) = 77 (in)| X (W))sere]

1€ls

< supsup [E[E3(n) — 320 |4 | 3 wih).

Jels: X;€X p€Tn i€l

Following Noack and Rothe (2021), we note that for any pu € 7, and any i € I

E[G:()]X] = o7 (1) + 5 +1 T (Z vi (05 (1) — 0?(#))) (A.3.20)

JER

+ +1HZ- (E[Mi(ﬂﬂXi] - UmE[Mj(MﬂXj]) :

JER

In the following, we denote by C' a positive constant, which might be different from line

to line. By a second-order Taylor-expansion and by a simple OLS-algebra, it holds for
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the last term in the above expression that

2
1
oy o E[M;(1)|Xi] = ) viB[M; ()] X; A.3.21
iEIs:XI?Gthe']I?nl“—HZ'( [ (#’)| ] Z J [ J(lu)| ]]) ( )

JER;
<C sup sup|X;— X;|* sup sup (OPE[M;(n)|X; = 2])* = 0,(1),
i€l X;€X, JER; TEX, n€Ty
where we used that 75 > .o, v5; < 1 and sup,ey, sup,er, E[M;(1)|X; = 2] = O(1)
by Assumptions 3.4 and 3.5.
Using (A.3.20) and (A.3.21), we obtain that

sup  sup [E[57 (1) — 07 (fin) | ]|
i€ls: X;€EX, ,LLE'E’L

1

< su sup |07 (p) — o (jfin) + 03 (03 (p) — 03 (fin) + 07 (fin) — 07

< s s o) —}(m) + (Z; 0 (n) = o) + 02 () — 02(1)
+ 0p(1)

<C sup sup ‘02‘2(,“) - Uf(ﬂn)l + 0p(1)
i€ls: X;€X u€Th

< C sup sup [VIM,(p)|X; = @] = V[M;(f1n)| X = ]| + 0p(1)

zE€EX €T

= Op(l)’

I,

O,((nh)™1), we conclude that G3 = op((nh)™).

where we used that 177> p v7;, < 1 and Assumption 3.3. Since Y-, ; wi(h)* =

3.C.6. Proofs for sufficient conditions in Section 3.6.

Proof of Proposition 3.2. We start by showing that Assumption 3.3 holds. It follows
from basic OLS algebra that there exists 37 such that for all s € [S] it holds that
1Bs.z — Bzllse = Op((nhy)~Y/2). This implies that 3,z € [Boz £ (nh1) Y2v,] w.pa. 1.
Let v, — 00 be a sequence s.t. (nh;)"*/?v, — 0. We define

To = {1 : n(z) = Bz, where 8 € B, = [Bz £ (nh1)~/*v,]}.

By construction, g € 7, and Plu,s € T,]) = 1+ o(1) for all s € [S]. Assumption 3.3
follows by noting that

sup sup E [(5TZi — B;Zi)Q\XZ- = x} <dsup || — Bz|>% sup E [ZiTZi\Xi = x} =o(1).
BEBy

BEB, TEX, reX),

We now consider Assumption 3.4. For j € {1,2}, all § € B, and =z € X \ {0}, we
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have that
OIE (B Z; — ;21X = x] = (B2 — Bz) ' OEZ] X = 1],

which concludes this proof. ]

Proof of Proposition 3.3. We start by showing that Assumption 3.3 holds. Let v, be a

sequence such that v,, — oo and r,v,, — 0. We define
T, = {u : u(2) = ms(2), where 8 € B, = [3 & r,v,]}.

By construction, i € T, and P[fi,s € T,] = 1+ o(1) for all s € [S]. Assumption 3.3
follows by noting that

sup sup E[(ms(Z;) — mp(Z:))*|X; = 2] < sup 15 = Bl%.G* = o(1).

BEBn .Z‘EXh

We now consider Assumption 3.4. Under the assumptions made, for j € {1,2}, all g € B,
and z € X \ {0}, we have that

OLE[ms(Z:) — mp(Z:)|X; = 2] = /(mﬁ(z) —mg(2))0] fz1x (2] 2)dz.
It then follows that for j € {1,2}

sup  sup ‘%E[mﬁ(Zi) —mz(Z;)|X; = x]’
BEB, weXy\{0}

< G sup 18— Bl / 109 fax(2]) dz = op(1),
BEBy zZ

which concludes the proof. ]

For completeness, we restate the classic assumptions for uniform convergence of the

local linear estimator used by Masry (1996).

Assumption A.3.8. (i) (X;, Z;) are continuously distributed, and X and Z are compact
and convex; (ii) The joint density f(x,z) is bounded, has bounded first-order derivatives,
and is bounded away from zero for all (x,z) € X x Z; (ii) E|Y}|X; = z,Z; = 2| is
twice continuously differentiable w.r.t. x and z and the second derivatives are Lipschitz
continuous; (iv) sup, , E[|Yi|*"°|X; =, Z; = z] < co for some constant § > 0; (v) For
j €{0,...,3}, Hj(u) =w K (u) is Lipschitz continuous;

Proof of Proposition 3.4. By Theorem 6 of Masry (1996), sup.cz, [1in(2) — un(2)|| =
Op(rn), where 7, = o(1). Hence, the set T, can be chosen s.t. sup,r [[u(Z;) —
tUn(Zi)|loo = o(1). Assumption 3.3 follows trivially. Assumption 3.4 is also satisfied,

as discussed in Section 3.A.2. ]
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3.D. VARIANCE CALCULATIONS

In this section, we provide formal derivations for the optimality result discussed in Sec-
tion 3.5.3 and for the discussion of variance reductions in comparison to the standard RD

estimator discussed in Section 3.4. Recall that

V(1) = w VM ()| Xi = 0%] + w_V[M;(u)| X; = 07,

. wW- - Wi o+
2)= ——u (2) + —————put (2).
pn(2) = — +W+un( )+ +w+un( )
We obtain the variance V(i) and the function p, as a special case when wy; = w_ = 1.

Proposition A.3.5. Suppose that Assumptions 3.1-3.5 hold. Then for all p € M, it
holds that:

(1) V(i) < V() with V() = V() if and only if VIu(Zi) — iz, (Z0)| X = 0] = 0;
(i) V(i) < V(0) if and only if Vi (Z:) — p(Z:)| Xi = 0] < V][ (Z:)| X; = 0.
Proof. Fix u, i € M,,. By basic properties of the conditional expectation, we have that
V(i) = i VIYi = i (Z)|X; = 0] + w VIY; — i (Z0)|X; = 07] + V(p),
where the first two terms on the right-hand side do not depend on p, and
V(i) = w Vit (Z) = p(Z)1Xi = 0] + w_Vip, (Z:) — w(Z:)| X: = 0].

Further, it holds that

P00 = P+ = 1) = sV | (20— i (8) - () = 121X, =0

()~ i (2)) ~ (20 - 201X =0

= V(uy) + (Wi + w)V[u(Zi) — pi,(Zi)| Xs = 0]

+w_V{

Hence, V(u) < V/(7i) if and only if V[u(Z;) — (Z:)| X = 0] < V[ii(Z;) — ps(Z:)] X; = 0],

and similarly with equalities instead of inequalities. Both parts of the lemma follow. [

3.E. ADDITIONAL SIMULATION RESULTS

In this section, we present further simulation results. Table A.3.1 extends the results
in Table 3.1. Apart from the bias-aware approach discussed in the main text, we con-

sider bandwidth choices and confidence intervals based on robust bias corrections and
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undersmoothing.?’ The qualitative conclusions about the relative performance of differ-
ent first-stage estimators in different models remain the same as discussed in the main
text.

The simulated mean bandwidth of robust bias corrections is on average smaller than
that of the bias-aware approach, and the confidence intervals are larger. This feature is
known in the nonparametric literature. In the last two rows of Table A.3.1 we report the
results using the procedure of Calonico et al. (2019). In this simulation setting, they are
essentially the same as the results for our procedure with a linear adjustment function.

In Table A.3.2, we report simulation results for Model 3 for different values of the
signal-to-noise ratio. This illustrates that the potential gains from covariate adjustments

are large if the covariates explain a large portion of variation in the outcome variable.

20The bandwidth for undersmoothing is chosen as n /29 times the MSE-optimal bandwidth estimated
using the rdrobust package.
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Table A.3.1: Full simulation results for different numbers of relevant covariates

BA
Standard RBC
US

BA
Optimal Inf RBC
Us

BA
Linear Inf RBC
UsS

BA
Linear RBC
UsS

BA
Local Linear RBC
US

BA
Lasso RBC
USs

BA
Forest RBC
Us

RBC

CCFT Us

Cov Bias SD CI h Cov Bias SD CI h Cov Bias SD CI h Cov

Model 1: L=0 Model 2: L=4 Model 3: L=10

Bias SD CI h

Model 4: L=25

97.0 -14 74 324 432 96.1 -7.1 186 81.8 68.8 96.4 -95 19.1 876 79.3 95.9
948 1.5 11.0 41.5 299 94.7 0.0 351 1309 30.5 946 1.1 371 140.0 26.9 94.2
949 0.6 11.3 425 205 945 -1.1 36.0 1334 20.9 94.7 0.1 38.0 1424 184 94.3

97.0 -14 74 324 432 966 -1.5 7.5 325 432 96.5 -1.3 7.6 325 432 96.9
948 1.5 11.0 41.5 29.9 943 1.3 11.0 415 29.9 93.6 1.5 11.3 415 299 94.2
949 0.6 11.3 425 205 945 0.3 11.3 425 204 93.7 0.5 11.6 426 204 94.4

97.0 -14 74 324 432 966 -1.5 7.5 325 432 96.7 -48 127 56.2 61.8 96.8
948 1.5 11.0 41.5 299 943 1.3 11.0 415 299 93.7 13 234 859 263 94.6
949 0.6 11.3 425 20.5 945 0.3 113 425 204 941 03 239 876 180 94.2

97.0 -14 74 327 433 96.7 -1.5 7.5 326 433 959 -4.0 13.7 59.1 59.7 96.5
948 1.5 11.0 41.8 30.0 943 14 11.1 418 299 940 1.6 25.0 91.8 279 94.3
95.1 0.6 11.3 429 20.5 946 0.3 114 428 20.5 942 0.6 256 93.7 19.1 94.4

97.0 -14 74 327 433 96.8 -14 7.5 32.7 433 96.3 -1.6 83 356 452 96.8
945 1.5 11.1 419 30.0 945 14 11.1 419 299 943 14 127 471 293 94.2
949 0.6 114 429 205 94.7 04 114 43.0 205 943 0.5 131 482 200 94.3

96.7 -14 7.6 33.1 436 96.6 -2.1 88 383 46.6 96.2 -2.0 9.2 391 46.7 968
944 15 11.6 43.5 288 95.0 1.2 138 521 29.1 93.9 1.3 146 530 295 94.3
95.1 0.7 11.8 445 19.7 947 02 142 532 199 941 04 150 542 202 94.2

96.8 -1.5 7.6 331 436 96.7 -2.1 87 379 465 96.6 -19 85 372 46.9 97.1
946 1.5 113 425 299 949 1.0 134 50.7 29.7 940 1.0 152 56.0 233 94.0
946 0.6 11.6 43.6 20.5 94.8 0.0 13.8 51.8 203 943 0.3 155 57.0 159 94.3

945 14 11.0 41.3 29.7 939 13 11.1 413 29.7 934 13 235 8.1 263 94.3
944 0.6 114 422 20.3 94.0 0.3 114 422 203 934 03 241 863 18.0 93.5

-6.3 185 81.0 68.5
1.6 393 145.7 245
0.8 40.5 1484 16.7

-1.3 74 324 432
1.5 11.0 414 30.0
0.5 11.3 425 205

-4.3 103 472 59.0
0.7 199 754 19.7
02 205 766 134

-4.3 10.8 49.2 588
0.7 21.6 810 203
0.2 222 824 139

-1.6 82 359 456
1.5 13.0 49.0 278
0.5 13,5 50.1 19.0

1.4 77 340 443
1.1 132 49.0 243
0.5 13,5 50.0 16.6

-22 93 413 49.0
0.8 186 68.8 19.8
04 191 701 13.6

0.7 201 746 19.6
0.2 208 752 134

Notes: Results based on 5000 Monte Carlo draws based on Model 3 explained in the main text. All numbers are multiplied by 100.

Columns show results for

simulated coverage for a nominal confidence level of 95% (Cov); the mean bias (Bias); the mean Standard Deviation (SD); the mean confidence interval length
(CI); and the mean bandwidth (h). Bandwidth and confidence intervals are constructed based on the bias-aware approach (BA), robust bias correction (RBC), and

undersmoothing (US).
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Table A.3.2: Simulation results for different signal-to-noise ratios
Cov Bias SD CI h Cov Bias SD CI h Cov Bias SD CI h Cov Bias SD CI h

p=3 p=1 p=>5 p=10

BA 962 -89 19.6 875 79.3 96.4 -3.1 9.8 433 520 96.0 -14.7 29.6 134.7 955 95.5 -16.8 58.6 241.5 99.9
Standard RBC 947 1.1 372 1396 26.9 941 0.8 164 612 279 946 09 59.8 2265 26.7 947 -0.1 1183 4469 26.7
US 943 04 382 1421 184 93.8 -0.2 169 624 19.1 945 -0.2 614 2303 183 948 -0.5 1205 4544 183

BA 970 -14 74 324 432 96.6 -1.5 74 325 432 96.5 -1.3 7.6 324 432 96.9 -1.3 73 325 432
Optimal Inf RBC 948 1.5 11.0 41.5 29.9 943 13 11.0 415 299 935 1.5 11.3 415 298 942 1.5 11.0 414 30.0
US 949 06 11.3 425 205 945 03 11.3 425 204 93.6 06 11.6 426 204 945 05 11.3 425 20.5

BA 960 -48 129 56.2 619 96.2 -1.9 83 36.1 46.1 96.4 -85 181 815 76.6 959 -14.1 33.0 1469 96.3
Linear Inf RBC 942 12 231 858 264 940 12 131 489 283 93.8 12 358 131.6 258 948 1.2 66.2 2529 25.6
US 939 06 238 875 180 944 02 134 499 194 941 0.1 36.6 134.0 177 950 06 672 2574 175

BA 961 -4.0 138 59.1 598 96.1 -1.9 84 36.5 459 95.6 -7.2 21.2 90.7 740 95.8 -14.1 370 161.5 954
Linear RBC 940 1.7 249 919 279 940 12 132 493 286 94.0 1.7 422 1553 288 946 23 834 3128 29.0
US 939 1.0 256 938 191 943 03 135 504 195 942 0.7 433 1584 19.7 948 1.0 855 3188 1938

BA 967 -1.7 82 356 451 965 -15 7.8 339 441 96.5 -1.7 87 373 463 97.0 -26 102 45.1 523
Local Linear RBC 944 1.5 125 471 293 942 1.3 11.7 439 29.7 940 1.5 137 50.5 2838 946 16 174 651 276
US 947 07 129 482 201 943 04 120 450 20.3 940 06 141 517 197 946 0.7 180 664 189

BA 968 -20 91 393 469 96.8 -1.6 7.7 34.0 445 96.1 -2.7 115 484 51.0 96.2 -49 181 758 61.6
Lasso RBC 938 1.5 144 533 296 943 1.0 124 469 26.5 939 15 185 677 31.1 941 19 326 117.7 322
US 943 0.6 149 546 20.2 944 03 127 479 181 942 06 191 692 213 942 08 333 120.1 220

BA 966 -19 85 372 469 96.5 -1.6 7.7 33.7 443 96.7 -2.6 10.0 438 511 96.3 -5.8 147 645 64.5
Forest RBC 941 1.1 151 56.1 23.1 941 11 121 453 27.7 945 0.8 189 70.6 218 939 05 31.7 116.1 20.7
US 943 06 155 572 1538 945 02 124 46.2 19.0 95.0 0.2 193 718 149 942 0.1 325 1181 14.2

RBC 938 12 233 850 26.3 935 1.1 132 486 28.1 934 12 36.0 130.3 258 946 1.3 66.2 2504 25.6

CCFT US 933 06 240 863 180 939 02 135 494 19.2 93.3 02 369 1320 17.7 947 05 674 2534 175

Notes: Results based on 5000 Monte Carlo draws based on Model 3 explained in the main text. All numbers are multiplied by 100. Columns show results for simulated

coverage for a nominal confidence level of 95% (Cov); the mean bias (Bias); the mean Standard Deviation (SD); the mean confidence interval length (CI); and the
mean bandwidth (h). Bandwidth and confidence intervals are constructed based on the bias-aware approach (BA), robust bias correction (RBC), and undersmoothing
(US).
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