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CHAPTER 1 
New-to-Market Product Innovation and Firm 

Performance: Using Innovation Survey from Japan 
 

 

by 
   Daiya Isogawa 

(University of Tokyo) 
Kohei Nishikawa  

(Setsunan University) 
Hiroshi Ohashi  

(University of Tokyo) 
 

Abstract  
 
This study evaluates the economic impact of new-to-market product 

innovation in Japan by using firm-level data obtained from the 
Community Innovation Survey conducted in Japan. It accounts for 
possible technological spillovers from innovation activities, and examines 
the extent to which new-to-market product innovation contributes to 
firm performance. Casual observations from the data reveals that new-
to-market product innovation are likely to contribute higher sales for the 
firm with less cannibalization with existing products, generate higher 
degree of technological spillovers to other innovations, and be brought 
by firms that corroborate with universities and other academic institutions. 
An econometric analysis on simultaneous equations confirms these 
observations.  

 
 



2 Job Creation and Business Investment as Pathways to a Creative Economy  

1. Introduction 
 
Product innovation is, by definition, deemed novel, but the degree of 

novelty differs by product (e.g., Arundel and Hollanders, 2005). The 
OECD (1992, 1996, and 2005) classifies a firm’s product innovation 
into two types: the introduction of a product only new to the firm, and 
the introduction of a product new to the market. The latter type should 
be newer and more drastic than the former (OECD, 2009), and thus is 
called new-to-market product innovation in this paper. The concept of 
new-to-market product innovation sheds new insights on the existing 
literature in two folds. First, new-to-market product innovation may 
contribute in a greater extent to firm performance, as it can provide a 
firm with temporary market power (Petrin, 2002). Second, new-to-
market product innovation may exhibit technological spillovers for 
innovation activities of other firms, a research topic which has attracted 
much attention in both theoretical and empirical studies.1 For example, 
recent studies of endogenous growth theory (e.g., Grossman and Helpman, 
1991, Aghion and Howitt, 1992, Klette and Kortum, 2004) indicate that 
spillovers from firms at the technological frontier play an important role. 
If new-to-market product innovation results in significantly positive 
spillovers, a policy to promote such innovation can be beneficial from a 
social welfare point of view (Spence, 1984).  

This study quantitatively examines the nature of new-to-market 
product innovation, in order for us to understand its contribution to firm 
performance, and its possible need for public policy. We use firm-level 
data obtained from the Japanese National Innovation Survey (JNIS). We 
propose an econometric model that comprises technological spillovers, 
legal protection measures, and other important variables relevant to 
new-to-market product innovation. Our model is reminiscent of that 
proposed by Crépon et al. (1998) (CDM); however, we address possible 
endogeneity in our estimation, the issue that is largely neglected in 
CDM.  
                                                 
 1  Arrow (1962) points out that an innovating firm cannot appropriate the outcome of 

its innovation activities owing to inherent technological spillovers. Accordingly, 
many researchers have tried to quantify spillovers, especially in terms of the social 
rate of return on R&D investment, as discussed in Griliches (1992). 
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Despite its economic importance, few empirical studies focus on the 
novelty of a firm’s product innovation. To the best of our knowledge, 
Duguet (2006) is an exception. The present study differs from Duguet 
(2006) in three important ways. First, Duguet (2006) crudely lumps 
together product and process innovations into one basket, even though 
the underlying economics between these innovations work differently 
(e.g., Klepper, 1996). Rather we focus solely on product innovation to 
make our analysis and its interpretation clear.  

Second, we use sales as a measure of firm performance, rather than 
productivity. It has been argued that productivity may not be an 
appropriate measure to assess product innovation (e.g., Van Leeuwen 
and Klomp, 2006, De Loecker, 2011). Third, we utilize technology outflow, 
as well as inflow, in order to capture the influence of technological 
spillovers, whereas existing studies including that by Duguet (2006) 
focus only on the inflow of technology. Incorporating technology 
outflow provides us with an unbiased picture of technological spillovers 
in the context of JNIS.  

The rest of this paper is organized as follows. Section 2 provides an 
overview of the various approaches to the measurement of the economic 
outcomes of innovation, and describes the data set used in the study. 
Section 3 proposes eight hypotheses related to new-to-market product 
innovation. Section 3.1 is dedicated to firm performance, Section 3.2 to 
technological spillovers, and Section 3.3 to the characteristics of a novel 
innovator. Section 4 formulates and estimates an econometric model to 
test the formulated hypotheses. Section 5 concludes.  

 
 
2. Approaches to Evaluating Innovation Outcomes  
 
Demand estimation, patent data and R&D data analyses are three 

primary quantitative approaches commonly used to measure economic 
outcomes accrued by product innovation. Demand estimation has been 
performed on various new products such as computed tomography 
scanners (Trajtenberg, 1989) and minivans in the automobile market 
(Petrin, 2002). This method has an advantage of evaluating the impact 
of product innovation on consumer surplus. Under the category of the 
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second approach that uses patent data, studies such as those presented 
by Pakes (1986) and Schankerman (1998) estimate the value of patents, 
an intermediate input in the overall innovation process. Finally, among 
the works that have utilized R&D data are studies that estimate the 
social rate of return on R&D investment (Griliches, 1992).2 However, 
while R&D data have an advantage of quantifying the economic impact, 
R&D investment only accounts for a proportion of a firm’s innovation 
activities (Mairesse and Mohnen, 2010). As pointed by Arundel et al. 
(2008), many firms conduct innovation activities without reporting their 
R&D expenditures.3 

Turning to inputs, the program evaluation technique is popular for 
exploring innovation policy (see, for example, Almus and Czarnitzki 
(2003) and González et al. (2005), which focus on R&D subsidies). 
While this technique helps solve the endogeneity problem of subsidy 
assignment, however, it ignores how these subsidies affect other firms 
through spillovers. This shortcoming has fostered a recent trend of 
empirical studies using innovation surveys based on the Oslo Manual 
(Mairesse and Mohnen, 2010), which offer a wide range of information 
on a firm’s innovation activities and their outcomes including innovation 
novelty.  

JNIS follows the Oslo Manual, and has a basis on the survey 
conducted in the period from April 1, 2006 to March 31, 2009. By using 
the stratified sampling, surveyed firms are selected among those listed 
in the Establishment and Enterprise Census 2006, which is conducted by 
the Statistics Bureau, Ministry of Internal Affairs and Communications. 
They are further restricted to firms with more than 10 employees that 
operate in the industries in Table 1. The response rate is 30.3%, 
corresponding to a sample of 4,579 firms. Note that questions about a 
firm’s product innovation are asked for the market in which the firm 
supplies its staple goods.  

                                                 
 2  Recent examples of R&D data analyses include those by Bloom et al. (2013), which 

focuses on the identification of spillovers, and Xu (2006), which captures the 
dynamic properties of R&D investment. 

 3  The results of JNIS show that 47.3% of firms conducting innovation activities do not 
report any R&D expenditures. This percentage is similar to that of Arundel et al. 
(2008) and that observed in other countries. 



 CHAPTER 1  New-to-Market Product Innovation and Firm Performance 5 

▌ Table 1 ▌  Classification of Industries in JNIS 

Industry     Japan Standard Industrial Classification (Rev. 12) 

Agriculture and forestry  A01-02 
Fisheries  B03-04 
Mining and quarrying of stones and gravel  C05 
Construction  D06-08 
Manufacturing  E09-32 
Electricity, gas, heat supply, and water  F33-36 
Information and communications  G37-41 
Transport and postal activities  H42-49 
Wholesale and retail trade  I50-60 
Finance and insurance  J62, 64-67 
Real estate and goods rental and leasing   K68-70 
Scientific research, professional and technical service  L71-74 
Accommodation, eating and drinking services   M75-77 
Compound services   Q86 
Services, n.e.c.   R89 

 
 

3. Hypotheses on New-to-Market Product Innovation  
 
In this section, we propose eight hypotheses on new-to-market 

product innovation from three aspects:. In Section 3.1, we formulate 
hypotheses on how new-to-market product innovation influences firm 
performance. Section 3.2 is dedicated to hypotheses on technological 
spillovers in innovation activities. Lastly, Section 3.3 is associated with 
innovation policy, where we propose hypotheses on the characteristics 
of a novel innovator.  

 
3.1. Firm Performance  
 
To analyze French manufacturing firms, CDM conduct a three-step 

regression analysis that estimates the research equations, innovation 
equations, and productivity equations. Their results indicate that firm 
productivity is positively correlated with innovation output such as 
number of patents or share of innovation-related sales. Many researchers 
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in several countries have since taken a CDM-like approach to analyze 
firm innovation, including Griffith et al. (2006) for France, Germany, 
Spain, and the UK and Chudnovsky et al. (2006) for Argentina. 
Furthermore, CDM’s approach has been extended in various directions. 
Jefferson et al. (2006), Lööf and Heshmati (2006), and Van Leeuwen 
and Klomp (2006) use measures other than productivity to capture firm 
performance, while Duguet (2006) classifies innovations into radical 
and incremental ones.  

In the present study, we use the sales of a new product and of 
existing products to measure firm performance in order to decompose 
product innovation into two affects. Figure 1 summarizes the economic 
impact of product innovation on firm’s sales. The horizontal axis 
represents the effect on a new product, which is measured by its sales. 
The vertical axis captures the cannibalization effect, which means that 
the new product competes with the firm’s existing products and thus 
reduces their sales. The net effect of product innovation on a firm’s total 
sales, which is determined by the difference in the degree of these two 
effects, is shown gradationally in the figure. The net effect is zero on the 
45-degree line, but this becomes positive with lighter graduation.  

 
▌ Figure 1 ▌  Product Innovation and Firm Sales  
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The sales of a new product are considered to be affected by those of 
existing products in the market. For new-to-firm product innovation (i.e., 
the introduction of a product already provided by other firms), the firm 
faces severe competition particularly in the market of a homogeneous 
product. As a result, the price of the new product will drop and its sales 
will decrease. Consistent with this view, Duguet (2006) shows that only 
radical innovations can improve firm performance. Barlet et al. (1998) 
also indicate that innovation novelty can increase the share of innovation-
related sales in situations where technology is important. Therefore, we 
propose the following hypothesis.  

 
Hypothesis 1: The sales of a new product are larger for a firm with 

new-to-market product innovation than for one with new-to-firm 
product innovation on average.  

 
According to the sales information in JNIS,4 the average sales of a 

new product in FY2008 were 5,586 million JPY for a firm with new-to-
market product innovation and 3,004 million JPY for other firms, which 
is consistent with Hypothesis 1. In addition, Figure 2 boxplots the sales 
of a new product for a firm with new-to-market product innovation and 
for one with new-to-firm product innovation. The rectangle in this 
figure represents the interval between the 25th and 75th percentiles of 
sales and the dashed line represents the median. Median sales are 185 
million JPY for a novel innovator and 165 million JPY for other 
innovators. Furthermore, the 75th percentile of sales for a novel innovator is 
much larger than that for other firms, which implies that some novel 
product innovations generate huge sales.   

Next, we turn to the sales of an innovator’s existing products. Jefferson 
et al. (2006) point out that innovation does not necessarily improve firm 
performance, and suggest that cannibalization with the firm’s existing 
products may severely deteriorate the firm’s profitability. This is 
expressed by the following two hypotheses.  
                                                 
 4  To be exact, JNIS asks a firm about the share of its new product sales. However, we 

can recover the sales amount of the new product by multiplying the share by the 
firm’s total sales in FY2008. Since the question about share is an interval one, we 
assign the intermediate value for each interval. 
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▌ Figure 2 ▌  Novelty and the Sales of New Products  

 
 
Hypothesis 2: The larger sales of a new product decrease the sales of 

a firm’s existing products on average.  
 
Hypothesis 3: The decrease in the sales of a firm’s existing products 

due to the larger sales of a new product is less for a firm with new-to-
market product innovation than for one with new-to-firm product 
innovation on average. 

 
To test Hypotheses 2 and 3, we need to capture the effect of product 

innovation on the sales of a firm’s existing products. For this purpose, 
we calculate changes in the sales of existing products during FY2006-
FY2008. The left side of Figure 3 plots the relationship between the 
sales of a new product and changes in the sales of existing products.5 
Larger sales of a new product decrease those of existing products, which 
is consistent with Hypothesis 2. Changes in total sales, which are  
                                                 
 5  We use LOWESS (Locally Weighted Scatterplot Smoothing) as the smoothing algorithm. 
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▌ Figure 3 ▌  Sales of New and Existing Products  

 
 

represented gradationally in Figure 1, are around 1,500 million JPY 
regardless of the new product sales. 

The right side of Figure 3 plots the same relationship separately for a 
firm with new-to-market product innovation and for one with new-to-
firm product innovation. There exists a significant difference between 
them. The curve for a firm with new-to-firm product innovation is 
almost on the 45-degree line, which indicates that the sales of a new-to-
firm product are nearly offset by the decrease in the sales of existing 
products. On the contrary, the curve for a firm with new-to-market 
product innovation lies above the 45-degree line, which means that the 
sales of a new-to-market product lead to an increase in the firm’s total 
sales. These observations are consistent with Hypothesis 3. Combining 
the observations in Figure 2 and Figure 3 suggests that novel product 
innovation can increase the sales of a new product and reduce the loss of 
existing product sales, both of which increase a firm’s total sales.  

 
3.2. Technological Spillovers  
 
Many researchers including Arrow (1962) have pointed out that an 

innovating firm cannot appropriate the outcomes of its innovation 
activities because of the existence of technological spillovers. In 
contrast to some previous studies (e.g., Bloom et al., 2013), we 3directly 
identify technological spillovers from information on a firm’s technology 
acquisition (i.e., inflow) and provision (i.e., outflow). For outflow, of 
special importance is the technology provision through channels that are 
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less likely to be accompanied by monetary compensation such as open 
sourcing and participation in consortia. If a firm does not consider this 
type of spillover when making decisions on innovation activities, 
innovation in the private sector could be undersupplied.  

Furthermore, some recent studies of endogenous growth theory (e.g., 
Grossman and Helpman, 1991, Aghion and Howitt, 1992, Klette and 
Kortum, 2004) and those on dynamic estimation (e.g., Xu, 2006) assume 
technological spillovers from firms at the technological frontier through 
nonmonetary channels. Since a firm with new-to-market product 
innovation is likely to lie near the frontier, we propose the following 
hypothesis.  

 
Hypothesis 4: A firm with new-to-market product innovation is more 

likely to provide its technology through open sourcing or participation 
in consortia than one with new-to-firm product innovation on average.  

 
Of the empirical studies that focus on inflow, Kaiser (2002) 

considers incoming spillover effects to analyze the relationship between 
research cooperation and research expenditures. His results indicate that 
horizontal spillovers lead to a firm’s aggressive innovation investment 
through research cooperation. Similarly, Branstetter and Sakakibara 
(2002) examine research consortia based on the approach taken by Katz 
(1986), finding that spillover effects in research consortia have a positive 
impact on a firm’s outcomes. These findings suggest the following 
hypothesis.  

 
Hypothesis 5: The sales of a new product are larger for a firm that 

acquires technology through consortia than for one that does not on 
average.  

 
Figure 4 summarizes a firm’s technology acquisition and provision 

based on the information provided by JNIS. The circles in the figure 
represent the relative ratio of technology acquisition (or provision) for a 
firm with new-to-market product innovation to one with new-to-firm 
innovation by channel, while the snowflakes are the relative ratio of 
technology acquisition (or provision) for a firm with above-median 
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product innovation to one with below-median product innovation by 
channel.6 The left side of the figure is for a firm’s technology provision. 
While above-median product innovation is associated with channels that 
are more likely to be accompanied by monetary compensation (e.g., 
licensing), new-to-market product innovation is linked to nonmonetary 
channels such as open sourcing and participation in consortia, which is 
consistent with Hypothesis 4.  

The right side of the figure is for a firm’s technology acquisition. 
Innovation novelty seems to have little association with technology 
acquisition, whereas a firm with above-median product innovation tends 
to acquire technology through licensing and participation in consortia, 
which is consistent with Hypothesis 5. By combining this observation 
with the results on the left side of the figure, we can suggest that 
participation in consortia plays a significant role in technological 
spillovers. Indeed, Figure 4 indicates that a firm with new-to-market 
product innovation provides its technology to other firms through 
consortia and that the spilled over technology contributes to their high 
sales of a new product.  

 
▌ Figure 4 ▌  Technology Acquisition and Provision  

 
  

                                                 
 6  The median amount here relates to sales (i.e., 168 million JPY). 
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3.3. Other Characteristics of New-to-Market Product  
Innovation  

 
In this subsection, we focus on the characteristics of a firm with new-

to-market product innovation from three aspects: information sources, 
means of protecting the innovation benefit, and public financial support. 
Since the previous subsections have implied that novel product 
innovation leads to significant improvements in firm performance and 
technological spillovers, public policy for encouraging a firm’s new-to-
market innovation should work well. To implement such a policy 
effectively, however, we need to know what types of firms are novel 
product innovators.  

 
3.3.1. Information Sources  
 
Previous studies have examined the relationship between information 

sources and innovation novelty. Belderbos et al. (2004) examine the 
relationship between cooperative R&D and firm performance, showing 
that information from consumers or universities has a positive impact on 
the sales of a new product and that cooperation with universities leads to 
novelty. Similarly, Mohnen and Hoareau (2003) study the relationship 
between contact with universities and innovation novelty, but their 
results suggest that such contact does not necessarily result in 
cooperation. With a few exceptions,7 most studies imply that information 
from universities positively affects innovation novelty, and thus we 
propose the following hypothesis.  

 
Hypothesis 6: A firm with new-to-market product innovation is more 

likely to obtain information from universities for its innovation activities 
than one with new-to-firm product innovation on average.  

 
Figure 5 shows the utilization ratio of information sources for 

innovation activities. As explained above, the circles are for innovation 

                                                 
 7  Monjon and Waelbroeck (2003) suggest that information from universities encourages 

innovation that is not radical. In this regard, since they also show that cooperation 
with foreign universities leads to radicalness, there may be some link between 
contact with universities and radicalness. 
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▌ Figure 5 ▌  Information Sources  

 
 

novelty and snowflakes are for the sales of a new product. Whereas a 
firm with above-median product innovation aggressively uses various 
sources, one with new-to-market product innovation tends to obtain 
information from universities or patents held by other firms, which is 
consistent with Hypothesis 6.  

 
3.3.2. Means of Protecting the Innovation Benefit   
 
While we have already noted the difficulty of appropriating the 

innovation benefit, a firm can protect it by legal means such as patent 
protection and non-legal means such as trade secrets. Theoretically, 
legal means can serve to encourage a firm’s innovation activities by 
giving it a premium for creating innovations. Among recent empirical 
studies, Duguet and Lelarge (2006), for example, show the effectiveness 
of patent protection for defending a firm’s product innovation. However, 
legal protection cannot necessarily prevent firms from circumventing 
inventions (Levin et al., 1987). In particular, considering the possible 
positive spillovers to novel product innovation, legal means may not 
effectively protect the profit from the new-to-market product, which 
leads to the following hypothesis.  

 
Hypothesis 7: A firm with new-to-market product innovation is no 

more likely to use legal protection relative to non-legal protection than 
one with new-to-firm product innovation on average.   
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▌ Figure 6 ▌  Protection Measures for the Innovation Benefit  

 
 
Figure 6 summarizes means of protecting a firm’s innovation benefit. 

As before, circles are for innovation novelty and snowflakes sales of a 
new product. While a firm with above-median innovation tends to use 
legal protection actively, one with new-to-market product innovation 
uses it only as frequently as it applies non-legal means. This finding is 
consistent with Hypothesis 7 and indicates that legal means may find it 
difficult to protect novel product innovation relative to above-median 
product innovation.  

 
3.3.3. Public Financial Support  
 
Lastly, we select public financial support for a firm’s innovation 

activities. This topic has mainly been studied in terms of the relationship 
between R&D subsidies and a firm’s R&D investment. For example, 
Almus and Czarnitzki (2003) use a matching method and show that 
R&D subsidies stimulate firms’ innovation activities. González et al. 
(2005) also indicate that some firms would not invest into R&D without 
subsidies, and that there exists no crowding out of private R&D 
investment. In addition, some recent studies have drawn attention to 
public financial support other than subsidies. Finger (2008), for instance, 
examines the effect of an R&D tax credit by considering the 
interdependence of firms’ R&D investment and shows that such a tax 
credit encourages a firm’s R&D investment in a limited way.  
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Meanwhile, of the few studies of the relationship between public 
financial support and innovation novelty, Mohnen and Hoareau (2003) 
raise the possibility that contact with public institutions, by using them 
as information sources, leads to novel product innovation. If contact 
with public institutions through channels other than information sources 
were also to encourage novel product innovation, public financial 
support could have a positive effect on novelty. Hence, we propose the 
final hypothesis.  

 
Hypothesis 8: A firm with new-to-market product innovation is more 

likely to receive public financial support than one with new-to-firm 
product innovation on average.  

 
Figure 7 plots the relationship between the ratio of firms with new-

to-firm product innovation and public financial support8 by firm size.9 
While this ratio is higher for middle-sized and large firms, this is not the 
case for small firms. Hence, Hypothesis 8 is not necessarily confirmed, 
perhaps because nonfinancial bottlenecks exist for small firms that are 

 
▌ Figure 7 ▌  Novelty and Public Financial Support Classified by Firm Size  

 

                                                 
 8  Financial support includes tax credits, subsidies, loan guarantees, and so on. 
 9  Small firms have fewer than 50 employees, middle-sized firms have 50-249 emplo-

yees, and large firms have more than 250 employees. 
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attempting to be novel innovators. In particular, small firms are less 
likely to use information from universities (Nishikawa et al., 2010), 
which discourages new-to-market innovation as implied in Figure 5. 
Therefore, policy intervention intended to increase contact between 
firms and universities may work well. 

 
4. Econometric Analysis  
 
In the previous section, we proposed hypotheses on a firm’s novel 

product innovation and confirmed that most observations in JNIS seem 
to be consistent with them. However, concluding only from such data 
descriptions is inadequate for two reasons. First, omitted variable bias 
could be present. A firm’s innovation activities and their outcomes are 
affected by a number of factors, which if correlated with an object of 
interest and not controlled for properly would lead us to draw the wrong 
conclusions. Second, endogeneity biases are also of concern. Since 
ignoring endogeneity in variables can distort the estimation results, we 
must overcome this issue by using techniques such as the instrumental 
variable method.  

In this section, we present an econometric analysis that deals with 
these problems (Section 4.1) and thus allows us to test the hypotheses 
previously formulated (Section 4.2). In particular, we construct and 
estimate a comprehensive econometric model that is a variant of the one 
proposed by CDM.  

 

4.1. Econometric Model and Estimation  
 
The proposed model is represented by a system of three sets of 

equations. The first is for a firm’s R&D investment. As is widely known, 
R&D expenditures are endogenously determined and any analyses 
ignoring this endogeneity may suffer from biased estimates. CDM deal 
with this issue by formulating research equations. In line with CDM and 
other empirical studies, we consider several factors that may affect a 
firm’s R&D investment. The first factor is related to consumer demand, 
expressed by market size herein. Demand structure is considered to be a 
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major determinant of a firm’s innovation activities (e.g., Levin and 
Reiss, 1984), which is often called demand pull. While CDM base their 
analysis on the influence of market demand, we control for the market 
size effect by using industry dummies10  and a dummy variable that 
indicates whether the market expanded during the survey period.  

Another factor considered a fundamental determinant of innovation 
activities is technological opportunity (e.g., Rosenberg, 1974, Levin and 
Reiss, 1984) or technology push. To capture this effect, we focus on a 
firm’s technology acquisition, which is also interpreted as the inflow of 
technological spillovers as noted in Section 3. Specifically, we create 
technology acquisition dummy variables based on the answers to the 
JNIS question on through which channels a respondent acquires its 
technology (see the right side of Figure 4).11  

In addition, we take into account information sources. Some past 
studies such as Belderbos et al. (2004) have focused on information 
sources to measure the inflow of technological spillovers. Again, JNIS 
asks a respondent which information sources it uses (Figure 5), the 
answers to which we use to create information dummy variables. Besides, 
demand pull or technology push, CDM also explore those factors 
involved in the so-called “Schumpeterian hypotheses” on the effect of 
firm size and market power.12 Similar to them, we use firm size dummies, 
the number of competitors in the domestic market, 13  and a dummy 
variable that indicates whether the market experienced product 
diversification during the survey period.  

Lastly, we consider public financial support for a firm’s innovation 

                                                 
10  The industry classification used is the same as that defined in Section 2.1. 
11  CDM use the answers to a question about the influence of technological developments. 
12  There exists a long history of dispute over whether market concentration encourages 

a firm’s innovation activities. It is said that a firm’s innovation has two distinct effects. 
One is the replacement effect (Arrow, 1962), which encourages firms’ innovation 

 activities in more competitive situations, and the other is the efficiency effect, also 
called the Schumpeterian effect (Schumpeter, 1943; see also Gilbert and Newbury, 
1982, Reinganum, 1983), which encourages such activities in more concentrated 
situations. Several empirical studies, including Aghion et al. (2005), have tried to 
quantify the net effect of these two types of effects. 

13  This number is for FY2008. Since the corresponding question is an interval one, we 
assign the intermediate value to each interval. 
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activities, the issue which are not covered in CDM. As described in 
Section 2, a number of studies have sought to identify the effect of 
public aid on firm innovation. We thus create a dummy variable that 
indicates whether a firm receives any public financial support from local 
public agencies or the central government (coded 1) or not (coded 0).  

The second set of equations captures a firm’s innovation output. As 
the measure of output, we focus on innovation novelty, which is 
analyzed by Duguet (2006) but not by CDM, and the protection of the 
innovation benefit, which CDM proxy for by using number of patent 
applications. However, for the latter, we do not restrict our attention to 
patents since firms use various means of protecting their innovation 
benefits including both legal protection and nonlegal protection such as 
market introduction before competitors, the complexity of production 
methods, and trade secrets. We therefore identify whether a firm uses 
legal or nonlegal protection methods and create a dummy variable for 
each. For the regressors, we use a similar set of variables as that adopted 
in the first step. We add a firm’s R&D expenditures, which are endoge-
nously determined in the first stage since many empirical studies 
including CDM consider a firm’s R&D investment to be an innovation 
input. Moreover, we omit the number of competitors in the domestic 
market from this stage, just as CDM omit market share from their 
second one. In addition to these variables, we use innovation novelty as a 
regressor to explain the protection of the innovation benefit (Hypothesis 7).  

The third set of equations is for a firm’s sales and its technology 
provision. For the former, we consider not only the sales of a new 
product but also those of existing products, which are important for 
examining the economic outcomes of product innovation because they 
can capture the cannibalization effect. For a firm’s technology provision, 
we focus on channels that are less likely to accompany monetary 
compensation. In particular, we create a dummy variable that takes one 
if the firm provides its technology through the channels of open 
sourcing and participation in consortia.  
We include three types of regressors for the equations that determine the 
sales of a new product and technology provision. First, we include 
innovation novelty and the protection of the innovation benefit, which 
are endogenously determined it the first stage as above. Following CDM 
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and Duguet (2006), these innovation outputs may have a positive impact 
on firm performance. Second, we use the same regressors as adopted in 
the second stage as control variables. As a result, we control for the 
effect of demand and technological conditions, firm size (number of 
employees), and product diversification. Third, we consider the 
acquisition of tangible fixed assets and number of R&D workers, which 
correspond to regressors in the third stage of CDM.14 On the contrary, 
for the regressors in the equation that determines the sales of existing 
products, we consider innovation novelty, the sales of a new product 
and the control variables of a firm’s total sales in FY2006 and the firm 
size and industry dummies. With this equation, we aim to quantify the 
degree of cannibalization and examine how innovation novelty affects 
this degree.  

The structure of the model is summarized in Figure 8. We can 
statistically test all of the hypotheses in Section 3 based on this model. 

 
▌ Figure 8 ▌  Overview of the Model  

 
  
                                                 
14  CDM include physical capital and the shares of engineers and administrators in the 

total number of employees.  
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4.1.1. Comparison with CDM  
 
Although our model is a variant of CDM, there are four significant 

differences other than the practical measures of the model variables. 
First, we incorporate innovation novelty into the model. As stated in 
Section 1, it is important to discuss product innovation in terms of its 
novelty since new-to-market product innovation could affect firm 
performance strongly and be associated with technological spillovers. 
Second, we consider both legal and nonlegal means of protecting the 
innovation benefit given the insufficiency of using patent protection 
only (Levin et al., 1987). Third, we separately consider the firm’s sales 
of both new and existing products as measures of firm performance. 
While CDM consider the percentage of a firm’s innovation-related sales 
in their second stage, which is the combination of a firm’s sales of new 
and existing products, only examining a firm’s sales of a new product 
and that of existing ones separately may not be able to capture the 
cannibalization effect. Fourth, we consider both the inflow and the 
outflow of technology by using information on a firm’s acquisition and 
provision of technology. In particular, most studies including CDM 
have not included outflow in their analyses.  

 
4.1.2. Estimation Equations  
 
We propose estimation equations for firm i based on the presented 

model. Equation (1) corresponds to the first part of the model, the 
determination of a firm’s R&D expenditures. Because there are many 
firms with zero R&D expenditures, our choice is a Tobit model.  

 
כܦ&ܴ   ൌ ଵߚ ଵ,ݔ    ଵ,,       (1)ݑ

ܦ&ܴ  ൌ ൜ܴ&ܦܦ&ܴ ݂݅ ככ  ݁ݏ݅ݓݎ݄݁ݐ 0,0  

 
where ܴ&ܦ represents a firm’s R&D expenditures and ݔଵ, includes the 
industry, market expansion, technology acquisition, information, firm 
size, product differentiation, and public financial support dummies as 
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well as the number of competitors in the domestic market.  
Equations (2), (3), and (4) correspond to the second part. Since all of 

the dependent variables are binary, we choose a probit model.  
ݕݐ݈݁ݒܰ   ൌ ܦ&ଶܴߙ   ଶߚଶ,ݔ    ଶ,ݑ  ଶ,ݑ ݁ݎ݄݁ݓ   , , ~ܰሺ0,1ሻ  ܽ݊݀ ܰݕݐ݈݁ݒ  ൌ ൜1 ݂݅  ܰݕݐ݈݁ݒכ   .݁ݏ݅ݓݎ݄݁ݐ 0,0  ݈ܽ݃݁ܮ  (2)     ൌ ݕݐ݈݁ݒܰ ଷߛ   ଷߚଶ,ݔ    ଷ,ݑ  ଷ,ݑ ݁ݎh݁ݓ  , , ~ܰሺ0,1ሻ  ܽ݊݀ ݈ܽ݃݁ܮ  ൌ ൜1 ݂݅  ݈ܽ݃݁ܮכ   .݁ݏ݅ݓݎ݄݁ݐ 0,0  ݈݈ܽ݃݁݊ܰ (3)              ൌ  γସ ܰݕݐ݈݁ݒ  ସߚଶ,ݔ  ସ,ݑ ݁ݎh݁ݓ  ,ସ,ݑ , ~ܰሺ0,1ሻ  ܽ݊݀ ܰݕݐ݈݁ݒ  ൌ ൜1 ݂݅  ݈݈ܰܽ݃݁݊כ   .݁ݏ݅ݓݎ݄݁ݐ 0,0     (4) 

 
where ܰݕݐ݈݁ݒ  represents innovation novelty, ݈݈݁݃ܽ  is the legal  
protection dummy, ݈݈ܰܽ݃݁݊  is the nonlegal protection dummy, and ݔଶ,is similar to ݔଵ, except that it does not include the number of compe-
tetors in the domestic market. 15 

Equations (5) to (7) correspond to the third part. For the technology 
provision equation, we estimate its parameters based on a probit model. 

 
ሻݏ݈݁ܽݏݓሺ݈ܰ݁݃   ൌ ܦ&ହܴߙ  ሾܰݕݐ݈݁ݒ, ,݈ܽ݃݁ܮ  ହߟሿ݈݈ܽ݃݁݊ܰ

                                  ݔହ,ߚହ   ହ,,         (5)ݑ

ሻݏ݈݁ܽݏ݃݊݅ݐݏ݅ݔܧሺ݈݃  ൌ ሾܰݕݐ݈݁ݒ, ,ݏ݈݁ܽݏݓ݁ܰ ݕݐ݈݁ݒܰ  כ

ߩሿݏ݈݁ܽݏݓ݁ܰ                                            ହߚ,ݔ   ,,         (6)ݑ

כ݊݅ݏ݅ݒݎܲ  ൌ ܦ&ܴߙ  ሾܰݕݐ݈݁ݒ, ,݈ܽ݃݁ܮ ߟሿ݈݈ܽ݃݁݊ܰ  

ߚହ,ݔ                           ,ݑ ݁ݎh݁ݓ     ,,ݑ , ~ܰሺ0,1ሻ ܽ݊݀ ܲ݊݅ݏ݅ݒݎ ൌ ൜1 ݂݅  ܲ݊݅ݏ݅ݒݎכ  .݁ݏ݅ݓݎ݄݁ݐ 0,0   (7) 

 

                                                 
15  We omit a firm’s R&D expenditures from Equations (3) and (4) to avoid a convergence 

problem. 
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where ܰ݁ݏ݈݁ܽݏݓ represents the sales of a new product, Existingsales the 
sales of existing products, Provision is the dummy for capturing technology 
provision through open sourcing or participation in consortia, ݔହ, 
includes ݔଶ, , purchased tangible fixed assets, and the number of 
workers in R&D, and ݔ, includes the logarithm of a firm’s total sales 
and the firm size and industry dummies.  

 
4.1.3. Methodology and Estimation Sample  
 
We estimate the parameters in this system by using maximum 

likelihood estimation. Estimation samples are restricted to firms that 
conduct innovation activities and achieve product innovation, which 
reflects our interest in innovation output including the novelty of 
product innovation. This restriction does not become a problem as long 
as we focus on the economic impact of product innovation conditional 
on a firm conducting innovation activities and achieving product 
innovation. Similarly, CDM’s main estimates are obtained with firms 
that achieve some kind of innovation.  
Furthermore, we omit observations with missing values for the model 
variables. The characteristics of the omitted firms are similar to those 
without such missing values.16 The resulting sample size is 539.17 Table 
2 presents the summary statistics of the model variables.  

Regarding the sample selection issue, we attempt to correct for 
possible sampling biases by a following method. First, for all firms in 
JNIS, we regress a dummy variable that indicates whether the firm is 
included in our estimation samples on certain control variables, 
including a firm’s total sales, sales cost, total wages, and the firm size 
and industry dummies. Then, we calculate the residual for each firm and 
include them in Equations (1) to (7) as an additional regressor. The 
estimation results differ little from the baseline results reported next. 
  
                                                 
16  There is little difference in the average size, age, and industry of the sample firms. 

However, we cannot reject the hypothesis that there is no difference in the average 
sales and age of the two subsamples based on the t-test results. Similarly, we cannot 
reject the hypothesis that the existence of missing values and the firm’s industry 
classification are independent based on the results of Pearson’s chi-square test. 

17  Before omitting observations with missing values, the sample size was 1,224. 
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▌ Table 2 ▌  Summary Statistics  

  Mean Std. Dev. 

Novelty 47.40% 50.00% 
Sales of a new product (million JPY) 5148.1 53945.3 
Sales of existing products (million JPY) 42354.8 188152.8 
R&D expenditure (million JPY) 4508 41395.2 
Firm size 

Middle-sized 24.90% 43.30% 
Large 62.80% 48.40% 

Number of competitors 10.2 7.64 
Product differentiation 61.97% 48.57% 
Acquisition of tangible fixed assets (million JPY) 7179.3 47235.0 
No. of workers in R&D 202.2 1374.6 
Information 

Enterprise group etc. 77.50% 41.80% 
Suppliers 57.90% 49.40% 
Customers or clients 68.50% 46.50% 
Competitors 36.40% 36.40% 
Private research institutes etc. 24.20% 48.20% 
Universities etc. 34.20% 47.50% 
Public research institutes 28.60% 45.20% 
Academic conference etc. 36.40% 48.20% 
Professional publications etc. 43.20% 49.60% 
Exhibitions etc. 53.70% 49.90% 
Patent information 37.50% 48.50% 

Technology acquisition 
Buyout 9.70% 29.60% 
R&D outsourcing 37.00% 48.30% 
Purchase of equipment etc. 51.30% 50.00% 
Company split-up 5.30% 22.40% 
Licensing contract 20.50% 40.40% 
Open sourcing 13.40% 34.10% 
Consortium 11.70% 32.20% 
Alliance 16.30% 37.00% 

Accepting researchers etc. 16.30% 37.00% 
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▌ Table 2 ▌  (Continue) 

  Mean Std. Dev. 

Technology provision 
Open sourcing or consortia 11.70% 32.20% 

Public financial support 26.20% 44.00% 
Protection 

Legal means 53.80% 49.90% 
Nonlegal means 72.00% 45.00% 

Observations 539 

 
 
4.2. Estimation Results  
 
Table 3 shows the estimates for Equation (1). Specification (1-a) 

includes all the regressors discussed in Section 4.1. For the demand side, 
market expansion is significantly estimated to increase R&D 
expenditures. On the contrary, few dummies for technology push are 
significant, except that technology acquisition through corporate 
reorganization (e.g., buyout, split-up) or open sourcing positively affects 
a firm’s R&D investment. Schumpeterian factors are estimated to have 
little effect on a firm’s R&D investment, which implies that they do not 
directly determine a firm’s innovation activities once we control for 
demand pull and technology push. The coefficient of public financial 
support is significantly positive.  

Specifications (1-b) and (1-c) omit the industry dummies and 
technological factors whose coefficients are estimated as insignificant in 
(1-a). The results are similar to those in (1-a), with the only difference 
that the coefficient of the large-firm dummy is estimated to be 
significantly positive. Our results are consistent with the findings of 
Cohen and Klepper (1996) and Klepper (1996), who argue that firm size 
has a positive impact on innovation activities.  
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▌ Table 3 ▌  Estimation Results of Equation (1) 

Tobit model 

 
Dependent variable: R&D expenditures 

(million JPY) 
(1-a) (1-b) (1-c) 

Market expansion  
 
Technology acquisition
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Information 
 
 
 
 
 
 
 
 
 
 

 
(s.e.)  
Buyout  
(s.e.)  
R&D outsourcing  
(s.e.)  
Purchase of equipment etc.  
(s.e.)  
Company split-up  
(s.e.)  
Licensing contract  
(s.e.)  
Open sourcing  
(s.e.)  
Consortium  
(s.e.)  
Alliance  
(s.e.)  
Accepting researchers etc.   
(s.e.)  
Enterprise group etc.  
(s.e.)  
Suppliers 
(s.e.)  
Consumers or clients   
(s.e.)  
Competitors 
(s.e.)  
Private research institutes etc.  
(s.e.) 
Universities etc. 
(s.e.) 

8275.22 **
(4020.59) 
15914.05 **
(7053.88) 
-2149.15

(4546.19) 
-2119.86

(4211.06) 
39097.56***
(9164.63) 

828.84 
(5234.19) 
13447.71**
(5648.86)  

5190.82 
(6238.81)  

7539.55  
(5582.68) 

2857.23  
 (5195.53) 

-185.12 
(4735.60)  
-2704.37 

(4016.86) 
2703.18  

(4467.36)  
1218.17 

(4205.58) 
1655.63  

(4536.11)
1234.78

(5068.91)

8124.01 **
(4012.51) 
16204.31 **
(6984.60) 
-2395.67 

(4529.89)
-1931.71

(4182.13) 
39021.40***
(9152.60) 

848.65 
(5219.32) 

13000.43**
(5619.70) 

5197.15
(6204.72) 

7107.43  
(5529.69) 

2606.04  
 (5184.03) 

-609.43 
(4720.39) 
-3352.89 

(3949.60) 
3474.55  

(4417.88) 
1059.49 

(4188.76) 
1186.53  

(4480.14)
1885.10

(5022.86)

8135.44 ** 
(3965.68)  
19139.71*** 
(6625.08)  

 
 
 
 

40387.06*** 
(8811.41)  

 
 

14746.31*** 
(5167.44) 
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▌ Table 3 ▌  (Continue) 

Tobit model 

 
Dependent variable: R&D expenditures 

(million JPY) 
(1-a) (1-b) (1-c) 

 
 
 
 
 
 
 
 
 
 
Firm size 
 
 
 
Number of competitors
 
Product differentiation
 
Public financial support
 

Public research institutes 
(s.e.) 
Academic conference etc.   
(s.e.)   
Professional publications etc.  
(s.e.)  
Exhibitions etc.   
(s.e.)  
Patent information   
(s.e.) 
Middle-sized   
(s.e.) 
Large 
(s.e.) 
 
(s.e.) 
 
(s.e.) 
 
(s.e.) 

3732.63 
(5142.44) 
-5991.11 

(5087.50) 
2075.06  

(4976.04)  
-5902.77  

(4606.41)  
5822.03 

(4691.64)  
5153.42  

(7529.56) 
9945.24  

(6957.73) 
179.30 

(248.80) 
-1118.27 

(4078.83) 
7638.40*

(4554.47) 

3876.83 
(5120.27) 
-5729.08  

(5045.53)  
1701.04  

(4932.46) 
-5369.79  

(4568.37) 
6718.57  

(4613.64)  
6686.65 

(7370.43)  
11271.57* 
(6783.30) 

123.38 
(243.08) 
-1771.30 

(4049.63) 
7543.09*

(4488.56) 

 
 
 
 
 
 
 
 
 
 

5862.78   
(7303.05) 
12464.83* 
(6600.65)   

116.50   
(241.18) 
-2960.48   

(3957.21) 
9736.94** 

(4027.41) 

Industry dummies Yes No No 
Notes: ***, **, and * indicate that the estimate is significant at 1%, 5%, and 10%, respectively.  

 
Table 4 shows the estimates for Equation (2). Specification (2-a) 

includes all the regressors discussed in Section 4.1. Interestingly, R&D 
expenditures have no significant impact on the achievement of new-to-
market product innovation. This result contrasts with that put forward 
by Duguet (2006), who finds a positive impact of a firm’s formal R&D 
on radicalness. One reason for this discrepancy is that Duguet (2006) 
does not fully control for the effect of demand and technological 
opportunity as we do in the presented analysis; hence, the estimated 
coefficient of R&D in Duguet (2006) might be confounded by the 
effects of other factors. While we find no positive impact of market 
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expansion on innovation novelty, some of the coefficients of technology 
acquisition and information are significant. In particular, technology 
acquisition through accepting new researchers and information from 
universities seems to positively affect innovation novelty, the latter of 
which is consistent with Hypothesis 6. Similar to the results of previous 
studies, universities seem to be influential information sources for novel 
innovations. Lastly, public financial support has no significant impact 
on novel innovators, which rejects Hypothesis 8. This finding might be 
partly because nonfinancial factors, including the utilization of 
information from universities, are essential for new-to-market innovation, 
as described in Section 3.3.3.  

Specifications (2-b) and (2-c) omit the industry dummies and techno-
logical factors whose coefficients are estimated as insignificant in (2-a). 
The basic implications of the results are the same as those from (2-a).  

 
▌ Table 4 ▌  Estimation Results of Equation (2) 

Probit model
Dependent variable: Innovation 

novelty
(2-a) (2-b) (2-c) 

R&D expenditures  
 
Market expansion  
 
Technology acquisition 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
(s.e.) 
 
(s.e.) 
Buyout  
(s.e.) 
R&D outsourcing  
(s.e.) 
Purchase of equipment etc.   
(s.e.) 
Company split-up  
(s.e.) 
Licensing contract  
(s.e.) 
Open sourcing   
(s.e.) 
Consortium  
(s.e.) 

5.04E-06 
(5.24E-06) 

0.01 
(0.13) 

0.39  
(0.24) 

0.13  
(0.14) 
-0.05  

(0.13) 
-0.46  

(0.34) 
0.19  

(0.17) 
0.06  

(0.19)
0.28

(0.20) 

5.46E-06 
(5.19E-06) 

-0.02 
(0.13) 

0.37 
(0.24) 

0.12 
(0.14) 
-0.07  

(0.13) 
-0.49 

(0.34) 
0.17 

(0.16) 
0.07 

(0.19)
0.25

(0.20) 

8.07E-06  
(4.97E-06)  

0.03  
(0.12)   
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▌ Table 4 ▌  (Continue) 
Probit model

Dependent variable: Innovation 
novelty

(2-a) (2-b) (2-c) 
 
 
 
 
Information 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Firm size 
 
 
Product differentiation 
 
Public financial support
 

Alliance   
(s.e.) 
Accepting researchers etc. 
(s.e.) 
Enterprise group etc. 
(s.e.) 
Suppliers 
(s.e.) 
Consumers or clients 
(s.e.) 
Competitors 
(s.e.) 
Private research institutes etc. 
(s.e.) 
Universities etc. 
(s.e.) 
Public research institutes 
(s.e.) 
Academic conference etc. 
(s.e.) 
Professional publications etc. 
(s.e.) 
Exhibitions etc. 
(s.e.) 
Patent information 
(s.e.) 
Middle-sized 
(s.e.) 
Large 
(s.e.) 
 
(s.e.) 
 
(s.e.) 

0.18 
(0.18) 

0.29* 
(0.17) 

0.24 
(0.15) 
-0.11 

(0.13) 
0.12 

(0.14) 
-0.16 

(0.13) 
-0.09 

(0.15) 
0.39**

(0.16) 
-0.40**

(0.16) 
-0.15 

(0.16) 
-0.25 

(0.16) 
0.02 

(0.15) 
0.28* 

(0.15) 
-0.08 

(0.23) 
-0.35 

(0.22) 
0.18 

(0.13) 
-0.11 

(0.15) 

0.14 
(0.18) 

0.28* 
(0.16) 

0.21 
(0.15) 
-0.07   

(0.12) 
0.09   

(0.14) 
-0.17 

(0.13) 
-0.15   

(0.14) 
0.34** 
(0.16) 

-0.34** 
(0.16) 
-0.11   

(0.16) 
-0.26* 
(0.16) 

0.02 
(0.14) 
0.30** 
(0.15) 
-0.02 

(0.23) 
-0.25 

(0.21) 
0.14 

(0.13) 
-0.02 

(0.14) 

 
 

0.33** 
(0.16) 

 
 
 
 
 
 
 
 
 
 

0.32**   
(0.15) 
-0.33** 

(0.15) 
 
 

-0.26* 
(0.14) 

 
 

0.29**   
(0.14) 
-0.02   

(0.22) 
-0.19   

(0.20) 
0.13 

(0.12) 
0.00   

(0.14) 
Industry dummies Yes No No 
Exogeneity test (Wald) 0.01 0.02 0.29 
Notes: ** and * indicate that the estimate is significant at 5% and 10%, respectively.   
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Table 5 reports the estimated coefficients for Equations (3) and (4).18 
Specifications (3-a) and (4-a) include all the regressors discussed in 
Section 4.1 except for a firm’s R&D expenditures and industry dummies.19 
On the contrary, specifications (3-b) and (4-b) additionally omit the 
technological factors whose coefficients are estimated as insignificant.  

First, we find that innovation novelty has a significant positive 
impact on both legal and nonlegal protection. Their similar estimated 
coefficients suggest that a firm with novel product innovation is no 
more likely to use legal protection relative to nonlegal protection. Hence,  

 
▌ Table 5 ▌  Estimation Results of Equations (3) and (4) 

  Dependent variable: 
Probit model 

Legal protection Nonlegal protection 
(3-a) (3-b) (4-a) (4-b) 

Innovation novelty 
 
Market expansion 
 
Technology acquisition
 
 
 
 
 
 
 
 
 
 
 
 
 
   

 
(s.e.) 
 
(s.e.) 
Buyout 
(s.e.) 
R&D outsourcing 
(s.e.) 
Purchase of equipment etc.
(s.e.) 
Company split-up 
(s.e.) 
Licensing contract   
(s.e.)   
Open sourcing   
(s.e.)   
Consortium   
(s.e.)   
Alliance  

2.10***
(0.07) 

0.00 
(0.10) 
-0.29 

(0.17) 
-0.09 

(0.11) 
0.05 

(0.10) 
0.28 

(0.23) 
-0.11 

(0.13) 
-0.10 

(0.14) 
-0.18 

(0.15) 
-0.09 

2.07*** 
(0.07) 
-0.03 

(0.10) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.11***
(0.09) 

0.00 
(0.10) 
-0.30* 
(0.18) 
-0.09  

(0.11) 
0.08 

(0.11) 
0.34 

(0.24) 
-0.11 

(0.15) 
-0.08 

(0.14) 
-0.21 

(0.16) 
-0.07 

2.09*** 
(0.08) 

0.01 
(0.11) 
-0.20 

(0.20) 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

                                                 
18  Unfortunately, the effectiveness of the instruments is rejected for (3-a), (3-b), and 

(4-b), which remains a future issue to resolve. 
19  We omit these variables in order to avoid a convergence problem. 
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▌ Table 5 ▌  (Continue) 

  Dependent variable: 
Probit model 

Legal protection Nonlegal protection 
(3-a) (3-b) (4-a) (4-b) 

 
 
 
Information 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Firm size 
 
 
Product differentiation  
 
Public financial support  

(s.e.)   
Accepting researchers etc. 
(s.e.) 
Enterprise group etc.   
(s.e.)   
Suppliers   
(s.e)  
Consumers or clients   
(s.e.)   
Competitors   
(s.e.)   
Private research institutes etc. 
(s.e.)   
Universities etc.   
(s.e.)   
Public research institutes   
(s.e.)   
Academic conference etc.   
(s.e.)   
Professional publications etc. 
(s.e.)   
Exhibitions etc.   
(s.e.)   
Patent information   
(s.e.)   
Middle-sized   
(s.e.)   
Large   
(s.e.)   
 
(s.e.)  
 
(s.e.)  

(0.14)  
-0.18 

(0.14) 
-0.17 

(0.12) 
0. 05 

(0.10) 
-0.05 

(0.11) 
0. 11 

(0.10)  
0.09 

(0.11) 
-0.20 

 (0.14) 
0.26** 
(0.13) 

0.12 
(0.12) 
0.22* 
(0.12) 

0.01 
(0.11) 
-0.16 

(0.14) 
0.10 

(0.20) 
0.30 

(0.20) 
-0.11 

(0.10) 
0.01 

(0.11) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0.17 
(0.12) 

 
 

0.15 
(0.11) 

 
 
 
 

0.16 
(0.19) 
0.33* 
(0.20) 
-0.11 

(0.10) 
-0.03 

(0.11) 

(0.20) 
-0.22 

(-0.13) 
-0.13 

 (0.14)  
0.04  

 (0.10)  
-0.04  

 (0.14)  
0.09  

 (0.13)  
0.10   

 (0.12)  
-0.24  

 (0.15)  
0.31* 
(0.17) 

0.10 
(0.12) 
0.22* 
(0.13) 

0.01 
(0.11) 
-0.22 

(0.13) 
0.01 

(0.18) 
0.19 

 (0.16) 
-0.10 

 (0.10) 
0.01 

(0.11) 

 
-0.20 

(0.14) 
 
 
 
 
 
 
 
 
 
 
 
 

0.29* 
(0.15) 

 
 

0.18 
(0.12) 

 
 
 
 

-0.03    
 (0.18)   

0.13    
 (0.17)   
-0.04    

(0.11)   
-0.03   

 (0.11) 
Industry dummies No No No No 
Exogeneity test (Wald) 8.54*** 31.34*** 1.58 9.17*** 
Notes : ***, **, and * indicate that the estimate is significant at 1%, 5%, and 10%, respectively.  
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we cannot reject Hypothesis 7. For the other variables, some technol-
ogical factors positively affect both legal and nonlegal protection. 
Looking at (3-a), technology acquisition through public research 
institutes and professional publications seems to have a positive impact. 
However, this is not robust compared with (3-b). These variables are 
estimated to be positive in (4-a), too, while technology acquisition 
through public research institutes is also significant in (4-b). 

Table 6 reports the estimates for Equation (5). We omit the techno-
logical variables because otherwise they would all be estimated as being 
insignificant.20 Specifications (5-a) and (5-b) include the logarithms of 
the acquisition of tangible fixed assets and of the number of workers in 
R&D with and without the industry dummies, whereas specifications (5-
c) and (5-d) do not take the logarithms of these variables.  

Looking at (5-a), novel product innovation has a significant positive 
effect on the sales of a new product, which is consistent with Hypothesis 
1 and implies that new-to-market product innovation helps a firm avoid 
severe competition when dealing with homogeneous products. On the 
contrary, the coefficient of legal protection is estimated to be negative. 
Legal means of protecting the innovation benefit are not associated with 
firm performance in terms of innovation-related sales here. The other 
estimates show that a firm with many employees, R&D workers, and 
tangible fixed assets tends to achieve above-median product innovation.  

(5-b) is similar to (5-a) except that the coefficient of public financial 
support is estimated as significantly negative. However, it is likely that 
this estimate captures the differences in the market environment because 
(5-b) omits the industry dummies. Finally, (5-c) and (5-d) are similar to 
(5-a) but the results of the Sargan tests do not support them.  

 
 
 

  

                                                 
20  Hence, Hypothesis 5 would not be supported here, in that we find little evidence that 

technology acquired through consortia directly affects the sales of a new product. 
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▌ Table 6 ▌  Estimation Results of Equation (5) 

  
 

Linear model 
Dependent variable: Sales of a new product 

(logarithm) 
(5-a) (5-b) (5-c) (5-d) 

Innovation novelty   
 
Legal protection   
 
Nonlegal protection   
 
Market expansion   
 
Firm size 
 
 
 
Product differentiation  
 
Public financial support 
 
Acquisition of tangible 
fixed assets  
 
 
No. of workers in R&D
 
 
 

 
(s.e.)   
 
(s.e.)  
 
(s.e.)   
 
(s.e.)   
Middle-sized  
(s.e.)  
Large   
(s.e.)   
 
(s.e.)   
 
(s.e.)  
[logarithm]  
(s.e.)  
[nonlogarithm]  
(s.e.)  
[logarithm]  
(s.e.) 
[nonlogarithm]  
(s.e.)  

1.26* 
(0.73) 

-2.13*** 
(0.82) 
1.10 

(0.95) 
0.21 

(0.19) 
1.20*** 
(0.38) 
2.04*** 
(0.42) 
0.04 

(0.19) 
-0.22 
(0.20) 
0.28*** 
(0.06) 

 
 

0.58*** 
(0.09) 

 
 

1.26 
(0.78) 

-2.19*** 
(0.83) 
1.47 

(1.01) 
0.21 

(0.19) 
1.13*** 
(0.38) 
2.00*** 
(0.41) 
0.06 

(0.19) 
-0.34* 
(0.20) 
0.31*** 
(0.06) 

 
 

0.55*** 
(0.09) 

 
 

0.95 
(0.72) 
-0.28 
(0.74) 
1.49 

(0.92) 
0.53*** 
(0.18) 
1.73*** 
(0.37) 
3.47*** 
(0.40) 
-0.08 
(0.18) 
-0.33* 
(0.20) 

 
 

1.07E-05***

(2.78E-06)
 
 

1.14E-04*
(6.75E-05)

0.94 
(0.77) 
-0.28 
(0.73) 
1.78* 
(0.98) 
0.54*** 
(0.18) 
1.71*** 
(0.38) 
3.45*** 
(0.40) 
-0.09 
(0.19) 
-0.44** 
(0.20) 

 
 

1.09E-05*** 
(2.83E-06) 

 
 

1.12E-04 
(6.95E-05) 

Industry dummies Yes No Yes No 
Exogeneity test (Sargan) 26.04 24.32 35.80** 32.16** 
Notes: ***, **, and * indicate that the estimate is significant at 1%, 5%, and 10%, respectively.  
 

Table 7 shows the estimates for Equation (6). Specifications (6-a) 
and (6-b) adopt the specification in Section 4.1.2 with and without the 
industry dummies, while specifications (6-c) and (6-d) take the logarithm  
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▌ Table 7 ▌  Estimation Results of Equation (6) 

  
 

Linear model 
Dependent variable: Sales of a new product 

(logarithm) 
(6-a) (6-b) (6-c) (6-d) 

Innovation novelty 
 
Sales of a new product
 
 
 
Innovation novelty* 
 
 
Total sales 
 
 
Firm size 
 
 
 

 
(s.e.) 
 
(s.e.) 
[logarithm] 
(s.e.) 
sales of a new product 
(s.e.) 
[logarithm] 
(s.e.) 
[logarithm] 
(s.e.) 
Middle-sized 
(s.e.)  
Large   
(s.e.)   

-0.03
(0.09)

-1.12E-05**
(5.55E-06)

1.14E-05**
(5.74E-06)

0.99***
(0.02)

0.04
(0.06) 

0.03 
(0.08) 

-0.05
(0.09)

-1.21E-05**
(5.72E-06)  

1.23E-05**
(5.94E-06)

1.00***
(0.02)

0.03
(0.06) 

0.02  
(0.08) 

-0.09
(0.35)

-0.07
(0.05)

0.02
(0.06)
1.02***

(0.03)
0.07

(0.06) 
0.10  

(0.07) 

-0.11   
(0.36) 

 
 

-0.08 
(0.05) 

 
 

0.02 
(0.06) 
1.03*** 

(0.03) 
0.07 

(0.06)  
0.09   

(0.07) 
Industry dummies Yes No Yes No 
Exogeneity test (Sargan) 24.38 22.17 29.51 27.09 
Notes: *** and ** indicate that the estimate is significant at 1% and 5%, respectively.  

 
of the sales of a new product.  

For (6-a), the sales of a new product have a significant negative 
effect on those of existing products. This result is consistent with the 
view that a new product cannibalizes a part of the firm’s existing 
products, which is consistent with Hypothesis 2. By contrast, the 
coefficient of the cross term of innovation novelty with the sales of a 
new product is significantly positive and nearly cancels out the 
cannibalization term. Hence, we can interpret this finding as saying that 
the cannibalization effect is reversed with innovation novelty, which is 
consistent with Hypothesis 3.  

(6-b) is similar to (6-a). For (6-c) and (6-d), the coefficients of the 
sales of a new product and the cross term are estimated as insignificant, 
although their signs are the same as those of (6-a).  
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Finally, Table 8 shows the estimates for Equation (7). We omit the 
technological variables because otherwise they would all be estimated 
as being insignificant as before. Specifications (7-a) and (7-b) include 
the logarithms of the acquisition of tangible fixed assets and of the 
number of workers in R&D with and without the industry dummies, 
while specifications (7-c) and (7-d) do not take the logarithms of these.  

 
▌ Table 8 ▌  Estimation Results of Equation (7) 

  
 

Linear model 
Dependent variable: Technology provision 

through open sourcing or consortia 
(7-a) (7-b) (7-c) (7-d) 

Innovation novelty  
 
Legal protection  
 
Nonlegal protection  
 
Market expansion  
 
Firm size   
 
 
 
Product differentiation
 
Public financial support
 
Acquisition of tangible
fixed assets 
 
 
No. of workers in R&D
 
 
 

 
(s.e.)  
 
(s.e.)  
 
(s.e.)  
 
(s.e.)  
Middle-sized   
(s.e.)  
Large  
(s.e.)   
 
(s.e.) 
 
(s.e.) 
[logarithm] 
(s.e.) 
[nonlogarithm] 
(s.e.) 
[logarithm] 
(s.e.) 
[nonlogarithm] 
(s.e.) 

2.29 **
(0.93) 
-1.11 

(1.06) 
0.28 

(0.98) 
-0.04 

(0.12) 
0.19

(0.30) 
0.53 

(0.38)  
-0.10

(0.12)
0.17

(0.15)
-0.02

(0.04)

0.05
(0.08)

2.09 **
(0.82)
-1.01 

(0.97)
0.58 

(0.98)
-0.03 

(0.11)
0.13 

(0.27)
0.41 

(0.31)  
-0.09

(0.12)
0.08

(0.12)
0.00

(0.04)

0.02
(0.08)

2.52 **
(1.23)
-1.17  

(1.12)
0.28  

(1.07)
-0.03  

(0.13)
0.20 

(0.35)
0.60  

(0.50)  
-0.12

(0.14)
0.19

(0.17)

-8.14E-07
(2.16E-06)

6.20E-06
(4.74E-05)

2.25 ** 
(1.04)  
-1.05   

(1.00)  
0.63   

(1.08)  
-0.02   

(0.12)  
0.16  

(0.33)  
0.48   

(0.43)   
-0.10   

(0.13) 
0.09   

(0.14) 
 
 

-2.77E-07   
(1.91E-06)  

 
 

2.59E-07  
(4.40E-05) 

Industry dummies Yes No Yes No 

Exogeneity test (Sargan) 7.65 9.20 6.30 8.06 
Notes: ** indicates that the estimate is significant at 5%.   
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For all specifications, the coefficient of innovation novelty is estimated 
as significantly positive. This estimation implies that a firm with new-
to-market product innovation is more likely to provide its technology 
through open sourcing or consortia, which is consistent with Hypothesis 
4. Hence, we can say novel product innovation is associated with 
technological spillovers through channels that are less likely to accom-
pany monetary compensation.  

 
 
5. Conclusion  
 
The empirical analyses presented in this study focused on the degree 

to which new-to-market product innovation influences firm performance 
(i.e., sales of new and existing products), technological spillovers, and 
other characteristics of new-to-market product innovation. We proposed 
eight hypotheses and tested them by use of JNIS for the study period of 
April 2006 to March 2009.  

Overall, our results are consistent with the hypotheses presented. We 
found that innovators tend to achieve higher sales from new-to-market 
product innovation, and are less likely to suffer from the cannibalization 
effect. New-to-market product innovation tends to spill its knowledge 
over to other firms’ innovations through channels that are less likely to 
be accompanied by monetary compensation.  

Considering that new-to-market product innovation significantly 
improves firm performance and is associated with technological spillovers, 
policy intervention promoting such innovation may be beneficial. Our 
empirical results show that firms with new-to-market product innovation 
are more likely to use information from universities, and less likely to 
rely on legal protection. In addition, public financial support does not 
necessarily stimulate new-to-market product innovation, especially for 
small firms. Rather, for creating such innovation, nonfinancial policies 
such as using personnel to improve the interrela-tions between firms and 
universities are rather important.  
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Abstract  
 
This paper examines the impact of investment in research and 

innovation on Australian market sector productivity. While previous 
studies have largely focused on a narrow class of private sector 
intangible assets as a source of productivity gains, this paper shows that 
there is a broad range of other business sector intangible assets that can 
significantly affect productivity. Moreover, the paper pays special 
attention to the role played by public support for research and 
innovation in the economy. The empirical results suggest that there are  

                                                 
* We thank the Productivity Commission and Melbourne Institute for providing us with 

their data on intangible investment. Financial support from the Australian Research 
Council (LP0884095) is gratefully acknowledged, as are helpful comments from 
Paula Barnes, Erwin Diewert, Dean Parham, Joonghae Suh and participants at the 
2014 KDI Journal of Economic Policy Conference. The views expressed in this paper 
are those of the authors. Any errors are our responsibility. 

** Corresponding Author: Kevin J. Fox, School of Economics & CAER, University of 
New South Wales, Sydney 2052, Australia. E-mail: K.Fox@unsw.edu.au, Tel: +61-2-
9385-3320. This paper is a contribution to a series of projects undertaken by the 
Australian Council of the Learned Academies to examine ‘The Role of Science, 
Research and Technology in Lifting Australia’s Productivity’.  



 CHAPTER 2  The Contribution of Research and Innovation to Productivity and Economic Growth 41 

significant spillovers to productivity from public sector R&D spending 
on research agencies and higher education. No evidence is found for 
productivity spillovers from indirect public support for the business 
enterprise sector, civil sector or defence R&D. These findings could 
have implications for government innovation policy as they provide 
insights into possible productivity gains from government funding 
reallocations. 

 
 
1. Introduction 
 
Research and innovation are widely agreed to be major driving 

forces behind long-term productivity and economic growth. It is now 
well recognised that the productivity benefits from research and 
successful innovations are not fully absorbed by the innovating entities 
but, rather, they diffuse through the rest of the economy leading to 
positive externalities in growth and the productivity performance of the 
other using entities.  

This paper attempts to have a closer look into some aspects of the 
Australian innovation system and its impact on the economy. 
Specifically, the objectives of the paper are three-fold. First, to extend a 
staff working paper of the Productivity Commission conducted by 
Barnes and McClure (2009), henceforth referred to as the ‘the PC 
report’, on the spending on a broad range of intangible assets for the 
Australian market sector. These intangibles are incorporated into the 
Australia National Accounts to provide estimates for recent years.1 By 
recognising the additional investment in the economy when ‘new’ 
intangible expenditure is treated as investment, the paper adjusts the 
measures of the market sector gross value added (GVA), capital stock 
and factor income shares. 2  Using the growth accounting framework, 

                                                 
 1  As far as can be ascertained, the PC report and an extension by de Rassenfosse (2012) 

are the only two previous attempts made to apply the Corrado, Hulten and Sichel 
(2005, 2006) methodology to measure a set of intangible assets beyond those 
currently capitalised in the Australian National Accounts.  

 2  ‘New’ intangibles refer to those intangibles which are currently not included in the 
National Accounts. 
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these ‘new’ measures are employed to construct adjusted estimates of 
the market sector multifactor productivity (MFP) growth. Furthermore, 
in line with the method of the PC report, the paper develops two addi-
tional sets of the growth accounting components to assess the impact on 
these com-ponents when either a ‘sub-group’ of or ‘all’ intangibles are 
capitalised.3 To construct the first set, only those intangibles which are 
currently capitalised by the ABS (computer software, artistic originals, 
and mineral exploration and scientific R&D) are included while in the 
other set the growth accounting components are estimated under the 
assumption that all intangibles are treated as intermediate inputs.  

Second, the paper examines whether there are any productivity 
spillovers/excess returns from the investment in intangibles or if the 
returns for these intangibles are restricted to those firms producing or 
consuming them. Although there are a number of studies that have 
examined the impact of R&D on Australia’s productivity, these studies 
did not examine the impact of other intangible assets nor did they adjust 
MFP growth for the capitalisation of knowledge and other intangibles. 
As in Haskel and Wallis (2010, 2013), henceforth collectively referred 
to as HW, outline, adjusting MFP growth to include intangibles is 
helpful in isolating private from social returns.4 If MFP growth used in a 
regression model is not adjusted, then the ensuing estimates of the 
returns on the knowledge assets will suffer from measurement errors.  

The third, and most important objective of the paper, is to examine 
the impact of public support for research and innovation on market 
sector productivity. Building on HW, the paper aims to investigate 
spillovers to productivity from various sources of public funding. More 
Specifically, it is to answer the question of whether or not public 
support for research and innovation should focus on direct spending on 
public research institutions (such as Commonwealth Scientific and 
Industrial Research Organisation, CSIRO, and the Defence Science and 

                                                 
 3  A ‘sub-group’ of intangibles refers to those assets which are currently capitalised in 

the National Accounts while ‘all’ intangibles refers to a combination of National 
Accounts and ‘new’ intangibles. 

 4  Haskel and Wallis (2013) is an updated and condensed version of the more compre-
hensive discussion paper, Haskel and Wallis (2010). 
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the Technology Organisation, DSTO); funding of higher education (e.g., 
Australia Research Council, ARC); or provide indirect support to the 
business sector (for example, through tax incentives such as expanding 
the R&D Tax Concession to a broad range of intangibles).5 Answering 
this question is crucial to informing and designing effective policy. 
Because governments are constrained by tight fiscal budgets, efficient 
innovation policies should focus on areas with higher expected social 
returns in order to maximize the benefits from public spending. For 
example, for the U.K. HW found strong evidence of spillovers from 
public R&D expenditure on research councils as opposed to other areas. 
Accordingly, their findings suggest that for maximum productivity 
impact in the U.K., government innovation policy should support direct 
spending on research councils rather than tax breaks, such as the R&D 
tax credit, to firms.  

The paper proceeds as follows: Section 2 briefly provides the 
theoretical background on how investment in knowledge capital is 
linked to productivity and economic growth. Section 3 provides estimates 
of the Australian market sector intangible investment, intangible capital 
stock, and discusses their trends over the period 1974-75 to 2012-13. 
Section 4 presents the impact of capitalising intangibles in the growth 
accounting components by discussing three different definitions of 
capital (when all intangibles are capitalised, when only National 
Accounts intangibles are capitalised, and when all intangibles are treated 
as intermediate goods). Section 5 presents definitions and trends of 
Australian government spending on research and innovation. A simple 
analysis of the relationship between public support for R&D and market 
sector MFP is presented in Section 6. A more comprehensive analysis 
using econometric techniques is presented in Section 7. Section 8 
concludes.  

 
  

                                                 
 5  Public support for the business sector is delivered through a range of programs: The 

R&D Tax Concession (which accounts for about 50 % of total business support); 
Rural Research and Development Corporations; grant funding under the Commercial 
Ready Program; and the Automotive Competitiveness and Investment Scheme.  
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2. Investment in Knowledge Capital and Economic &  
Productivity Growth  

 
The New Growth Theory literature (e.g., Arrow 1962 and Romer 

1990) has emphasised two points. First, the accumulation of knowledge, 
innovation or human capital by economic agents is the principal source 
of technological change (a key source of productivity growth) and hence 
economic growth. Second, the positive externalities and spillover effects 
of a knowledge-based economy can reduce the diminishing returns to 
capital accumulation and hence lead to economic development.  

In the context of this literature, the existence of knowledge spillovers 
are explained by the distinctive characteristics of knowledge: non-rivalry 
and non-excludability. Knowledge is considered to be a good which is 
non-rival in nature because it can be made available to a number of 
users simultaneously without extra costs to the supplier. Unlike a 
tangible asset, knowledge is not ‘consumed’ by those who use it. It can 
be used at multiple times and by multiple users. On the other hand, the 
non-excludability means that if the knowledge is provided at all, it is 
available to everyone and its users cannot be denied access to it. The 
non-rivalry and non-excludability properties of knowledge are the 
attributes that drive economic growth. Accumulation of more ideas will 
enable the economy to develop further. Ideas are not subject to dimini-
shing returns; rather, the increasing returns to knowledge boost economic 
growth.  

In general, economic growth can be decomposed into two components: 
growth of factor inputs (such as capital, labour and land) and growth of 
productivity. Productivity is a measure of how efficiently an economy 
utilises finite resources to produce goods and services. Thus, it is a ratio 
of output to input. Total output can be increased by either increasing the 
utilisation of resources or by improving the efficiency with which resources 
are employed. In the long term, contributions through increased utilisation 
of resources will be limited by the finite endowment of resources. Thus, 
sustained economic growth will have to come mainly from productivity 
increases. There are several ways to improve productivity but knowledge 
capital (through new technology, skills, R&D and efficient services and 
production processes) is the most significant factor. Due to new technology, 
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the same level of output can be produced with fewer inputs. Also, 
technology diffiusion reduces inefficiencies because it enables firms to 
reach, or come closer, to the production frontier.  

The effect of knowledge capital on productivity may work through 
various channels depending of the source of the knowledge. For example, 
R&D, a major component of knowledge capital, can be performed either 
by the business sector, public sector or beyond the borders of a country. 
Each of these types of R&D performers can be a source of significant 
domestic technological change. R&D performed by the business sector 
results in new goods and services, higher quality of output, and new 
production processes. These are sources of productivity growth at the 
firm and national levels. Many empirical studies confirm the positive 
impact of business R&D on productivity; see e.g. Griliches (1998) and 
Nadiri (1993). Business-performed R&D may be funded by business 
itself or by the government. Accordingly, business R&D may have a 
different effect on productivity, depending on its source of funding 
(which affects the research agenda and the incentive structure). For 
example, Lichtenberg (1993) tests whether government-funded R&D 
performed by firms had a different impact than business-funded R&D. 
The author’s evidence suggests that while privately-funded R&D 
investment has a significant positive effect on productivity, government 
support for business R&D has a negative impact.  

Besides their support for business R&D, governments are major 
R&D performers through government research agencies or through 
funding higher education R&D. Research agencies and university R&D 
are seen to have a strong effect on scientific, basic knowledge and on 
public missions. Basic research performed by universities enhances the 
stock of knowledge available for the society. It may open new opportunities 
for business research, which in turn might improve productivity. 
Nevertheless, there have been few attempts to measure the impact of 
public R&D on productivity. In a group of studies only some components 
of public research have been used in empirical frameworks. For example, 
Adams (1990) examines the contribution of fundamental stocks of 
knowledge, proxied by accumulated academic scientific papers and finds 
significant contributions to productivity growth in the U.S. manufact-
uring industries. Another example is Poole and Bernard (1992) who 
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examine military innovations and find a negative impact on Canadian 
total factor productivity. Among the small number of studies that 
examined a broader definition of public sector R&D are Park (1995) and 
HW; Park (1995) conducts a panel data analysis of 10 OECD countries 
and finds that the public R&D effect on productivity growth becomes 
insignificant when business R&D is incorporated as an additional regressor.  

The knowledge originating from abroad is a third source of new 
technology for any national economy. Evidence demonstrates many 
avenues through which knowledge can cross the boarders of a given 
country and, depending on the absorptive capacity, it may improve other 
countries’ productivity (Mohnen 2001).  

The Australian literature has a limited number of studies that have 
quantitatively examined Australia’s innovation system and its impact. 
Most of these studies have focused on the link between productivity and 
R&D, ignoring the effect of the other types of intangible capital. The 
R&D measures employed by these studies largely relates to business 
R&D (e.g., Shanks and Zheng 2006 and Louca 2003). Moreover, the 
empirical evidence obtained by these studies was mixed or generally not 
supportive of the productive role of business R&D. For example, 
Shanks and Zheng (2006) outline that despite the advances in data 
collection and methods applied in the study, the research was unable to 
find a consistently robust measure of the impact of R&D on productivity 
and the estimated effect of R&D was implausibly large.6  

There are a small number of cases in which the role of higher 
education R&D is assessed. One example is a study by Burgio-Ficca 
(2004) who finds evidence of a positive relationship between higher 
education R&D and gross state product. With the exception of PC (2007) 
there is no study which has explicitly scrutinised the effects of publicly 
funded R&D.7 Although the findings of PC (2007) suggest significant 
aggregate economic, social and environmental benefits from publicly 
supported science and innovation, the quantitative estimates are found to 
                                                 
 6  For a concise summary and discussion of this and related work, see Parham (2006).  
 7  There are a small number of studies which might have partially addressed this question by 

employing data on the gross expenditure on R&D (GERD, an aggregate measure of 
business, government and higher education R&D). However, using GERD as a 
measure will not isolate the effects of government or higher education R&D.  



 CHAPTER 2  The Contribution of Research and Innovation to Productivity and Economic Growth 47 

be unreliable.  
As mentioned above, the existing body of the Australian literature 

does not extend to a search of the contribution of the other types of 
knowledge assets beyond R&D. Despite its importance, R&D is not the 
only source of new technology. Innovation can result from the contribution 
made by other types of intangible capital, and extends beyond physical 
capital accumulation. Some recent studies suggest new methods for 
defining and measuring intangible capital by measuring investment in 
innovation-related assets such as skills development, non-scientific 
R&D, design, organisational improvements and so forth. More discussion 
of these intangibles is provided in the next section.  

 
 
3. Intangible Investment  
 

Despite the increase in their prominence, research and innovation, 
among a large set of ‘intangible’ assets, are largely ignored in National 
Accounts and corporate financial reports because they are hard to 
understand and measure. Two recent studies by Corrado, Hulten and 
Sichel (2005, 2006), henceforth collectively referred to as CHS, have 
drawn the attention of researchers to the importance of measuring and 
capitalising these intangibles. Using U.S. data, CHS have developed a 
methodology to capitalise a broad range of intangibles and, by applying 
a growth accounting framework, demonstrated how the conventional 
growth rates of inputs, output and productivity measures changed as a 
consequence. Following CHS, researchers in a number of other 
advanced countries (e.g., United Kingdom, Japan, Netherlands, Canada 
and Australia) have conducted similar studies, and found results similar 
to those of CHS.  

Following the recommendations of the System of National Accounts 
(SNA) 1993, some statistical agencies have begun to change the 
treatment of intangible assets in their National Accounts.8 Australia was  
                                                 
 8  Until recently, expenditures on intangible assets were not recorded as final expenditures 

in the calculation of gross domestic product. Rather, they were classified as 
intermediate inputs. The new treatment recognises expenditure on intangible assets 
as fixed investment and the depreciation of these assets in the consumption of fixed 
capital. 
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one of the first countries to capitalise computer software, artistic originals 
and mineral exploration in 1993. In addition, as part of the revisions to 
implement the recommendations contained in SNA 2008, Australia 
started to capitalise scientific R&D in 2009. Nevertheless, intangible 
assets are not restricted to these four elements. Firms also invest in other 
types of intangible assets which may represent a source of economic 
growth; however, these investments are treated in the National Accounts as 
current expenses. Excluding investment in intangibles underestimates 
total investment, which in turn may misrepresent the measures of output, 
capital services, factors income shares and consequently productivity. 

CHS classify intangibles into three categories: computerised information, 
innovative property and economic competencies. Each of these categories 
is composed of several specific intangibles which are reported in Table 1.  

CHS construct measures of these intangibles for the U.S. and use 
them to examine their contribution to labour productivity growth. They 
find that the U.S. invests substantially in intangible assets (12.1% of 
GDP in intangible assets in 2003, CHS 2005). In addition, they find that 
capitalising intangibles has considerably increased labour productivity 
growth. In particular, they find it increased by 0.8 % from 1995 to 2003.  
The work of CHS has motivated studies in other advanced countries 
where authors find that these countries have significantly invested in 
intangibles. For example, Marrano and Haskel (2006) find that the private 
sector in the U.K. invested 10.1% of GDP on intangibles in 2004. In 
Finland, the private sector invested 9.1% of GDP in intangible assets 
(Jalava et al. 2007). The Netherlands invested 8.4% of GDP between 
2001 and 2004 (van Rooijen-Horsten et al. 2008). Fukao et al. 2009 find 
that Japan invested 7.5% of GDP from 1995 to 2002 while Baldwin et al. 
(2012) find that the Canadian business sector invested 13.2% of GDP in 
intangible assets in 2008. Hao et al. (2009) conducted an international 
comparison between France, Germany and Italy and found that the 
shares of intangible investment in GDP in these three countries are 8.3%, 
7.1% and 5.2% respectively in 2004. Finally, the PC report suggests that 
Australia has invested 5.9% of GDP in 2005-06.  
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▌ Table 1 ▌  Definitions of Intangibles, CHS 

1.  Computerised information  
Computer software 
Computer databases 

 
2.  Innovative property  

Scientific R&D; Social sciences R&D (Business R&D) 
Mineral exploration 
Copyright and licence costs (Artistic originals) 
Other product development, design and research 

New product development in financial industry 
 New architectural and engineering designs  

 
3.  Economic competencies  

Brand equity 
Advertising 
Market research 

Firm-specific human capital  
Organisational capital 

Purchased 
Own account 

 
 
3.1 Measuring Intangibles  
 
For Australia, the PC report and de Rassenfosse (2012) are the only 

existing studies that have applied the methodology of CHS to measure 
and classify a range of ‘new’ intangibles. 9  The PC report provides 
estimates over the period 1974-75 to 2005-06 and de Rassenfosse (2012) 
extends these estimates to 2010-11. However, due to measurement 
challenges and difficulties in obtaining adequate information, the authors of 
these studies were required to make a number of assumptions to enable 
them to obtain measures over time: ‘Given the experimental nature of 
the methodology, the assumptions required, measurement challenges 
and data limitations, the estimates should be interpreted as only 
indicative’ (Barnes and McClure 2009, p. XIII).  

This paper depends on different sources to collect data on investment 
in intangibles. For those assets which are already capitalised in the 
                                                 
 9  A third relevant study is Barnes (2010) in which the author extends the estimates of 

the PC report to a sectoral level. 
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National Accounts, the data is sourced from the ABS website. For 
investment in ‘new’ intangibles, the estimates of both the PC report and 
de Rassenfosse (2012) are reconciled to form a series over the period 
1974-75 to 2012-13. 10 While a more detailed discussion of the definitions 
and sources of all data used in the paper is available in the Appendix, a 
brief description of the investment data in intangibles is provided below.  

 
3.1.1. Computerised Information  
 
Computer software is already treated as investment in the Australian 

National Accounts. A time series for gross fixed capital formation and 
capital stock is available for the full period 1974-75 to 2012-13. The 
ABS computer software implicit price deflator (IPD) is used to obtain 
the real investment series.  

 
3.1.2. Innovative Property  
 
CHS define four types of innovative property which are:  
 
(i) Business expenditure on R&D  
Australian business expenditure on R&D (BERD) is available from 

the ABS Research and Experimental Development, Businesses (Cat. no. 
8104.0). A consistent series for the market sector (excluding Agriculture, 
forestry & fishing) was compiled for 1974-75 to 2005-06 by Shanks and 
Zheng (2006) and the PC report.11 For this paper, it is updated and 
extended to 2012-13 using revised and updated data from the ABS Cat. 
no. 8104.0. The ABS’s IPD for R&D is used to obtain the real 
investment series.   
                                                 
10  The caveat expressed by the authors of the earlier studies about the experimental 

nature of the estimates is also applied in this paper. One of the original objectives of 
this paper was to contribute to the Australian literature by providing improvements 
and refinements to the existing estimates of intangible assets. Unfortunately, due to 
severe data limitations and measurement challenges, the endeavours made to 
improve measurement of new intangibles were of little avail. 

11  The ABS did not directly survey farms and other businesses in this industry until 
2005-06. Agriculture has been excluded from the 2005-06 to 2012-13 data to 
maintain comparability over time.  
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(ii) Mineral exploration and (iii) Artistic originals  
Mineral exploration and Artistic originals are already treated as 

investment in the Australian National Accounts. Time series for gross 
fixed capital formation and capital stock are available for the full period 
1974-75 to 2012-13. The ABS’s IPDs for Mineral exploration and 
Artistic originals are used to obtain the respective real investment series.  

 
(iv) Other product development, design and research  
This type of ‘non-scientific’ R&D is currently treated as intermediate 

expenditure in the National Accounts. According to CHS, it consists of:  
 
New product development in the financial industry  
The PC report has constructed a series for 20% of total intermediate 

purchases by the financial services industries to cover the period 1974-
75 to 2005-06. de Rassenfosse (2012) has extended the series to 2010-
11 by applying a relevant growth rate to the year 2004-05 data point 
from the PC report.12 Assuming linear growth in recent years, this paper 
extends the series to 2012-13. The ABS’s IPD for the Finance & 
Insurance industry is used to obtain the real investment series.  

 
New architectural and engineering designs  
The PC report has constructed a series for 50% of the revenue of 

architectural and engineering industries to cover the period 1974-75 to 
2005-06. de Rassenfosse (2012) has extended the series to 2010-11 by 
using turnover data from the ABS Counts of Australian Businesses, 
including Entries and Exits for classes of Architectural Services and 
Engineering Design and Engineering Consulting Services. Assuming 
linear growth in the recent years, this paper extends the series to 2012-
13. The ABS’s IPD for the market sector GVA is used to obtain the real 
investment series.  

 
3.1.3. Economic Competencies  
 
The components of economic competencies defined by CHS are 

                                                 
12  See the Appendix for details.  
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currently treated as intermediate expenditure in the National Accounts. 
They fall into three categories:  

 
(i) Brand equity  
Spending on brand development is measured by the spending on 

advertising and market research:  
 
Advertising  
This type of expenditure is available from an annual survey of the 

industry conducted by the Commercial Economic Advisory Service of 
Australia (CEASA). The ABS’s IPD for the market sector GVA is used 
to obtain the real investment series.  

 
Market research  
The PC report has constructed a series as the double of the revenue 

of the market research industry. Interpolation and backdating were 
performed to construct a series to cover the period 1974-75 to 2005-06. 
de Rassenfosse (2012) has extended the series to 2010-11 by using 
turnover data from the ABS Counts of Australian Businesses, including 
Entries and Exits for the class Market Research and Statistical 
Services.13 Assuming linear growth for recent years, the paper extends 
the series to 2012-13. The ABS’s IPD for the market sector GVA is 
used to obtain the real investment series.  

 
(ii) Firm-specific human capital  
No single data source provides a time series of Australian employer-

provided training expenditure. The PC report constructed a series to 
cover the period 1974-75 to 2005-06 using different data sources with a 
number of assumptions. The main source was the direct costs and wage 
costs of employee time in training for market sector industries 
(excluding agriculture) from the ABS Training surveys. de Rassenfosse 
(2012) has extended the series to 2010-11 by forecasting. Assuming 
linear growth for recent years, the paper extends the series to 2012-13. 

                                                 
13  Due to a change in ANZSIC classification, there is a break in the series in 2006-07 

vs. 2007-08. See the Appendix for more details.  
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The average weekly fulltime ordinary earnings deflator is used to obtain 
the real investment series.  

 
(iii) Organisational capital  
The investment in organisational capital as suggested by CHS is 

made up of two components, purchased and own account:  
 
Purchased  
Using the ABS Industry Survey, the PC report has constructed the 

series as 77% of sales of all business management services to cover the 
period 1974-75 to 2005-06. de Rassenfosse (2012) has extended the 
series to 2010-11 by using turnover data from the ABS Counts of 
Australian Businesses, including Entries and Exits for the class 6962 
Management Advice and Related Consulting Services. Assuming linear 
growth in the recent years, the paper extends the series to 2012-13. The 
ABS’s IPD for the market sector GVA is used to obtain the real 
investment series.  

 
Own account  
The PC report constructed the series as 20% of salaries of Managers 

and Administrators (excluding farm managers and IT managers) in the 
market sector to cover the period 1974-75 to 2005-06. de Rassenfosse 
(2012) has extended the series to 2010-11 by using the ABS data on 
employee earnings, benefits and trade union membership. Assuming 
linear growth in the recent years, the paper extends the series to 2012-13. 
The ABS’s IPD for the market sector GVA is used to obtain the real 
investment series.  

 
3.2 Trends in Australian Intangibles  
 
Table 2 presents estimates of nominal intangible investment in the 

market sector for some selected years of the study period: 1974-75, 
1984-85, 1994-95, 2004-05 and 2012-13. As seen from the table, 
investment in intangibles has increased over time and reached about $80 
billion in 2012-13, constituting 28% of market sector total investment in 
that year. With the exception of the last few years, total investment in  
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intangibles grew more rapidly than investment in tangibles; see Figure 1. 
The ratio of intangibles to tangibles increased continuously from 0.29 in 
1974-75 to 0.53 in 2004-05; however, it decreased to 0.38 by 2012-13. 
Of all intangibles only computer software, artistic originals, mineral 
exploration and R&D have been capitalised in the Australian System of 
National Accounts. As shown in the table the investment in these four 
intangibles constitutes less than half of total intangible investment. In 
2012-13, National Accounts intangibles accounted for 41% of total 
intangible investment while the new intangibles accounted for 59%.  

Table 2 and Figure 2 show that the composition of the intangible 
investment has changed considerably over the last three and half 
decades. For the first four years presented in Table 2, the economic 
competencies category is the largest component of intangible investment 
with an average share of 51%. The second component was the 
innovative property with an average share of 40%. However, by 2012-
13, these two categories of intangibles had reversed their contribution  

 
▌ Figure 1 ▌  Market sector real tangible and intangible investment   

(1974-75 to 2012-13) 2011-12 dollars, chain volume measures  

 
Source: Authors’ estimates using the ABS national accounts and the PC report data.  
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▌ Figure 2 ▌  Shares of nominal total intangible investment, by asset type  
(1974-75 to 2012-13) Percent 

 
Source: Authors' estimates using the ABS national accounts and the PC report data. 

 

ranking; economic competencies decreased to 41% while the share of 
innovative property increased to 47%. Investment in computerised 
information has dramatically increased over time, although remaining 
the smallest component of intangibles. Figure 2 illustrates the extent of 
the shift towards investment in computerised information and 
organisational capital over time. The share of organisational capital has 
increased, while that of economic competencies as a group has 
decreased, influenced by the decrease in brand equity and firm specific 
human capital. The share of innovative property decreased slightly; 
however, it started to recover by the end of the period as the 
involvement of firms in business R&D has increased noticeably during 
the recent years.  

 
3.3 Intangible Capital Stocks  
 
The paper uses the ABS stock estimates of software, mineral explo-

ration and artistic originals. To estimate the end-of-period t stock of 
‘new’ intangibles, R(t), the perpetual inventory method (PIM) is used:  
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ܴሺݐሻ ൌ  ܰሺݐሻ    ሺ1 െ െ ݐሻܴሺߜ   1ሻ,      (1) 
 
where N(t) is the period t investment in intangible capital, ܴሺݐ െ  1ሻ is 
the period ݐ െ 1  real intangible capital stock and ߜ is the depreciation 
rate. The implementation of the PIM for estimating intangible capital 
requires an estimate of initial period 0 capital stock, ܴ . Different 
assumptions were made in previous studies to estimate ܴ. For example, 
CHS (2006) assumed an initial stock of zero in a specific year for each 
asset while others, such as the PC report, have assumed a constant rate 
of investment growth for the period prior to the first data point for 
investment and applied the formula  ܴ ൌ ܰ/ሺߜ  ݃ሻ , where ݃  is 
equal to the average annual growth rate of intangible investment over 
the period of the study. 

The depreciation rate, ߜ , used for each intangible in the PIM is 
reported in Table 3. The depreciation rates for software, mineral exploration 
and artistic originals are the average rates of the ABS for those assets. 
Others are the rates suggested by CHS. 

Between 1974-75 and 2012-13, the total stock of intangibles grew 
from $50 billion to $276 billion in real terms with an average annual 
growth rate of 5%; see Figure 3. The real tangible capital stock increased 

 
▌ Table 3 ▌  Depreciation rate assumptions 

Intangible Rate (%) 

Computer software  
 
Innovative property 

Business R&D  
Mineral exploration  
Artistic originals  
Other product development, design and research  

 
Economic competencies 

Brand equity  
Firm-specific human capital  
Organisational capital  

20 
 
 

20 
10 
60 
20 
 
 

60 
40 
40 
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▌ Figure 3 ▌  Tangible, intangible and total capital stock, market sector, 1974-75 to 
2012-13 2011-12 dollars, chain volume measures 

 
Source: Authors' estimates using the ABS national accounts and the PC report data. 

 
from $540 billion to $1,732 billion over the same period - an average 
annual growth rate of 3%. Intangible investment increased in importance 
relative to tangible investment over this period. The percentage of 
intangible capital in total capital grew from 9% in 1974-75 to 14% in 
2012-13, around 55% of which is currently capitalised. 
 

3.3.1 The Rental Price of Intangible Capital 
 
An estimate of the rental price (user cost) of intangible capital is 

required for the purpose of calculating MFP. The formula used in this 
paper is based on the ABS standard methodology for measuring capital 
services (ABS 2013): 

ݎ   ൌ  ܶሺ݅.    .ߜ  െ   ሺ௧ିଵሻሻ     (2)       ,ݔ 
 

where j is the asset type, ݎ  is the rental price, ܶ  is the income tax rate,  ݅ 
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is the internal rate of return,   is the price deflator, ߜ  is the depreciation 
rate and ݔ is a non-income tax parameter, which is assumed to be the 
same for all assets types. 

Two approaches have been used in previous studies for estimating 
the nominal rate of return on capital for intangible assets: endogenous 
rates of return calculated from capital income and exogenous rates of 
return chosen from observed market rates such as the interest rate on 
government bonds.14 CHS (2006) and Marrano, Haskel and Wallis 
(2009) used endogenous rates of return to calculate the user cost of 

 

▌ Figure 4 ▌  Internal rate of return (IRR) for the market sector, all intangibles treated 
as capital 

 
Source: ABS unpublished National Accounts data (IRR floor rate: CPI growth plus 4%). Estimates of the year 

2012-13 is forecasted using the growth rate over the last three years of the sample.

                                                 
14  An endogenous rate of return, i, can be calculated by assuming that capital income, 

Q, is equal to capital rent, ∑
j

jj Kr  where ݎ  is the user cost and ܭ  is the real 

capital stock. Reorganising (2) to include Q and ܭ, i can be calculated as  ݅ ൌ ܳ െ  ܭ ሺ ܶሺߜ.  െ   ሺ௧ିଵሻሻሻ  ሺ/ݔ ܭ ܶሻ. 
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intangible capital for the U.S. and the U.K. respectively. Van Rooijen-
Horsten et al. (2008) used exogenous rates of return for the Netherlands. 
The PC report used the ABS hybrid methodology.15 This paper treats the 
intangibles like any other fixed asset in the growth accounting; thus, the 
ABS exogenous interest rate is used; see Figure 4. 

 
 
4. Growth Accounting with Intangible Capital 
 
CHS (2006) demonstrate the effect of treating intangibles expenditure as 

investment (rather than as an intermediate input) on the National 
Accounts measures. Their model is based on three goods: a consum-
ption good with real output volume in period t of ܥሺݐሻ  with price ܲሺݐሻ; 
a tangible investment good ܫሺݐሻ  with price ܲூሺݐሻ ; and an intangible 
good ܰሺݐሻ with price ܲேሺݐሻ. When intangibles are regarded as being 
intermediate goods, labour L and tangible capital K are allocated to the 
production of all three goods, and N is an input to C and I. The 
production functions,  ሺ·ሻ  and flow accounts for each of the threeܨ 
sectors, i = N, I, C, are then as follows: 
 

ሻݐሺܰ    ݎݐܿ݁ݏ ݈ܾ݁݅݃݊ܽݐ݊ܫ   ൌ ,ሻݐேሺܮே ሺܨ ,ሻݐேሺܭ  ; ሻݐ
   ܲேሺݐሻܰሺݐሻ ൌ ܲሺݐሻܮேሺݐሻ  ܲሺݐሻܭேሺݐሻ,  (3) 

ሻݐሺܫ        ݎݐܿ݁ݏ ݈ܾ݁݅݃݊ܽܶ   ൌ ,ሻݐூሺܮூሺܨ ,ሻݐூሺܭ ூܰሺݐሻ,  ; ሻݐ
 ܲூሺݐሻܫሺݐሻ ൌ ܲሺݐሻܮூሺݐሻ  ܲሺݐሻܭூሺݐሻ 

                                                         ܲேሺݐሻ ூܰሺݐሻ,     (4) 

ሻݐሺܥ   ݎݐܿ݁ݏ ݊݅ݐ݉ݑݏ݊ܥ    ൌ ,ሻݐሺܮ ሺܨ ,ሻݐሺܭ ܰሺݐሻ,  ;ሻݐ
                                        ܲሺݐሻܥሺݐሻ ൌ ܲሺݐሻܮሺݐሻ  ܲሺݐሻܭሺݐሻ 

                                                              ܲேሺݐሻ ܰሺݐሻ,     (5) 

                                                 
15  The ABS methodology uses an endogenous rate of return unless the endogenous rate 

falls below the level of consumer price index (CPI) growth plus 4%. If the rate falls 
below this level, CPI growth plus 4% is used as the rate of return. In practice, the 
rate of return rarely rises above this mark and can therefore be considered to be an 
exogenous rate of return for most years. 
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where tangible capital accumulates according to the PIM. The produc-
tion functions in these equations are linked to the accounting identities 
by the assumption that each input is paid the value of its marginal 
product. In this formulation, ܰሺݐሻ is both an output and an immediate 
input to the production of the other products, and therefore nets out in 
the aggregate. Thus, 

 ܰሺݐሻ does not appear in the total output, ௧ܻሖ , identity: 
 ܲሺݐሻ ሖܻ ሺݐሻ ൌ ܲሺݐሻܥሺݐሻ  ܲூሺݐሻܫሺݐሻ ൌ ܲሺݐሻܮሺݐሻ  ܲሺݐሻܭሺݐሻ, (6) 
 
where ܮ ൌ ேܮ  ூܮ  ܮ  and ܭ ൌ ேܮ  ூܭ  ܮ . 
If intangibles are treated as capital, a different model applies. The 

output of the intangible, ܰሺݐሻ, now appears in the production functions 
of the consumption and tangible investment sectors as a cumulative 
stock. In the same way as tangible capital, the intangible capital stock ܴሺݐሻ accumulates according to the PIM. The sectoral equations become: 

 
ሻݐሺܰ    ݎݐܿ݁ݏ ݈ܾ݁݅݃݊ܽݐ݊ܫ  ൌ ,ሻݐேሺܮே ሺܨ ,ሻݐேሺܭ ܴேሺݐሻ,  ;ሻݐ

   ܲேሺݐሻܰሺݐሻ ൌ ܲሺݐሻܮேሺݐሻ  ܲሺݐሻܭேሺݐሻ 

                          ܲோሺݐሻܴேሺݐሻ,      (7) 

ሻݐሺܫ        ݎݐܿ݁ݏ ݈ܾ݁݅݃݊ܽܶ   ൌ ,ሻݐூሺܮூሺܨ ,ሻݐூሺܭ ܴூሺݐሻ,  ; ሻݐ
 ܲூሺݐሻܫሺݐሻ ൌ ܲሺݐሻܮூሺݐሻ  ܲሺݐሻܭூሺݐሻ 

                                                        ܲோሺݐሻܴூሺݐሻ,        (8) 

ሻݐሺܥ   ݎݐܿ݁ݏ ݊݅ݐ݉ݑݏ݊ܥ    ൌ ,ሻݐሺܮ ሺܨ ,ሻݐሺܭ ܴሺݐሻ,  ;ሻݐ
                                        ܲሺݐሻܥሺݐሻ ൌ ܲሺݐሻܮሺݐሻ  ܲሺݐሻܭሺݐሻ 

                                                             ܲோሺݐሻܴሺݐሻ,    (9) 

 
where ܲோሺݐሻ  is the rental price associated with the services of the 
intangible stock. The total output, ௧ܻ , identity must be expanded to 
included the flow of new intangibles on the product side and the flow of 
services from the intangible stock on the income side: 
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 ܲሺݐሻܻሺݐሻ ൌ ܲሺݐሻܥሺݐሻ  ܲூሺݐሻܫሺݐሻ  ܲேሺݐሻܰሺݐሻ 
                   ൌ ܲሺݐሻܮሺݐሻ  ܲሺݐሻܭ௧ሺݐሻ  ܲோሺݐሻܴ௧ሺݐሻ,    (10) 
 
where ܰ ൌ ܰே  ூܰ  ܰ  and ܴ ൌ ܴே  ܴூ  ܴ. 
Further, CHS (2006) modify the standard Solow (1957) Multifactor 

Productivity (MFP) growth definition to include investment in 
intangibles. When treated as intermediate input, intangibles expenditure 
does not appear in the ܨܯሖ ܲ growth equation: 

 ∆ ln ܨܯሖ ܲ ൌ ∆ ln ሖܻ െ ܭ ∆ lnݏ́ െ  (11)   , ܮ  ∆ lnݏ́
 
where ́ݏ ൌ ܲܮ/ሺܲܮ  ܲܭሻ  and ́ݏ ൌ ܲܭ/ሺܲܮ  ܲܭሻ . 

When treated as capital, intangibles appear as an additional input in the 
revised MFP growth equation, which becomes: 

 ∆ ln ܲܨܯ ൌ ∆ ln ܻ െ ܭ ∆ lnݏ െ ܮ  ∆ lnݏ െ  ோ ∆ ln ܴ ,   (12)ݏ
 
where ݏ ൌ ܲܮ/ሺܲܮ  ܲܭ  ܲோܴሻ,  ݏ ൌ ܲܭ/ሺܲܮ  ܲܭ  ܲோܴሻ and ݏோ ൌ ܲோܴ/ሺܲܮ  ܲܭ  ܲோܴሻ.   
 
A comparison of (11) and (12) reveals that capitalising intangibles 

can change the National Accounts and productivity growth in many 
ways. The level of aggregate output increases because it includes the 
value of output of the intangible goods. The share of labour income in 
GDP declines, while the share of capital income increases due to the 
expanded total capital stock. In addition, the growth of output is higher 
because investment in intangibles is typically expected to increase at a 
rate higher than that of tangible capital. The effect on MFP growth is 
unclear, depending on the change in output growth relative to the change in 
input growth. MFP may rise (fall) if capitalising intangibles raises the 
output growth rate by less (more) than it raises the growth in inputs. 

This section presents the impact of capitalising intangibles on the 
components of the production function and MFP. It uses the estimates of 
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intangible investment presented here along with the ABS's National 
Accounts data on market sector GVA, labour input and input income 
shares.16 Following the PC report, three different definitions of capital 
are used to analyse the impact of intangibles on the growth accounting 
estimates: (i) including tangible and all intangible assets, (ii) including 
tangible assets and National Accounts intangible assets only, and (iii) 
including tangible assets only.17 

 
4.1. Output 
 
Figure 5 compares market sector GVA for each of the three 

definitions of capital. It has been shown in Table 2 that over the period 
1974-75 to 2012-13 investment in new intangibles is larger than 
investment in National Accounts intangibles. Thus, new intangibles 
make a larger contribution to the total GVA than National Accounts 
intangibles. 
  

                                                 
16  A detailed description of data sources for these variables is provided in the Appendix. 
17  The estimates of National Accounts intangibles, and thus the ensuing MFP indexes, 

developed in this paper are not identical to the ABS official estimates. Several 
factors may explain this. (i) There is a difference in the level of aggregation at 
which the estimates are constructed. Due to data limitations, the paper aggregates all 
assets in all industries in a single stage then uses rental prices to construct capital 
services. On the other hand, the ABS constructs capital services indexes for each of 
the twelve market sector industries separately then aggregates these indexes 
together using relevant weights, (ii) The ABS BERD data includes some R&D 
related to financial services and architectural/engineering services. The scope of 
these types of R&D as discussed in CHS is broader than those activities that may be 
covered by the BERD survey. Thus, separate estimates for these types of R&D are 
developed and the ABS-based BERD estimates were reduced to avoid double 
counting. (iii) The rental prices and the PIM version used by the ABS to construct 
capital stock is more complex than the method used in this paper. 
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▌ Figure 5 ▌  Market sector gross value added, 1974-75 to 2012-13 2011-12 dollars, 
chain volume measures 

 
Source: Authors' estimates using the ABS national accounts and the PC report data. 

 
 
4.2. Capital Services 
 
Aggregate capital services indexes are constructed using the volume 

index of capital stock of each asset weighted by its rental price weight. 
Figure 6 presents the total capital services indexes for each of the three 
definitions. As shown in the figure, capitalising intangibles has increased the 
growth in capital services. This indicates that growth in capital services 
from intangibles was faster than growth in capital services from tangibles.  
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▌ Figure 6 ▌  Capital services, market sector, 1974-75 to 2012-13   
Index 1974-75=100 

 
Source: Authors' estimates using the ABS national accounts and the PC report data. 

 

4.3. Factor Income Shares 
 
Capitalising intangibles has noticeably changed the factor income 

shares over the period 1974-75 to 2012-13. Table 4 shows the upward 
(downward) trend in the capital (labour) share of total factor income. 
Investment in new intangible assets increases the capital income share 
by a greater percentage than the National Accounts intangible assets. 
This is because investment in new intangibles represents a larger 
proportion of total investment than investment in the National Accounts 
intangibles. 
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▌ Table 4 ▌  Capital and labour income shares, market sector 1974-75 to 2012-13 

 
1974-75 to 

1984-85 
1984-85 to 

1994-95 
1994-95 to 

2004-05
2004-05 to 

2012-13 

Including all intangibles 
New Intangibles  
The ABS Intangibles  
Intangibles  
Tangibles  

Total capital  
Labour  
 
Including national 
accounts intangibles 

The ABS Intangibles  
Tangibles  

Total capital  
Labour  
 
Excluding all intangibles 
Capital  
Labour  

 
 

0.044 
0.015 
0.059 
0.327 
0.386 
0.614 

 
 

0.016 
0.342 
0.358 
0.642 

 
 

0.348 
0.652 

 
 

0.050 
0.022 
0.072 
0.370 
0.442 
0.558 

 
 

0.024 
0.389 
0.413 
0.587 

 
 

0.399 
0.601 

 
 

0.059 
0.030 
0.089 
0.379 
0.468 
0.532 

 
 

0.032 
0.402 
0.434 
0.566 

 
 

0.416 
0.584 

 
 

0.055 
0.037 
0.092 
0.402 
0.494 
0.506 

 
 

0.039 
0.425 
0.464 
0.536 

 
 

0.443 
0.557 

 

4.4. Multifactor Productivity 
 
Figure 7 shows that capitalising intangibles expenditure has changed 

the rate of MFP growth. In particular, it indicates that MFP growth has 
decreased. This can be explained by the fact that the inclusion of 
intangibles has raised output growth by a lower rate than it has raised 
the growth in inputs. Although, the rate of MFP growth has decreased 
across the period, the pattern of the growth remains unchanged. 
Specifically, the improvement in productivity during the productivity 
growth cycle of 1998-99 to 2003-04 and the overall decline during the 
recent productivity growth cycle is still present after capitalising 
intangibles. 
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▌ Figure 7 ▌  Multifactor productivity, market sector, 1974-75 to 2012-13  
Index 1974-75= 100 

 
Source: Authors' estimates using the ABS national accounts and the PC report data. 

 
 
5. Government Spending on Science and Innovation 
 
Besides fulfilling public needs (such as improving the products and 

services offered or better delivery of functions), the economic rationale 
for governmental involvement in the area of research and innovation is 
the existence of market failure associated with research and innovation. 
This market failure is typically due to the diffusion of knowledge 
beyond the control of the inventor, which implies that the private rate of 
return to research and innovation is lower than its social return. Thus, 
governments intervene to eliminate this wedge between private and 
social returns. 
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Another reason for the provision of public support is that govern-
ments may want to stimulate research and innovation performed by the 
business sector. This is likely to be below the socially optimal level as 
firms are often discouraged from engaging in research activities by the 
inherently high risk of research (Arrow 1962). Therefore, governments 
intervene to assist firms either by mitigating their private costs or by 
raising awareness of the technological opportunities that are available to 
reduce both the cost and uncertainty of research and innovation. 

Similar to many other OECD-member governments, the Australian 
government devotes a considerable amount of funding to promote 
research and innovation in the country. At present there are two main 
sources of data on public support for R&D and innovation: the Science, 
Research and Innovation Budget Tables (SRIBTs) and the ABS survey 
on R&D. With each Federal Budget, the Australian government 
publishes SRIBTs which provide an overview of government support 
for science, research and innovation over a period of ten years. The 
SRIBTs summarise the total of Australian Government support by 
sectors of performance as well as providing a decomposition of the total 
expenditure by program and socio-economic objectives. On the other 
hand, the ABS survey on public spending on R&D captures R&D 
expenditure at the points at which R&D is performed. 

Several technical challenges make the outlays data from the SRIBTs 
not strictly comparable with the R&D expenditure data captured by the 
ABS; see Matthews and Howard 2000 for more discussion on this issue. 
For the purpose of econometric investigation, this paper focuses on the 
SRIBTs data because the breakdown of spending is more relevant to our 
research question. Nevertheless, extra interesting information is 
available from the ABS survey data, which may shed more light on 
Australia's innovation system. Therefore, a brief snapshot of the ABS 
survey data will also be presented. 

The SRIBTs classify government support for research and innovation 
into four sectors of performance: Commonwealth research agencies, the 
higher education sector, the business enterprise sector, and a “multisector”. 
Figure 10 presents public spending estimated for the year 2012-13. 
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As shown in the figure, the higher education sector is the most 
important direct recipient of science and innovation funding from the 
Australian Government, receiving around 32% of total public support 
followed by the business enterprise sector and the multisector (or “civil” 
sector) which respectively received 25% and 23% of the total support. 
The research agencies sector has received the smallest portion of 
support which is equivalent to 20% of total support. 

The public funds devoted to each of these sectors is allocated to 
different areas. An analysis of the $8.9 billion outlay by the Australian 
Government for R&D and innovation in 2012-13 shows the following: 

 

5.1. Higher Education Research 
 
The Performance Based Block Funding (PBBF) accounts for 67% of 

total funding to the higher education sector. The PBBF is provided 
through a number of ‘performance based’ arrangements such as the 
Research Training Scheme (RTS), the Institutional Grants Scheme 
(IGS), the Research Infrastructure Block Grants scheme (RIBG) and the 
Australian Postgraduate Awards scheme (APA). 18  The Australian 
Research Council (ARC) funding accounts for 31% of total funding to 
higher education. Other R&D Support accounts for 2%. 

 
5.2. Business Enterprise Sector 
 
Government support for business sector science and innovation 

activity is delivered through a range of programs. The main program is 
the R&D Tax Concession which accounts for about 81% of total 
business support in 2012-13. Other Innovation Support and Other R&D 
Support account for 18% and 1% respectively. 

To assess the extent to which public support, in the forms in which it 
is provided, contributes in financing business R&D, Figure 8 presents a  

                                                 
18  These arrangements are known as ‘performance based’ because allocations to each 

institution depend on its past ‘performance’ as assessed by various formulae 
administered through the Department of Education, Employment and Workplace 
Relations. 
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▌ Figure 8 ▌  Expenditure on business R&D: relative significance of public support,  
1993-94 to 2012-13 2011-12 dollars 

 
Source: Authors’ estimates using the ABS survey data on BERD and Science, Research and Innovation 

Budget Tables. Estimates of business R&D are calculated as the difference between BERD and 
public support for business enterprise spending. 

 
▌ Figure 9 ▌  The ratio of public support for business enterprise to business R&D  

spending, 1993-94 to 2012-13 

 
Source: Authors’ estimates using the ABS survey data on BERD and Science, Research and Innovation 

Budget Tables. Estimates of business R&D are calculated as the difference between BERD and 
public support for business enterprise spending. 

 
comparison between business R&D (BERD) spending against government 
support for business sector. As seen in the Figure, public sector contributed  
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by less than 25% over the period 1993-94 to 2012-13 in funding business 
enterprise sector. Despite a long-run increase in the absolute amount of 
public support, spending has not kept up with business R&D growth, so 
that the ratio of public to business spending has fallen over this period 
(Figure 9). 

 
5.3. Research Agencies 
 
Two main organisations — the Commonwealth Scientific and 

Industrial Research Organisation (CSIRO) and the Defence Science and 
Technology Organisation (DSTO) — dominate the research funding 
allocated to public sector research agencies. In 2012-13, the CSIRO 
accounted for 41% of the total public sector research agency funding 
while the DSTO accounts for 25%. Other public R&D agencies account 
for 34%.19 

 
5.4. Multisector 
 
About 46% of the multisector funding is devoted to the National 

Health and Medical Research Council (NHMRC) and Other Health 
grants, which predominantly go to universities and private nonprofit 
Medical Research Institutes (MRIs). The Cooperative Research Centres 
(CRCs) and Rural Funds also have strong university components and 
they constitute around 8% and 12% of the multisector outlays respect-
tively. Energy and the Environment has a share of 13% and the Other 
Science Support is 21%. 

 
 
 

  

                                                 
19  Other public R&D agencies include the Australian Nuclear Science and Technology 

Organisation (ANSTO); Geoscience Australia; Antarctic Division; Australian 
Institute of Marine Science (AIMS); Bureau of Meteorology Research Centre; 
Environmental Research Institute of the Supervising Scientist; Australian Animal 
Health Laboratory; Great Barrier Reef Marine Park Authority; and the Anglo-
Australian Telescope. 



 CHAPTER 2  The Contribution of Research and Innovation to Productivity and Economic Growth 73 

▌ Figure 10 ▌  Australian Government spending on research and innovation 2012-13 

 
Source: Authors’ estimates using Science, Research and Innovation Budget Tables. 
 

Figure 11 depicts a long-term perspective of the Australian Government 
support for research and innovation and its components. The total 
support has increased in real terms over the past two decades; however, 
it has fallen as a share of GDP. There have been noticeable changes in 
the role of the government support across its four components of 
funding. In particular, indirect public support for the business enterprise 
sector and the multisector has grown in real terms during the past two 
decades. However, support to higher education and direct support to 
research agencies has barely grown. This has meant that the share of 
public support to the multisector has roughly doubled between 1993-94 
and 2012-13 while support to the higher education has halved. A 
number of factors can account for this changing pattern in government  
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▌ Figure 11 ▌  Total Australian Government support for research and innovation 
1993-94 to 2012-13 

 
Source: Authors’ estimates using Science, Research and Innovation Budget Tables. 
 

investment including, an increased focus on collaboration in the multisector 
and progressive increases in claims on the R&D Tax Concession in the 
business enterprise sector.  

To explore how public R&D resources are allocated according to the 
intended purpose or outcome of the research, we employ the ABS 
survey data on public R&D.20 Figure 12 presents a comparison between 
1992-93 and 2011-12 in breaking down expenditure on R&D by 
socioeconomic objective. As seen in the figure, the largest share of  

  
                                                 
20  Note that the ABS surveys have been conducted every two years. 
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▌ Figure 12 ▌  Breakdown of underpinning research funded by the Commonwealth 
 and State/territory by socio-economic objective, 1992-93 and 2011-12 

 
Source: Authors’ estimates using the ABS survey data on public R&D. 

 
government R&D expenditure was directed towards economic activities 
followed by defence and environment activities. However, social 
activities such as education and training, and social development and 
community activities receive a small share of government R&D expenditure. 

The ABS data also breaks down Commonwealth expenditure on 
R&D by the type of activities: basic research, applied research and 
experimental development. Basic research is further broken into two 
types, pure and strategic basic research. Applied research is a critical 
input to the innovation system and is often seen to be more immediately  
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▌ Figure 13 ▌  Commonwealth support for R&D, by type of activity, 1992-93   
and 2008-09 

 
Source: Authors' estimates using the ABS survey data on public R&D. 

 
relevant and applicable for end-users, specifically industry, than basic 
research. In Figure 13 it is shown that the Commonwealth and State 
governments focus more on applied research and strategic basic research at 
the expense of pure basic and experimental development research. 
 
 

6. The Relation between Public Support for R&D and  
Market Sector MFP Growth 

 
Trends in Australia’s MFP (adjusted for the inclusion of intangibles) 

were outlined in Section 4. Section 5 has highlighted the key trends in  
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▌ Figure 14 ▌  Market sector MFP growth and public support for research agencies,  
higher education and the business enterprise sector (1993-94 to 2012-13) 

 
Note: MFP growth rates smoothed by a three year centred moving average. 
Source: Authors' estimates using Science, Research and Innovation Budget Tables and the ABS national 

accounts data. 

 
public spending on R&D. This section investigates the bi-variate 
relationship between productivity growth and the growth of the public 
R&D stock.21 

Figure 14 plots MFP growth, smoothed by a three year centred 
moving average, against the capital stock growth of public support for  

  
                                                 
21   Most of the previous studies that examined the relationship between R&D and 

economic or productivity growth have avoided the problem of obtaining an estimate 
of R&D capital stock by employing a measure of R&D intensity (i.e. a ratio of 
R&D expenditures to the value of production). However, this method implicitly 
assumes that the depreciation rate of R&D is zero which is not necessarily a realistic 
assumption. The approach here is to use the stock of public sector R&D estimated 
by using PIM and assuming a depreciation rate identical to the business sector R&D 
presented in Table 3. 
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research agencies, higher education, and business enterprise. Productivity 
and public support for higher education activities are moving together 
throughout the period, which gives the appearance of a strong 
relationship. Similarly, with the exception of the early years, there is a 
co-movement between productivity and research agencies’ activities, 
again suggesting a positive correlation between them. Conversely, the 
divergent trends in productivity and the public support for business 
enterprise which are seen to dominate the whole period suggest a 
negative relationship. However, this casual analysis presup-poses a 
contemporaneous relationship between R&D and productivity presented 
in Figure 14; it is more likely that there are lagged effects of R&D 
expenditure on productivity since knowledge typically takes time to 
disseminate. The correlations suggested by the bi-variate plots may 
therefore represent an overly simplistic analysis. There might also be 
other potential influences on productivity which could be obscuring 
actual causal relationships. Therefore, to provide stronger evidence on 
the relationship between productivity and public knowledge, a detailed 
econometric analysis accounting for other influences is required. 

 
 
7. Econometric Analysis 
 
7.1. The Model 
 
In line with HW, consider the following production function: 
  ௧ܻ ൌ ,௧ܮሺܨ௧ܣ ,௧ܭ ௧ܰோ, ௧ܰሻ,                                                           (13) 

 
where ௧ܻ , ,௧ܮ ,௧ܭ ௧ܰோdenote value-added output, labour input, tangible  
and private intangible capital respectively. ௧ܰ  is capitalised public  
support for research and innovation, and ܣ௧  is any increase in output not 
accounted for by the increase in the above four factors of production. 

Assuming a general Cobb-Douglas representation for the production 
technology, the production function ܨሺ·ሻ can be written in terms of 



 CHAPTER 2  The Contribution of Research and Innovation to Productivity and Economic Growth 79 

natural logarithms as follows: 
 ln ௧ܻ  ൌ ln ௧ܣ   ୀ,,ேುೃೇߝ lnܺ௧  ேುೆಳlnߝ ௧ܰ,     (14) 

 

where ܺ ൌ ,ܮ ,ܭ ܰோ , and ߝ  is the elasticity of output with respect 

to each input. 

For estimation purposes, assume: 
 ln ܣ௧ ൌ ߙ   ௧     (15)ݒ
 
where ݒ௧  is an iid error term. In addition, we assume that the 

elasticity ߝ  equals the factor income share, ݏ, plus a term, ݀௫, to account 
for either deviations from perfect competition or spillovers due to that 
factor: 

ߝ  ൌ ݏ  ݀௫            (16)        .ܺ 
 
Taking ௧ܰ to be freely available public support for research and 

innovation, it does not have an observable factor share and hence the 
output elasticity, ߝேುೆಳ  must be econometrically estimated. 

Again following the standard Solow (1957) growth accounting 
approach, an expression for the level of MFP can be obtained from (14) 
as follows:22 

 ln ܨܯ ௧ܲ ؠ ln ௧ܻ െ  ୀ,,ேುೃೇݏ lnܺ௧. 
   (17)

 
By substituting (14) and (15), and allowing for the effect of other 

factors, ܼ௧, which are not accounted for in the calculation of MFP, (17) 

                                                 
22  Solow’s (1957) approach is based on two simplifying assumptions: (i) competitive 

markets in which factors are rewarded according to their marginal products — so 
that the output elasticities can be represented by factor shares in total factor income, 
and (ii) constant returns to scale — so that factor shares sum to unity. 
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can be rewritten as:23 

 ln ܨܯ ௧ܲ ؠ ߙ െ  ݀ୀ,,ேುೃೇ ln ܺ௧  ேುೆಳlnߝ ௧ܰ 

  ߙଵܼ௧   ,௧ݒ

(18) 

 
where ߙଵ is a vector of coefficients. Equation (18) is used to examine 

two issues of interest: First, the existence of any spillovers from the 
market sector investment in intangibles. This issue can be addressed by 
estimating the coefficient on private intangible capital. Further, by 
breaking intangible capital into classes (software, innovative property 
and economic competencies), individual effects of these classes can be 
estimated. Second, (18) is used to examine the impact of public support 
for R&D through the estimation of the elasticity parameter ߝேುೆಳ . In 
addition, ܰ  can be broken into components to assess the impact of 
direct versus indirect public support for R&D. 

Equation (18) involves the use of time-series data in (log) levels. 
Thus, there is a risk that some of these series show non-stationary 
behaviour. Previous studies of productivity analysis have extensively 
discussed the issue of spurious regression which might emerge when 
nonstationary series are used (e.g., Tatom 1993). Often, the best practice 
to address the issue of spurious regression is to formally test for unit 
roots and cointegration. Performing these tests, we find evidence of 
cointegration; however, the result of this test may not be legitimate due 
to the small size of the sample.24 When the series is suspected to be non-
stationary, a possible solution suggested in literature is to estimate the 
                                                 
23  Note that there is an important difference between the regression model of this paper 

represented by (17) and that of HW. Instead of using the stock of public sector R&D 
as in this paper, HW lagged the ratio of public sector R&D expenditure to GDP and 
used it as a regressor, assuming a zero depreciation rate of public sector R&D. 

24  The augmented Dickey-Fuller (ADF) test (Dickey and Fuller (1979)) is applied to 
the OLS residuals to test for the null hypothesis of no cointegration. However, a 
major and widely cited setback with the ADF test is the inherent low power when it 
is applied to short data series. The power of the test is the ability to reject the null of 
non-stationarity when it is false; because the ADF test has low power, it may 
suggest that a series has a unit root while it is stationary. 
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production function using first differences. Generally speaking, estimation 
in first differences is problematic in that it may destroy the long-run 
relationship between the variables of interest, since any common long-
run stochastic trends in the data are removed by differencing. However, 
as with HW, we are also interested in the determinants of productivity 
growth, so (18) is rewritten in first differences (i.e. growth terms) as 
follows: 

 ∆ln ܨܯ ௧ܲ ؠ ߙ   ሚ݀∆ୀ,,ேುೃೇ ln ܺ௧  ே̃ುೆಳ∆lnߝ ௧ܰ 

  ߙଵܼ௧   ௧. (19)ߟ

 
7.2. Control Variables 
 
A number of studies suggest some external factors as possible 

determinants of Australia’s productivity growth (e.g., Connolly and Fox 
2006, Shanks and Zheng 2006). This paper focuses on a group of factors 
that are generally seen as important in explaining productivity. For some 
of these factors there is no consensus on either the size or the direction 
of the effects on productivity. 

 
7.2.1. Public Infrastructure 
 
The significant role of public infrastructure on productivity in 

Australia has been cited in a number of studies such as Otto and Voss 
(1994) and Shanks and Barnes (2008). The majority of these studies 
have used the official measure of the public net capital stock published 
by the ABS as a measure of public infrastructure. This paper constructs 
a more suitable measure for public economic infrastructure by utilising 
the engineering construction data published by the ABS. These data 
better represent the spending on economic infrastructure in comparison 
to other available data (Elnasri 2013). 
  



 

82 Job Creation and Business Investment as Pathways to a Creative Economy  

7.2.2. Business Cycle 
 
Connolly and Fox (2006) and Shanks and Zheng (2006), among 

others, have included a business cycle variable to control for the pro-
cyclical nature of MFP. An output gap measure provides one of the 
methods for controlling for the effects of the business cycle. Here, 
following a standard approach, the output gap is measured as the 
difference between the natural logarithm of output and its trend. The 
trend is calculated using the Hodrick-Prescott filter (Hodrick and 
Prescott 1997) with the smoothing parameter equal to 1,600. 

 
7.2.3. Trade Openness 
 
Some evidence suggests that in relatively unregulated economies, 

such as Australia, an increase in trade openness is associated with an 
increase in GDP per capita (Bolaky and Freund 2004). Thus, a measure 
of trade openness is constructed as the sum of imports and exports over 
GDP. 

 
7.2.4. Terms of Trade 
 
Similarly to Madden and Savage (1998), a terms of trade variable 

(the ratio of export prices to import prices) is used to represent international 
competitiveness.25 

 
7.3. Results 
 
7.3.1. Spillovers from Market Sector Intangible Investment 
 
The first column of results in Table 5 presents the effects of the 

aggregate market sector’s intangible capital on MFP. Results are  

                                                 
25  In addition to the above four control variables, and in line with Connolly and Fox 

(2006), the paper has attempted to include West Texas crude oil prices as a proxy to 
control for price shocks that might have a direct impact on the world energy market. 
However, this variable was dropped from the regressions as it has shown small and 
insignificant estimates. 
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▌ Table 5 ▌  Spillovers from intangible investment (1993-94 to 2012-13) ln ln∆ ܲܨܯ ܲܨܯ ln ܲܨܯ ∆ln  ܲܨܯ

Tangible capital 
 
Labour 
 
Intangible capital 
 
Software 
 
Innovative property 
 
Economic competencies 
 
Business cycle 
 
Public infrastructure 
 
Openness 
 
Terms of Trade (t-1) 
 ҧܴ ଶ  
Durbin-Watson 
Jarque-Bera test 
Number of Observations 

-0.175 
(0.165) 

-0.663*** 
(0.137) 
0.579*** 
(0.062) 

 
 
 
 
 

 
0.734*** 
(0.181) 
0.194 

(0.216) 
0.012** 
(0.005) 
-0.106** 
(0.044) 

0.99 
1.66 
0.624 

19 

-0.434** 
(0.137) 
-0.136 
(0.096) 
0.329 

(0.226) 
 
 
 
 
 
 

-0.094 
(0.122) 
-0.149 
(0.302) 
-0.001 
(0.001) 
-0.022 
(0.050) 

0.85 
1.15 
0.285 

18 

-0.129* 
(0.068) 

-0.579***
(0.074) 

 
 

0.134*** 
(0.007) 
0.117* 
(0.055) 
0.112*** 
(0.028) 
0.826*** 
(0.118) 
0.038 

(0.123) 
0-.001 
(0.000) 
-0.022* 
(0.011) 

0.99 
2.73 
0.467 

19 

-0.024 
(0.105) 
-0.098 
(0.057) 

 
 

0.100 
(0.059) 
-0.107 
(0.112) 
0.256*** 
(0.026) 
-0.026 
(0.041) 
-0.140 
(0.149) 
0.006* 
(0.003) 
-0.022 
(0.050) 

0.74 
3.03 
0.083 

18 
Note: ∆ln ܲܨܯ  smoothed by three-year moving average. Terms in brackets are heteroskedasticity and 

autocorrelation robust Newey-West standard errors. Terms *, **, *** denote significance at the 10%, 5% 
and 1% levels respectively. Figures corresponding to Jarque-Bera test are the probabilities (p-values) of 
rejecting the null hypothesis ܪ: residuals are normally distributed against ܪଵ: residuals are not normally 
distributed. 

 
reported for both the (log) levels and growth of MFP from estimating 
(18) and (19), with the exclusion of the public sector R&D terms, i.e. ߝேುೆಳln ௧ܰ and  ߝே̃ುೆಳ∆ln ௧ܰ from these two equations respectively. 
Focusing first on the (log) levels model, there is strong evidence for the 
positive impact of intangible capital on the market sector MFP. In 
particular, the elasticity of MFP relative to intangibles is 0.58 which 
means an increase of 1% of intangible capital can increase MFP by  
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0.58%. Bearing in mind that the intangibles variable is an aggregate 
measure that includes all types of intangible assets, the magnitude of the 
estimated elasticity is not entirely surprising. As mentioned earlier, the 
direct effects of the primary inputs (labour, tangible and intangible 
capital) are accounted for in the calculation of the MFP index. Thus, the 
estimated coefficients on these variables, presented in (18) and (19), 
represent indirect effects that may arise due to deviations from perfect 
competition and CRS assumptions, imposed on the construction of MFP, 
or spillovers due to those factors. 

While intangible capital has positive spillovers, the negatively signed 
and highly statistically significant coefficients on the tangible capital 
and labour inputs suggest negative spillovers or decreasing returns. This 
is not an unusual result for the Australian market sector, as previous studies 
such as Shanks and Zheng (2006) and Industry Commission (1995) have 
also found evidence on decreasing returns to labour and capital. 

Results on the coefficients of the control variables are broadly 
acceptable and consistent with theory and prior empirical findings. In 
particular, business cycle and trade openness suggest positive and 
statistically significant impacts on productivity. The estimate of public 
infrastructure coefficient has the expected positive sign, nevertheless, it 
is statistically insignificant.26 Finally, while Australia has experienced a 
marked improvement in its terms of trade during the past decade, the 
significantly negative coefficient of a one-lag terms of trade variable 
may indicate the decline in mining productivity which has contributed 
substantially to a slowdown in market sector productivity growth.27 The 

                                                 
26  A sizeable number of previous studies have found implausible results when regressing 

productivity on public infrastructure. Elnasri (2013) has suggested that one possible 
cause of such implausible results is due to the shortcomings of aggregate time-series 
analysis that make it unsuitable for the examination of the infrastructure spillovers 
to productivity. Approaches such as panel regressions and spatial econometrics are 
found to produce more acceptable results. 

27  For more discussion on how long lead times between investment in new capacity in 
mining sector and the corresponding output can lead to short term movement in 
mining productivity and how the depletion of Australia’s natural resource had 
significant adverse effect on long-term mining productivity see Topp, Soames, 
Parham and Bloch (2008). 
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overall fit of the model is good with the തܴଶ being equal to 0.99. Results 
from Jarque-Bera (JB) test suggest that the population from which the 
sample is drawn follows normal distribution. This indicates the validity 
of hypothesis testing.28 Because there is evidence of serial correlations 
detected by the Durbin-Watson statistic test, Newey-West standard 
errors are applied in drawing statistical inferences.29 

The second model describes the effects on MFP growth which is, as 
in HW (2013), smoothed by a three-year moving average. The result on 
all variables turn to be statistically insignificant in this specification. 

To explore which components of intangible capital are the major 
drivers of the positive relationship found above, the second column of 
Table 5 presents the breakdown of intangibles into its three components, 
i.e. computerised information (software), innovative property, and 
economic competencies. When the (log) levels model is estimated, the 
three components of intangibles have positive and significant coefficients 
with reasonable magnitudes. However, in the differences model, only 
the result for economic competencies remains robust while the impacts 
of software and innovative property appear insignificant. 

Including the three components of intangibles simultaneously in the 
same model may raise a problem of multicollinearity which can produce 
large standard errors and hence have an impact on the statistical 
inferences. To address this problem, three individual regressions are 
performed to separately examine the effects of software, innovative 
property and economic competencies and the results are reported in 
Tables 6, 7 and 8 respectively. 
  

                                                 
28  Jarque-Bera test presents a test for normality based on skewness and kurtosis. It tests 

the null hypothesis ܪ: normal distribution, skewness is zero and excess kurtosis is 
zero; against the alternative hypothesis ܪଵ: non-normal distribution. 

29  Durbin-Watson statistic (d) tests the null hypothesis ܪ that the errors are uncorre-
lated against the alternative hypothesis ܪଵ that the errors are autocorrelated. If the 
errors are white noise, d will be close to 2. If the errors are strongly autocorrelated, 
d will be far from 2. 
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▌ Table 6 ▌  Spillovers from software (1993-94 to 2012-13) ln ln∆ ܲܨܯ  ܲܨܯ
Tangible capital 
 
Labour 
 
Software 
 
Business cycle 
 
Public infrastructure 
 
Openness 
 
Terms of Trade (t-1) 
 ҧܴ ଶ 
Durbin-Watson 
Jarque-Bera test 
Number of Observations 

-0.153 
(0.142) 

-0.604*** 
(0.089) 
0.192*** 
(0.016) 
1.206*** 
(0.111) 
0.205 

(0.221) 
-0.003 
(0.003) 
-0.001** 
(0.045) 

0.99 
1.11 
0.206 

19 

-0.549* 
(0.246) 
-0.036 
(0.135) 
0.076 

(0.106) 
-0.061 
(0.083) 
-0.595 
(0.353) 
0.007 

(0.003) 
0.015 

(0.044) 
0.66 
1.07 
0.914 

18 
Note: ∆ln ܲܨܯ   smoothed by three-year moving average. Terms in brackets are heteroskedasticity and 

autocorrelation robust Newey-West standard errors. Terms *, **, *** denote significance at the 10%, 5% 
and 1% levels respectively. Figures corresponding to Jarque-Bera test are the probabilities (p-values) of 
rejecting the null hypothesis ܪ: residuals are normally distributed against ܪଵ: residuals are not normally 
distributed. 

 

▌ Table 7 ▌  Spillovers from innovative property (1993-94 to 2012-13) 

 ln ln∆ ܲܨܯ  ܲܨܯ
Tangible capital 
 
Labour 
 
Innovative property 
 
Business cycle 
 
Public infrastructure 
 

-0.372 
(0.233 ) 
-0.993*** 
(0.157) 
0.672*** 
(0.065) 
1.283*** 
(0.188) 
0.772** 
(0.310)

-0.641** 
(0.264 ) 
0.004 

(0.150) 
-0.117 
(0.154) 
-0.01 

(0.095) 
-0.443 
(0.441) 
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▌ Table 7 ▌  (Continue) 

 ln ln∆ ܲܨܯ  ܲܨܯ
Openness 
 
Terms of Trade (t-1) 
 ҧܴ ଶ 
Durbin-Watson 
Jarque-Bera test 
Number of Observations 

0.016 
(0.010) 
-0.174** 
(0.075) 

0.98 
2.13 
0.846 

19

0.007 
(0.004) 
0.024 

(0.037) 
0.70 
1.12 
0.936 

18
Note: ∆ln ܲܨܯ  smoothed by three-year moving average. Terms in brackets are heteroskedasticity and 

autocorrelation robust Newey-West standard errors. Terms *, **, *** denote significance at the 10%, 5% 
and 1% levels respectively. Figures corresponding to Jarque-Bera test are the probabilities (p-values) of 
rejecting the null hypothesis ܪ: residuals are normally distributed against ܪଵ: residuals are not normally 
distributed. 

 
 

▌ Table 8 ▌  Spillovers from economic competencies (1993-94 to 2012-13) 

 ln ln∆ ܲܨܯ  ܲܨܯ
Tangible capital 
 
Labour 
 
Economic competencies 
 
Business cycle 
 
Public infrastructure 
 
Openness 
 
Terms of Trade (t-1) 
 ҧܴ ଶ 

Durbin-Watson 
Jarque-Bera test 
Number of Observations 

0.348 
(0.264) 
-0.373 
(0.243) 
0.357*** 
(0.080) 
0.279 

(0.387) 
-0.149 
(0.433) 
0.020* 
(0.009) 
-0.137 
(0.083) 

0.98 
1.31 
0.692 

19 

-0.369*** 
(0.098) 
-0.092 
(0.057) 
0.239*** 
(0.028) 
0.054 

(0.073) 
-0.055 
(0.183) 
0.005** 
(0.002) 
-0.001 
(0.025) 

0.92 
2.00 
0.035 

18 
Note: ∆ln ܲܨܯ  smoothed by three-year moving average. Terms in brackets are heteroskedasticity and 

autocorrelation robust Newey-West standard errors. Terms *, **, *** denote significance at the 10%, 5% and 1% 
levels respectively. Figures corresponding to Jarque-Bera test are the probabilities (p-values) of rejecting the 
null hypothesis ܪ: residuals are normally distributed against ܪଵ: residuals are not normally distributed. 
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While in the (log) levels model the three components of intangibles 
have positive and statically significant effects on productivity, in the 
differences model, only economic competencies persists in having a 
significant result. This finding is consistent with the one reported in 
Table 5. Nevertheless, there is a noticeable increase in the magnitude of 
the coefficients of innovative property and economic competencies 
which show a higher impact on productivity. The significant increase of 
these coefficients may result from bias due to the omission of some 
variables or a specification problem caused by the small number of 
observations. In terms of the goodness of the fit, the values of തܴଶ remain 
large and results of Jarque-Bera test suggest normality. Again due to the 
presence of serial correlation, Newey-West standard errors are reported. 

To summarise, the interpretation of the results obtained from the 
above regression analysis is that there is strong evidence of a positive 
impact from private sector investment in intangibles on MFP at the 
market sector level. In line with the findings of the New Growth Theory 
literature, the significant coefficient on intangibles can be interpreted as 
productivity gains from increasing returns due to the development of 
‘know-how’ to do business, or knowledge spillovers beyond firms’ 
borders. Because the MFP index used in the regressions takes into 
account of the treatment of intangibles as capital assets (a necessary 
adjustment to ensure that the private return to intangibles is not captured 
in MFP) the obtained estimates of the intangible coefficients may only 
reflect knowledge spillovers or increasing returns. These results contrast 
with those of HW, who did not find evidence for significant spillovers 
from private sector intangibles. 

 
7.3.2. Spillovers from Public Support for R&D 
 
This part discusses the impact of public support for R&D on the 

market sector MFP, measured by the coefficients ߝேುೆಳ  in (18) and ߝே̃ುೆಳ  in (19). Because public R&D is not included in the construction 
of MFP, the estimates of these coefficients will reflect social returns 
from public R&D. Results from regressing both the level and growth of 
MFP on an aggregate measure of the public sector stock of R&D are 
presented in the first column of Table 9. To avoid possible omitted  
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▌ Table 9 ▌  Spillovers from total public support (1993-94 to 2012-13) ln ln∆ ܲܨܯ ܲܨܯ ln ܲܨܯ ∆ln  ܲܨܯ
Tangible capital 
 
Labour 
 
Intangible capital 
 
Total public support 
 
Research agencies 
 
Higher education 
 
Business enterprise 
 
Multisector 
 
Business cycle 
 
Public infrastructure 
 
Terms of Trade (t-1) 
 ҧܴ ଶ 
Durbin-Watson 
Jarque-Bera test 
Number of Observations 

-0.423** 
(0.173) 

-0.758*** 
(0.159) 
0.461*** 
(0.066) 
0.399** 
(0.143) 

 
 
 
 
 
 
 
 

1.188*** 
(0.202) 
0.521** 
(0.222) 
-0.106** 
(0.044) 

0.99 
1.41 
0.732 

19 

-0.523** 
(0.179) 
-0.025 
(0.108) 
0.328 

(0.217) 
-0.235 
(0.243) 

 
 
 
 
 
 
 
 

-0.073 
(0.119) 
-0.328 
(0.319) 
-0.018 
(0.050) 

0.75 
1.42 
0.514 

18 

-0.168 
(0.118) 

-0.547***
(0.117) 
0.440*** 
(0.067) 

 
 

0.349*** 
(0.064) 
0.175* 
(0.076) 
-0.056 
(0.060) 
-0.032 
(0.035) 
0.876*** 
(0.156) 
0.308 

(0.211) 
-0.037 
(0.027) 

0.99 
2.33 
0.167 

19

-0.223* 
(0.103) 
-0.008 
(0.094) 
0.339* 
(0.166) 

 
 

0.007 
(0.141) 
0.324* 
(0.157) 
-0.056 
(0.066) 
-0.021 
(0.051) 
0.083 

(0.134) 
-0.432 
(0.404) 
-0.009 
(0.022) 

0.87 
2.33 
0.320 

18 
Note: ∆ln ܲܨܯ  smoothed by three-year moving average. Terms in brackets are heteroskedasticity and 

autocorrelation robust Newey-West standard errors. Terms *, **, *** denote significance at the 10%, 5% 
and 1% levels respectively. Figures corresponding to Jarque-Bera test are the probabilities (p-values) of 
rejecting the null hypothesis ܪ: residuals are normally distributed against ܪଵ: residuals are not normally 
distributed. 

 
variable bias, the two models include the business cycle, public infrastructure 
and a one-lag terms of trade control variables. 

As indicated by the results from the levels model, there are 
significant spillovers from total public R&D stock to private MFP, with 
an estimated elasticity of 0.40. While this result suggests a beneficial 
effect from governmental involvement in the area of research and 
innovation, it is not informative whether all, or only some, types of the 
public support are effective as the estimated coefficient is associated 
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with an aggregate measure of public R&D. Before looking into this 
issue in more detail, it is noted that the model has good fit, as suggested 
by the large value of തܴଶ, the coefficients of the three control variables 
possess the expected signs and they are statistically significant. The 
estimated coefficient for the private sector intangibles supports the 
findings of Table 5 of positive spillovers on productivity. Moreover, 
there is again evidence of decreasing returns from labour and tangible 
capital. However, the findings of the levels model are not robust to first 
differencing. 

As outlined in Section 5, public sector R&D is divided into four 
classes: research agencies, higher education sector, business enterprise 
sector, and multisector. Breaking down the aggregate stock of public 
sector R&D into four classes and running the two regressions results in 
the estimates in the second column of Table 9. They suggest that the 
observed positive spillovers from public sector R&D are mainly driven 
by the spending on research agencies and higher education sectors, 
while the insignificant coefficients on business enterprise sector and 
multisector variables suggest no impact on productivity. 
The robustness of the findings presented in Table 9 is examined by 
performing several additional regressions to examine the individual 
effects of each of the four classes. Accordingly, eight models are 
developed by replacing aggregate public sector R&D in (18) and (19) by 
a measure of each of these four classes. The first column of Table 10 
shows that the result of the impact of spending on research agencies 
remains robust in the levels model. However, one concern with the 
contemporaneous relationship presented above is that the significance of 
the results is sensitive to the dating of the public sector R&D variable. 
Even though our capital measure is constructed using all previous 
investments, there might be some lagged effects of public sector R&D 
that are not captured in the contemporaneous model, which mask the 
relationship between MFP and public R&D. Thus, to allow for these 
lagged effects, another set of regressions is performed by replacing the 
contemporaneous research agencies stock variable by a one-lag stock 
measure. Results presented in the second column of Table 10 provide 
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support for all the findings of the contemporaneous model.30 It can be 
noted that this strong positive relationship between MFP and government 
pending on research agencies is consistent with the what is observed in 
Figure 14. 

 
▌ Table 10 ▌  Spillovers from public support (1993-94 to 2012-13): Research agencies ln ln∆ ܲܨܯ ܲܨܯ ln ln∆ ܲܨܯ  ܲܨܯ
Tangible capital 
 
Labour 
 
Intangible capital 
 
Research agencies 
 
Research agencies (t-1) 
 
Business cycle 
 
Public infrastructure 
 
Terms of Trade (t-1) 
 ҧܴ ଶ 

Durbin-Watson 
Jarque-Bera test 
Number of Observations 

-0.381*** 
(0.111) 

-0.789*** 
(0.097) 
0.477*** 
(0.038) 
0.295*** 
(0.052) 

 
 

1.163*** 
(0.130) 
0.778*** 
(0.197) 
-0.066** 
(0.034) 

0.99 
2.02 
0.656 

19 

-0.586*** 
(0.163) 
-0.043 
(0.103) 
0.289 

(0.276) 
-0.1376 
(0.193) 

 
 

-0.006 
(0.135) 
-0.373 
(0.365) 
-0.003 
(0.050) 

0.75 
1.42 
0.514 

18 

-0.419*** 
(0.120) 

-0.845*** 
(0.133) 
0.449*** 
(0.053) 

 
 

0.358*** 
(0.048) 
1.274*** 
(0.182) 
1.025*** 
(0.249) 
-0.092** 
(0.038) 

0.99 
2.17 
0.876 

19

-0.505** 
(0.130) 
-0.007 
(0.121) 
0.078 

(0.268) 
 
 

-0.490* 
(0.163) 
-0.033 
(0.086) 
-1.023** 
(0.388) 
0.022 

(0.032) 
0.85 
1.85 
0.517 

18 
Note: ∆ln ܲܨܯ  smoothed by three-year moving average. Terms in brackets are heteroskedasticity and 

autocorrelation robust Newey-West standard errors. Terms*,**,*** denote significance at the 10%, 5% 
and 1% levels respectively. Figures corresponding to Jarque-Bera test are the probabilities (p-values) of 
rejecting the null hypothesis ܪ: residuals are normally distributed against ܪଵ: residuals are not normally 
distributed. 

 
  

                                                 
30  With a small number of available observations, only one lag is used. HW did not use 

capital stock of public sector R&D in their regressions. Instead, they used two and 
three lags of the ratio of spending on public R&D relative to output, assuming by 
this a zero depreciation rate. Recalling that the PIM employed in this paper for 
constructing public knowledge capital includes all previous investment expenditures 
in the accumulation process, it is somewhat equivalent to the model of HW but with 
more lags. 
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An extra investigation is made to examine the source of positive 
spillovers from research agencies. A replication of the above regressions 
is performed using a breakdown of research agencies capital stock into 
defence (i.e., DSTO) and non-defence research agencies (i.e., other 
R&D agencies such as CSIRO, ANSTO, AIMS and so forth). Results of 
the breakdown, shown in Table 11, indicate that the source of the 
spillovers is driven mainly by non-defence R&D agencies. 
 
▌ Table 11 ▌  Spillovers from public support (1993-94 to 2012-13):   

Research agencies - breakdown ln ln∆ ܲܨܯ ܲܨܯ ln ln∆ ܲܨܯ  ܲܨܯ

Tangible capital 
 
Labour 
 
Intangible capital 
 
Research agencies (x defence) 
 
Defence 
 
Research agencies (x defence)(t-1)
 
Defence (t-1) 
 
Business cycle 
 
Public infrastructure 
 
Terms of Trade (t-1) 
 ҧܴ ଶ 
Durbin-Watson 
Jarque-Bera test 
Number of Observations 

-0.347*** 
(0.072) 

-0.696*** 
(0.097) 
0.414*** 
(0.053) 
0.256*** 
(0.040) 
-0.065 
(0.075) 

 
 
 
 

1.120*** 
(0.107) 
0.698*** 
(0.127) 
-0.045 
(0.027) 

0.99 
1.80 
0.702 

19 

-0.543** 
(0.217) 
-0.007 
(0.143) 
0.308 

(0.263) 
-0.038 
(0.145) 
-0.140 
(0.196) 

 
 
 
 

-0.024 
(0.145) 
-0.304 
(0.361) 
-0.002 
(0.043) 

0.72 
1.27 
0.777 

18

-0.390*** 
(0.063) 

-0.527*** 
(0.110) 
0.224*** 
(0.027) 

 
 
 
 

0.295*** 
(0.031) 
-0.417 
(0.073) 
1.206*** 
(0.097) 
0.857*** 
(0.104) 
0.026 

(0.028) 
0.99 
2.70 
0.837 

19

-0.509*** 
(0.147) 
0.027 

(0.119) 
0.095 

(0.293) 
 
 
 
 

-0.339 
(0.204) 
-0.176 
(0.178) 
-0.028 
(0.108) 
-0.953 
(0.748) 
0.029 

(0.033) 
0.84 
1.82 
0.618 

18 
Note: ∆ln ܲܨܯ  smoothed by three-year moving average. Terms in brackets are heteroskedasticity and 

autocorrelation robust Newey-West standard errors. Terms *, **, *** denote significance at the 10%, 5% 
and 1% levels respectively. Figures corresponding to Jarque-Bera test are the probabilities (p-values) of 
rejecting the null hypothesis ܪ: residuals are normally distributed against ܪଵ: residuals are not normally 
distributed.  
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Similar regressions to those presented above are performed to 
examine the impact of public support for higher education. The results, 
presented in Table 12, suggest significant positive spillovers from higher 
education R&D, which remain robust across both the levels model, 
growth model and the incorporation of the lagged effects. This finding is 
consistent with the relationship shown in Figure 14. 

Next, market sector MFP is regressed on a stock measure of govern-
ment support for business sector science and innovation to assess 
whether or not there were benefits to the business enterprise sector from 

 
▌ Table 12 ▌  Spillovers from public support (1993-94 to 2012-13):   

Higher education sector ln ln∆ ܲܨܯ ܲܨܯ ln ln∆ ܲܨܯ  ܲܨܯ

Tangible capital 
 
Labour 
 
Itangible capital 
 
Higher education 
 
Higher education (t-1) 
 
Business cycle 
 
Public infrastructure 
 
Terms of Trade (t-1) 
 ҧܴ ଶ 
Durbin-Watson 
Jarque-Bera test 
Number of Observations 

-0.162 
(0.197) 
-0.375 
(0.221) 
0.535*** 
(0.061) 
0.305** 
(0.120) 

 
 

0.519*** 
(0.230) 
-0.288 
(0.362) 
-0.019 
(0.044) 

0.99 
1.10 
0.656 

19

-0.263** 
(0.115) 
-0.046 
(0.093) 
0.357** 
(0.127) 
0.409*** 
(0.123) 

 
 

0.148** 
(0.076) 
-0.378 
(0.324) 
0.002 

(0.022) 
0.89 
2.44 
0.422 

18

-0.074 
(0.155) 

-0.426*** 
(0.101) 
0.412*** 
(0.062) 

 
 

0.352*** 
(0.068) 
0.594*** 
(0.075) 
-0.098 
(0.184) 
-0.045 
(0.025) 

0.99 
1.92 
0.534 

19

-0.254** 
(0.177) 
-0.044 
(0.064) 
0.460*** 
(0.097) 

 
 

0.378*** 
(0.116) 
0.075 

(0.070) 
-0.170 
(0.262) 
-0.015 
(0.028) 

0.89 
2.54 
0.810 

18 
Note: ∆ln ܲܨܯ  smoothed by three-year moving average. Terms in brackets are heteroskedasticity and 

autocorrelation robust Newey-West standard errors. Terms *, **, *** denote significance at the 10%, 5% 
and 1% levels respectively. Figures corresponding to Jarque-Bera test are the probabilities (p-values) of 
rejecting the null hypothesis ܪ: residuals are normally distributed against ܪଵ: residuals are not normally 
distributed.  
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the R&D Tax Concession and other sources of innovation and R&D 
support. Results for the four models are reported in Table 13. There is 
no evidence of contemporaneous gains from government indirect 
spending on R&D to the market sector MFP. These findings are 
consistent in both the levels and growth models. When a lagged effect is 
allowed for, some evidence of negative spillovers from public funding 
appears, as the coefficients are negatively signed and statistically 
significant. Note that this negative relationship between MFP and 
government spending on the business enterprise sector was observed 
earlier in Figure 14. 

 
▌ Table 13 ▌  Spillovers from public support (1993-94 to 2012-13):   

Business enterprise sector ln ln∆ ܲܨܯ ܲܨܯ ln ln∆ ܲܨܯ  ܲܨܯ

Tangible capital 
 
Labour 
 
Intangible capital 
 
Business enterprise 
 
Business enterprise (t-1) 
 
Business cycle 
 
Public infrastructure 
 
Terms of Trade (t-1) 
 ҧܴ ଶ 

Durbin-Watson 
Jarque-Bera test 
Number of Observations 

-0.445*** 
(0.218) 

-0.795*** 
(0.205) 
0.604*** 
(0.050) 
0.108 

(0.073) 
 
 

1.100*** 
(0.257) 
0.558 

(0.330) 
-0.087 
(0.058) 

0.99 
1.26 
0.896 

19

-0.306** 
(0.129) 
0.078 

(0.090) 
0.228 

(0.166) 
-0.179** 
(0.061) 

 
 

-0.106 
(0.090) 
-0.534 
(0.377) 
-0.033 
(0.026) 

0.84 
1.84 
0.396 

18

-0.259 
(0.197) 

-0.522*** 
(0.154) 
0.589*** 
(0.063) 

 
 

-0.077 
(0.052) 
0.684*** 
(0.168) 
0.199 

(0.282) 
-0.071 
(0.063) 

0.99 
1.23 
0.564 

19

-0.480** 
(0.158) 
-0.018 
(0.118) 
0.328* 
(0.097) 

 
 

-0.150* 
(0.068) 
-0.062 
(0.099) 
-0.205 
(0.338) 
0.015 

(0.036) 
0.82 
1.87 
0.888 

18 
Note: ∆ln ܲܨܯ  smoothed by three-year moving average. Terms in brackets are heteroskedasticity and 

autocorrelation robust Newey-West standard errors. Terms *, **, *** denote significance at the 10%, 5% 
and 1% levels respectively. Figures corresponding to Jarque-Bera test are the probabilities (p-values) of 
rejecting the null hypothesis ܪ: residuals are normally distributed against ܪଵ: residuals are not normally 
distributed.   
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Finally, the fourth category of public sector spending on R&D — 
multisector — is examined. Results reported in Table 14 suggest no 
significant contemporaneous spillovers to market sector MFP. As in the 
case of the business enterprise sector, when a lagged effect is allowed 
for there is some evidence of negative spillovers. 

As seen from the above results, Australian government support for 
research and innovation has different impacts on market sector 
productivity depending on the spending component. Specifically, 
spending on Government research agencies - other than defence - and 
higher education institutions yields productivity gains, while no evidence  

 
▌ Table 14 ▌  Spillovers from public support (1993-94 to 2012-13): Multisector/Civil ln ln∆ ܲܨܯ ܲܨܯ ln ln∆ ܲܨܯ  ܲܨܯ

Tangible capital 
 
Labour 
 
Intangible capital 
 
Multisector 
 
Multisector (t-1) 
 
Business cycle 
 
Public infrastructure 
 
Terms of Trade (t-1) 
 ҧܴ ଶ 
Durbin-Watson 
Jarque-Bera test 
Number of Observations 

-0.336 
(0.204) 

-0.680*** 
(0.159) 
0.530*** 
(0.084) 
0.048 

(0.038) 
 
 

0.945*** 
(0.165) 
0.425* 
(0.236) 
-0.100 
(0.070) 

0.99 
1.16 
0.957 

19

-0.510** 
(0.177) 
-0.065 
(0.096) 
0.455** 
(0.166) 
-0.084 
(0.077) 

 
 

-0.029 
(0.105) 
-0.267 
(0.238) 
-0.009 
(0.040) 

0.78 
1.45 
0.956 

18 

-0.252 
(0.251) 

-0.584*** 
(0.158) 
0.630*** 
(0.074) 

 
 

-0.046 
(0.099) 
0.814*** 
(0.165) 
0.248 

(0.277) 
-0.084 
(0.061) 

0.98 
2.70 
0.645 

19

-0.538** 
(0.199) 
-0.047 
(0.110) 
0.429* 
(0.206) 

 
 

-0.047 
(0.059) 
-0.024 
(0.122) 
-0.224 
(0.306) 
-0.005 
(0.046) 

0.74 
1.18 
0.586 

18 
Note: ∆ln ܲܨܯ  smoothed by three-year moving average. Terms in brackets are heteroskedasticity and 

autocorrelation robust Newey-West standard errors. Terms *, **, *** denote significance at the 10%, 5% 
and 1% levels respectively. Figures corresponding to Jarque-Bera test are the probabilities (p-values) of 
rejecting the null hypothesis ܪ: residuals are normally distributed against ܪଵ: residuals are not normally 
distributed. 
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of gains are observed from spending on business enterprise and civil 
sectors. These findings are consistent with those of HW who find strong 
evidence of market sector productivity benefits from public spending on 
research councils and no evidence of market sector spillovers from 
public spending on civil or defence R&D. 
 
 

8. Conclusion 
 

In a world defined by a finite endowment of resources, the contribution 
to economic growth through resources utilisation is limited; therefore, 
sustained economic growth in the long term will have to come from 
productivity enhancements. Investments in research and innovation 
(such as information technology, R&D, skills development, design and 
organisational improvements and other types of intangible assets) are 
central drivers of productivity. They create more efficient services and 
production processes, more effective workplace organisation and open 
up new markets. 

Despite the prospects of research and innovation in boosting produc-
tivity and economic growth, they remain an area that is surrounded by 
many complexities and challenges, such as difficulties in measurement 
and inefficiency of provision. 

To better understand and improve the functioning of the innovation 
systems of an economy, it is essential to track, or benchmark, perfor-
mance. However, developing robust and relevant measures of research 
and innovation is hard. The intangible nature of research and innovation 
poses problems for the measurement of spending and the depreciation of 
spending in defining capital stocks. As such, research and innovation are 
largely ignored in the National Accounts and corporate financial reports 
of many countries where they have been only treated as intermediate 
expenditure. However, excluding investment in these intangible assets 
means that investment is underestimated, and this may distort measures 
of growth in capital services and consequently, productivity.  

Another complication is the provision of a socially optimal level of 
research and innovation. It is commonly argued that there are major 
market failures in the provision of a sufficient amount of knowledge 
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capital because knowledge diffuses beyond the control of the inventor, 
which implies that the private rate of return for research and innovation 
is lower than its social return. Additionally the high risks involved 
discourage firms from engaging in such activities. For both reasons, the 
amount invested by firms in research activities in a competitive 
framework is likely to be below the socially optimal level. This justifies 
intervention by governments to directly make their own investments in 
knowledge capital or to indirectly support the private sector to reduce its 
costs. However, governments face the stumbling block of a large 
number of projects competing for tight budgets. This study has attempted to 
make a contribution to the advancement of knowledge about spillovers 
from innovation through the explicit inclusion of both privately and 
publically funded intangibles in the analysis. 

Recent literature defines a range of private sector intangible assets. 
This paper extends, and makes more current, Australian studies on three 
classes of intangible assets (computerised information, innovative 
property and economic competencies). Next, the paper incorporates 
these intangibles in the National Accounts to examine their effects on 
growth accounting components. The paper finds that: (i) investment in 
intangibles has increased at a faster rate than investment in tangibles 
over time. (ii) The share of labour income in GDP has declined while 
the share of capital income has increased due to the expanded total 
capital stock. (iii) A comparison of the new estimates of MFP (adjusted 
for the capitalisation of all intangible assets) with the traditional MFP, 
reveals a noticeable reduction in MFP growth. 

Further, the paper utilises the new estimates of MFP in performing a 
range of regressions for investigating possible spillovers from private 
and public sectors' knowledge capital. Unlike estimates of the traditional 
MFP, adjusted estimates have the advantage of isolating social from 
private returns to knowledge capital. Insufficient attention has been paid 
to this refinement in the measured rates of return in past studies. 

The results provide some policy-relevant insights. First, measuring 
research and innovation by only focusing on the set of assets which are 
currently capitalised in the System of National Accounts seems unreliable. 
Total investment has been found to be under-reported and this has distorted 
measures of growth in capital services and consequently, productivity. 
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Second, accumulation of private sector knowledge capital is a source of 
positive spillovers to market sector productivity. Third, given the 
pressures on public finances, it is appealing to direct the innovation 
budget to areas with higher social benefits. The empirical findings 
suggest that government research agencies and higher education  are areas 
with more potential gains. 

Specifically, the paper examines the impact of four classes of public 
support for research and innovation — Commonwealth research 
agencies, higher education sector, business enterprise sector and multisector 
— on market sector MFP growth. The paper finds strong evidence of 
productivity benefits from public spending on Commonwealth research 
agencies and higher education. However, the results suggest no 
evidence of spillover effects on private productivity from public support 
to the business enterprise sector, multisector or defence R&D. Some 
reasons for this can be postulated. Health research funding makes up 
almost 50% of the public expenditure on the multisector in 2012-13; see 
Figure 10. Its output is not part of market sector value added, and any 
productivity effects are likely to be very long-run, through improvements in 
the health of the workforce and population more generally; hence there 
is a bias against finding a positive significant result. Similarly, it is 
expected that while some select components of the expenditure on 
defence may result in innovations with commercial value that appear in 
the market sector, defence services will not, again biasing the results 
against finding a positive relationship. The main public support for the 
business enterprise sector research and innovation is the industry R&D 
tax concession, comprising 81% of support to the sector in 2012-13. 
Unlike much of the  funding to higher education and research agencies, 
allocation of support is based on expenditure rather than being 
performance based. Obviously there are strong financial incentives for 
firms to maximise the expenditures classified as being related to R&D, 
potentially biasing the results. In addition, there may be other policy 
goals of the R&D tax concession than raising productivity. Indeed, 
providing incentives for the establishment of small innovative firms 
may actually lower productivity as new entrants often initially have 
lower productivity compared with incumbents; see e.g. Baldwin (1995) 
and Aw et al. (2001). 
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There remain several areas of improvement for future research. The 
main source of the data on intangibles used in this paper is from the PC 
report (Barnes and McClure 2009). As indicated by the authors of that 
report, due to data limitations and measurement challenges these 
estimates need further refinements and improvement. In addition, a 
longer time series is important for having more confidence in the 
regression analysis and the precision of the results. For example, a 
longer time series can allow for appropriate lag structures for the 
purpose of forming knowledge stocks. Another issue not taken into 
account, but one able to provide further insights, is to allow for 
heterogeneity and variability by modelling for firm or sector behaviour. 
However, this requires appropriate data at the level of firms or industry. 
Flexible functional forms are widely recommended to address the 
complex relationship between output, primary inputs and external 
factors. With more observations, a more flexible form for modelling the 
production technology, such as the translog functional form can be 
adopted. Last but not least, an interesting extension to the presented 
analysis would be to assess excess returns to private and public sectors' 
knowledge capital, a useful technique for identifying areas where there 
is either an excess of, or lack of provision. 
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▌ Appendix ▌  

1. Description and Data Sources for Intangibles Data 
 
Data on investment in ‘national accounts’ intangibles covering the 

period 1974-75 to 2012-13 is sourced from the ABS website. Data on 
‘new’ intangibles is taken from the PC report and de Rassenfosse (2012). 
A brief description of the data sources, methodologies and assumptions 
made by these two studies to construct complete time series over the 
period 1974-75 to 2010-11 is provided below. A more detailed description 
is provided in the appendixes of these studies. This paper has extended 
these series to 2012-2103 by assuming linear growth rates in the recent 
years. 

 
National Accounts Intangibles: 
 
Computerised Information Time series for gross fixed capital 

formation and capital stock are available for the full period 1974-75 to 
2012-13 (ABS, Cat. no. 5204.0). The ABS defines computer software as: 
‘... computer programs, program descriptions and supporting materials 
for both systems and applications software. Included are purchased 
software and, if the expenditure is large, software developed on own-
account. It also includes the purchase or development of large databases 
that the enterprise expects to use in production over a period of more 
than one year. The ASNA does not separately identify databases from 
computer software as recommended by the 2008 SNA’ (ABS 2013, 
p.653 ). 

 
Business Expenditure on R&D (BERD) Shanks and Zheng (2006) 

have constructed series for Australian BERD for the market sector 



 Appendix 105 

(excluding Agriculture, forestry & fishing) covering the period 1968-69 
to 2002-03. The PC report has updated and extended their series to 
2005-06. For this paper it is extended to 2012-13 using revised and 
updated data from the ABS Research and Experimental Development, 
Businesses. The ABS survey of BERD covers scientific R&D and R&D 
in social sciences and humanities. It also covers some aspects of product 
development costs in the financial industry and new architectural and 
engineering designs. The ABS defines R&D activity as ‘creative work 
undertaken on a systematic basis in order to increase the stock of 
knowledge, including knowledge of man, culture and society, and the 
use of this stock of knowledge to devise new applications’ (ABS 2011, 
p.33 ). It should be noted that CHS (2005) have included R&D related 
to financial services and architectural/engineering services in sperate 
broader categories. Thus, as this paper abides by their methodology in 
defining and categorizing intangibles, R&D related to these services are 
deducted from the ABS estimates of BERD to avoid double counting. 

 
Mineral Exploration Time series for gross fixed capital formation 

and capital stock are available for the full period 1974-75 to 2012-13 
(ABS, Cat. no. 5204.0). The ABS defines mineral exploration as: ‘... the 
value of expenditures on exploration for petroleum and natural gas and 
for non-petroleum mineral deposits. These expenditures include 
prelicence costs, licence and acquisition costs, appraisal costs and the 
costs of actual test drilling and boring, as well as the costs of aerial and 
other surveys, transportation costs etc., incurred to make it possible to 
carry out the tests’ (ABS 2013, p.662 ). 

 
Artistic Originals Time series for gross fixed capital formation and 

capital stock are available for the full period 1974-75 to 2012-13 (ABS, 
Cat. no. 5204.0). The ABS defines entertainment, literary or artistic 
originals as: ‘original films, sound recordings, manuscripts, tapes, 
models, etc., on which drama performances, radio and television 
programming, musical performances, sporting events, literary and 
artistic output, etc. are recorded or embodied. Included are works 
produced on own-account. In some cases there may be multiple 
originals (e.g. films)’(ABS 2013, p.655 ). 
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‘New’ Intangibles: 
New Product Development in the Financial Industry The PC report 

has constructed expenditure series for total intermediate purchases by 
the financial services industries covering the period 1974-75 to 2005-
2006 using the ABS data from input-output (IO) and supply use (SU) 
tables. The SU industry codes equivalent to ANZSIC 73 and 75 are 380 
Finance and 400 Services to finance, investment and insurance. The PC 
report estimated the investment series as 20% of total intermediate 
purchases.31 To extend the series, de Rassenfosse (2012) has collected 
investment data for the period 2004-08 from Input-Output Tables (ABS 
Cat. no. 5215.0.55.001). The series is then used to estimate a growth 
rate in investment, which is applied to the 2004-05 data point from the 
PC series to obtain an investment series for 2005-06 to 2010-11. 32 

 
New Architectural and Engineering Designs The PC report has 

constructed expenditure series of the revenue of architectural and 
engineering industries using different data sources, this includes data on 
the ANZSIC 7821 Architectural services industry and ANZSIC 7823 
Consulting engineering industry which are sourced from the ABS 
Industry survey (Cat. no. 8155.0), the ABS data from input-output (IO) 
and supply use (SU) tables in addition to unpublished data. Several 
assumption were made to estimate data for the missing years and 
backcast the aggregate series so that to cover the period 1974-75 to 
2005-06. Investment is estimated by the PC report as 50% of the 
revenue of architectural and engineering industries. de Rassenfosse 
(2012) has  extended the series by using turnover data from the ABS 
Counts of Australian Businesses including Entries and Exits (Cat. no. 
8165.0) for the classes of Architectural Services and Engineering 
Design and Engineering Consulting Services. 

 
Advertising Annual data on Australian advertising expenditure is 

available from Commercial Economic Advisory Service of Australia 
                                                 
31  Refer to Appendix A of the PC reports for more details on the assumptions made to 

backcast and forecast sections of the data series. 
32  Refer to de Rassenfosse (2012) for a discussion on how a beak in the series caused 

by the change in ANZSIC classification is treated. 
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(CEASA). Based on data for the United States and United Kingdom 
about the proportion of production costs in total advertising costs, the 
PC report suggests doubling CEASA series to account for production 
costs. 33 

 

Market Research Following CHS who estimate this intangible as 
twice the revenue of the market and consumer research industry, the PC 
report has constructed a series as the double of the revenue of the 
market research industry using different data sources, mainly the 
ANZSIC 7853 Market research services (ABS, Cat. no. 8155.0). 
Interpolation and backcast were made by the PC report to complete the 
series. 

 
Firm-specific Human Capital CHS suggest that spending on firm-

specific human capital can be measured by the costs of employer-
provided workforce training, which consists of two types: direct firm 
expenses (outlays on in house and external training courses) and wage 
and salary costs of employee time spent in informal and formal training. 
Unfortunately, there is no single data source provides a time series of 
Australian employer-provided training expenditure. The PC report 
emphasises that the estimated series of firm-specific human capital is 
only ‘indicative’ because several data sources were used and a number 
of assumptions were made to construct this series. The main data source 
used by the report was from the ABS (Cat. no. 6278.0) Education and 
Training Experience, which has been updated only once since 2005 (in 
2009). Because the ABS has made a significant definitional changes to 
the work-related training module in 2007, the data on work-related 
training became not comparable over time. To overcome this problem, 
de Rassenfosse (2012) has used the share of investment in firm-specific 
human capital to to forecast observations over the period 2006-07 to 
2010-11. 

 
Purchased The PC report has constructed a series as 77% of the 

                                                 
33  Refer to the PC report explanation on how these estimates for the total Australian 

economy have been scaled down to market sector estimates. 
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revenue for ANZSIC 7855 Business management services available 
from Australian Industry (ABS Cat. no. 8155.0) by using a few 
available data sources (1998-99 to 2004-05). To backcast the series 
from 1998-99 to 1974-75, the report uses the growth in Market and 
business consultancy services from the product details of the ABS IO 
tables (Cat. no. 5215.0). de Rassenfosse (2012) has extended the series 
to 2010-11 by using turnover data from the ABS (Cat. no. 8165.0) 
Counts of Australian Businesses, including Entries and Exits for the 
class 6962 Management Advice and Related Consulting Services. 

 
Own Account The PC report constructed the series to cover the 

period 1974-75 to 2005-06 as 20 % of salaries of Managers and 
Administrators (excluding farm managers and IT managers) using the 
ABS data on average weekly earnings and number of Managers & 
administrators, available from the Employee Earnings, Benefits and 
Trade Union Membership (EEBTUM) survey (Cat. no. 6310.0). de 
Rassenfosse (2012) has extended the series to 2010-11 by using the 
ABS data on employee earnings, benefits and trade union membership 
(Cat. no. 6310.0). 

 
2. Growth Accounting Data 
 
Output Gross value-added (ABS, Cat. no. 5204.0). 
 
Labour Total hours worked (ABS, Cat. no 6291.0.55.003). 
 
Tangible Capital Stocks on machinery and equipment and non-

dwelling construction sourced from the ABS (Cat. no. 5204.0). 
 
Labour’s Income Share (compensation of employees + labour 

component in mixed income)/total income (ABS, Cat. no. 5204.0). 
 
All Tangibles and Intangibles Capital’s Income Share (gross operating 

surplus+the capital component in mixed income+all investment in new 
intangibles)/total income (ABS, Cat. no. 5204.0). 
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National Accounts Capital’s Income Share (gross operating surplus + 
the capital component in mixed income)/total income (ABS, Cat. no. 
5204.0). 

 
Tangibles Capital's Income Share (gross operating surplus + the 

capital component in mixed income - GFCF in the national accounts 
intangible assets)/total income (ABS, Cat. no. 5204.0). 

 
MFP Indexes are constructed as the ratio of output index, Y, over 

input index, ܳ,, where L is labour input, K is capital stock (with three 
different defintions: including all tangible assets and all intangible assets, 
including all tangible assets and National Accounts intangible assets, or 
including tangible assets only). ܳ,  is constructed using the Tornqvist 
index number approach described by the following formula: 
 QL,K,ଵ ൌ ෑ ቆݍଵݍቇభమሺ௦బା௦భሻ

ୀ, , 
 
where ݍ௧ is the quantity of labour and capital input at period t; ݏ௧  is the 
labour and capital income share at period t; and t = 0, 1. 
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Assessing an Efficiency Defense:  

The Case of Intel’s Marketing Campaign*  
 
 

by 
Hwa Ryung Lee  

(Korea Development Institute) 
Andras Pechy  

(University of Zurich) 
Michelle Sovinsky  

  (University of Zurich and CEPR)** 1 
 
 
Abstract  
 
Antitrust authorities typically try to establish exclusivity and the 

anticompetitiveness of loyalty rebates through pricing, but do not 
address the strategic use of advertising and, more generally, marketing 
campaigns. In this paper we focus on non-price anticompetitive behavior 
arising from marketing. We propose a Test of Advertising Predation 
(TAP) that can be used to detect non-price predatory behavior. The TAP 
test is based on structural approach and allows us to disentangle the 
potential positive impact of a marketing program from the anticom-
petitive predatory effect. We apply the TAP test to the Intel case, but it 
can be used to guide antitrust authorities in future cases, as it provides a 
more general framework for testing for the anticompetitive use of  
                                                 

* We thank Chloe Michel for excellent research assistance. We wish to thank Heski Bar 
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Korea Development Institute, Korea University, MaCCI Summer Institute, Toulouse, 
the University of Washington, the University of Warwick, and the University of Zurich.  
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marketing campaigns. We use the test to examine whether Intel’s choice 
of processor marketing via PC firms is consistent with predatory 
behavior, and find evidence that the “Intel Inside” marketing campaign 
had predatory effects. 

 
 
1. Introduction 
 
Generally, predatory pricing is a price reduction that is profitable 

only because of the additional market power gained from excluding or 
otherwise inhibiting the rival from competing. However, the predator 
may also induce rivals to exit the industry via non-price predation. 
Predatory investments could be made in excessive capacity, product 
differentiation, advertising, etc. For example, excessive investments that 
have the objective and likely effect of weakening or eliminating competitors 
can be predatory. Indeed in many predatory situations, pricing is only 
one aspect of anticompetitive behavior.  

We present a framework to test if firms are using marketing/ advertising 
campaigns in an anticompetitive fashion. Our “Test of Advertising 
Predation (TAP)” is based on the presumption that, if a firm’s marketing 
campaign is not predatory, marketing expenses should be efficient (i.e., 
profit maximizing) and so should result in sufficient increased product 
demand to justify costs. 1  The TAP test examines if the return on 
advertising (i.e., how it impacts demand) is high enough to justify 
marketing expenditures (as these are directed at increasing demand). 
The test is based on a structural approach that allows us to disentangle 
the potential positive impact of a marketing program from potential 
anticompetitive predatory effects. Constructing the TAP test does not 
require any more “fancy” econometrics than that needed to estimate a 
model of demand. We use this test to examine if the Intel Inside 
marketing program, which provided marketing support for firms that 
sold Intel processors, was used in a predatory fashion (during 2002- 
2005). TAP results suggest short-term profit sacrifice by Intel over this 
                                                 
 1  Our test is related to advertising but as advertising is (a very important) marketing 

tool, we use the terms marketing and advertising interchangeably, while realizing 
that marketing can involve more than just advertising (e.g., corporate training). 
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period, which indicates that the Intel Inside campaign was used for 
predation.  

While there is a vast theoretical literature on predation there are 
relatively few empirical studies, and these focus exclusively on pricing 
predation. Related papers in the price predation literature include: 
Weiman and Levin (1994) who examine predatory behaviour by Southern 
Bell Telephone Company between 1894 to 1912 when independent 
phone companies were trying to enter the market. Granitz and Klein 
(1996) provide evidence that Standard Oil engaged in predatory 
behavior by threatening to withhold inputs from railroads that were not 
in the railroad cartel. Genesove and Mullin (2006) estimate the price-
cost margin in the sugar industry. They find that the price-cost margin 
was negative during price wars and predation was profitable in that it 
established a reputation as a tough competitor. Ellison and Ellison (2011) 
examine entry deterrence behavior in the pharmaceutical market prior to 
patent expiration by focusing on the asymmetry in detailing activities in 
markets of different size. Similarly, Chen and Tan (2007) focus on 
whether detailing in the pharmaceutical industry is consistent with 
predation incentives. Finally, Snider (2009) and Besenko, Doraszelski, 
and Kryukov (2010) estimate dynamic models of predatory pricing.  

Our work contributes to the recent stream of research that uses 
structural models to study strategic behavior in the market for CPUs and 
PCs. These include papers by Salgado (2008a), Song (2007, 2010), 
Gordon (2009), and Goettler and Gordon (2009) who study the upstream 
CPU market. This literature mostly abstracts from PC manufacturer and 
PC characteristics when estimating CPU demand, and assumes that final 
consumers buy CPUs directly. Instead we model consumer’s choice of a 
PC and use it to infer CPU demand. An advantage of our approach is 
that we can more easily estimate the effect of advertising by a PC firm 
on demand. Given that the Intel Inside program is the marketing subsidy 
from Intel to PC firms, this will allow us to estimate the effect of the 
Intel Inside on demand more directly. As a result our work is related to 
the literature on estimating demand in the PC industry. Papers in this 
area include Eizenberg (2011), Sovinsky Goeree (2008), Prince (2008), 
and Gowrisankaran and Rysman (2007). Finally, we estimate the impact 
of advertising on PC demand, which is related to work by Sovinsky 
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Goeree (2008) and Salgado (2008b).  
This paper is structured as follows. We describe the TAP test and 

explain how to implement it in section 2. We discuss why the Intel 
Inside campaign is a useful application of the TAP test and discuss the 
data we will use to conduct the test in section 3. In section 4, we 
develop and estimate a model of demand and present the parameter 
estimates. In section 5, we compute the marginal revenue of the market 
campaign, and use this to construct the tests presented in section 6. In 
section 7, we provide robustness tests and model specifications to 
address limitations of the TAP test. In the final sections we note the 
policy implications of this test and provide our concluding thoughts.  

 
 
2. Test of Advertising Predation (TAP)  
 
Predation is not a sensible business strategy if it cannot drive a rival 

out of a market, discipline a rival not to compete against a predator, or if 
the predator cannot maintain market power for a sufficient period of 
time after predation. Predation can be seen as an investment in long-run 
market power, and, as such we propose that marketing/advertising predation 
has two components: short-term profit sacrifice and long-term recoupment. 
We develop a Test of Advertising Predation (TAP) based on the 
presumption that, if the marketing/advertising campaign is not predatory, 
marketing expenses should be efficient (i.e., profit maxim-izing), and, 
so should result in sufficient increased product demand to justify costs.  

The first step to construct TAP is to estimate product demand as a 
function of marketing variables. The second step is to use the demand 
estimates to compute firm marginal revenue derived from the marketing 
campaign. That is, one should compute the marginal revenue of 
marketing/advertising dollars spent on the marketing campaign (at the 
firm or product level). Notice that the marginal revenue of the marketing 
program depends on the parameters of consumer utility (including 
advertising/marketing variables), price and marginal manufacturing cost. 
Given data on marketing costs, the final step of TAP is to compare the 
marginal marketing revenue to the observed marketing costs. When 
observed marketing marginal costs are above the 95 percent confidence 
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interval for the estimated marketing marginal revenue, we conclude that 
the marketing program is not consistent with profit maximization and, 
more specifically, that there was an excessive marketing subsidy. In this 
case the TAP test result is “positive.”  

Alternatively, the efficiency of the marketing program could be 
estimated by explicitly modeling how the marketing program works and 
estimating the parameters of the profit function. However, such an 
approach would have some non-trivial complications given that the way 
marketing programs function differs across firms and due to the fact that 
joint estimation of demand, supply, and optimal marketing choices 
would quickly complicate the econometrics. Furthermore, the resulting 
test would be program specific, and hence not applicable in many 
situations. A benefit of the TAP efficiency test is that it allows us to 
circumvent modeling a firm’s profit maximization problem (and hence 
their marketing program) while still allowing for an easy to compute 
efficiency test.  

 
2.1. Step 1: Estimate Demand  
 
The first part of the test requires the researcher to specify a model of 

demand as a function of marketing variables. Notice that the demand 
specification can take any form as long as the marketing variables may 
have an impact on demand. Some common demand specifications 
include logit based (e.g., SOURCE) perhaps with different levels of 
nests (e.g., Goldberg, 1995) or random coefficients (e.g., Berry, 
Levinsohn, Pakes, 1995; Nevo, YEAR). The benefits and drawbacks of 
these various specifications are well documented in the empirical IO 
literature (SOURCE). The demand specification chosen depends on a 
number of considerations including, the data that are available, the time 
available to conduct the TAP test, as well as the nature of the market 
being considered.  

In addition to choosing a product demand system, it is important to 
consider how the marketing variables may impact demand. Some items 
to consider include the nature of the impact of marketing on demand. 
For example, is advertising assumed to influence the choice set of 
consumers (e.g., Sovinsky Goeree, 2008), provide additional utility to 
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the consumed good (e.g., SOURCE), OTHER EXAMPLES from marketing 
literature.  

For the sake of illustration, we assume that only aggregate data are 
available and specify product specific market shares (this would arise 
from a random coefficients BLP type demand, for example). Specifically,  
let ݏ(p, m | Θ) represent the predicted market share for product j, as a  
function of a vector of all product prices (p) and a vector of all product  
marketing variables (m), where Θ represents the parameters to be 
estimated. If the market is one with multiproduct firms then firm f  
would sell the subset of products denoted by ࣣ.  

 
2.2. Step 2: Compute Marginal Marketing Revenue  
 
The second step uses the demand side estimates to compute firm f’s 

marginal revenue from the marketing campaign. In other words, this 
step computes the marginal revenue of marketing/advertising dollars 
spent on the campaign (this can be done at the firm or product level). 
The marginal revenue of the marketing program depends on the  
parameters of consumer utility (including marketing, price and marginal  
manufacturing cost (denoted ݉ ܿ).  

Suppressing time notation, the total marketing/ad revenue (TMR) of 
firm f is given by  

ܯܶ  ܴ ൌ  ൫ െ ݉ ܿ൯ࣣא ,ሺݏࣧ ݉ሻ, 
 

where ࣣ is the set of firm f’s products; ࣧ is the market size; ݏ(p, m) is  
market share, which depends on product prices in the market (p) and 
marketing (m). Firm f’s marginal revenue from the marketing campaign 
(MMR) is given by  

ܯܯ  ܴ ൌ ࣧ  ൫ െ ݉ ܿ൯,ࣣא
,ሺݏ߲ ݉ሻ߲݉  

 
where a multiproduct firm will consider the impact on its complete 
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product line arising from a change in marketing for its product r. One 
important caveat: to compute the marginal marketing revenue it is 
necessary to have data on (or an estimate of) the marginal cost of 
production.  

 
2.3. Step 3: Compare to Marginal Cost of Marketing  

Campaign  
 
The final step of TAP is to compare the marginal marketing revenue 

to the observed marketing costs. However, in most situations the 
researcher will not observe marginal marketing costs. To overcome this 
data restriction a solution implemented in the predatory pricing literature is 
to use average variable costs to proxy for marginal costs.2 In this setting, 
the researcher does not require a proxy for marginal costs of production, 
but rather a proxy for marginal marketing costs. However, the same 
solution can be applied to use average variable marketing costs as a 
proxy for marginal marketing costs.  

There may be a concern whether the average cost of the marketing 
program is a proper measure of the marginal cost of the marketing 
program. This issue arises in the predatory pricing literature as there is a 
practical difficulty in determining the nature of production cost: whether 
it is variable or fixed, or whether it is a sunk cost. However, this is less 
of a concern as it relates to marketing as there are few fixed or sunk 
components to advertising expenditures. Aside from practical difficulties, 
average variable cost may not be a good proxy for marginal marketing 
cost in the presence of returns to scale of the marketing program. The 
TAP results will reflect the assumption that firms’ responsiveness to the 
                                                 
 2 There are other proposals for how to calculate marginal costs associated with 

predatory pricing behavior. For example, Bolton, Brodley and Riordan (2000, 2001) 
suggest that the relevant cost is not average variable cost but the long run average 
incremental cost. This is measured by the per unit cost of producing the predatory 
increment of output where all costs that were incurred (regardless of when they were 
incurred) are considered. Specifically, it is calculated as the firm’s total production 
cost less what the firm’s total cost would have been had it not produced the 
predatory units divided by the quantity of the product produced. There is no analogy 
for the advertising predation measure that we could construct without measuring the 
output produced under the predatory behavior. 
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marketing program is constant.  
 
2.4. Step 4: Consider TAP Limitations  
 
There are few issues to consider when using the TAP efficiency test. 

First, TAP is fundamentally a test of profit sacrifice, hence, a case 
would need to be made that long-term profit recoupment is possible. 
Second, short-term profit sacrifice can be rationalized by potential 
dynamic efficiency reasons such as learning-by-doing, promotional 
purposes, or network externalities. As the TAP test examines if the 
return on advertising (i.e., how it impacts demand) is high enough to 
justify marketing expenditures (as these are directed at increasing 
demand) the model includes only the current, short-term effect of 
advertising. Hence the potential long-run benefit of the marketing 
program is not taken into account. Note this is less of a concern when 
considering firms that have been operating for a while: just as the 
efficiency reasons for pricing below marginal cost are not usually applicable 
to an already dominant, incumbent firm with a large customer base, in 
this setting too an unprofitable advertising/marketing subsidy is not 
easily justified by efficiency reasons.  

A third issue relates to the brand-loyalty-building effect of marketing 
programs. Advertising is generally believed to build goodwill and this 
may be a reason to invest in marketing at the expense of short-term 
profits. Notice that this critique is less important if there is some time 
element during which the marketing program behavior is being 
investigated. The reason being that the incentive to build goodwill is 
constant across all periods but the predatory motive would only be 
present during certain periods. That is, we can see whether the TAP 
results are different between potentially anticompetitive periods and 
competitive periods. Similarly, if an anticompetitive case does not 
involve all firms in a market so that we have candidate firms and 
competitive firms, then we can compare the TAP results for candidate 
firms with those for competitive firms if not all firms in a market are 
involved in the anticompetitive case. In general cases, one way to examine 
the dynamic efficiency argument is to include lagged marketing variables 
in the demand specification. Another way to address this concern is to 
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determine how many future periods of MR would need to be considered 
by firm to rationalize current period MCs.  

 
 
3. Application of TAP to “Intel Inside” Campaign  
 
3.1. Background on “Intel Inside” Campaign  
 
Intel has been investigated for predatory (pricing), exclusionary 

behavior, and the abuse of a dominant position in the market for central 
processing units (CPU). According to U.S. lawsuits, Intel used narketing 
loyalty rebates, payments, and threats to persuade computer manufac-
turers, including Dell and Hewlett-Packard (HP), to limit their use of 
AMD (Intel’s main rival) processors. In their investigations, U.S. 
antitrust authorities focused on whether the loyalty rebates used by Intel 
were a predatory device in violation of the Sherman Act. The European 
Commission (EC) brought similar charges and imposed a 1.06 billion 
Euro fine on Intel for abuse of a dominant position. South Korean and 
Japanese antitrust authorities also imposed fines on Intel for breach of 
antitrust regulations.  

In the case of Intel, an important component to the case involved 
their marketing campaign, “Intel Inside,” which provided marketing 
support for firms that sold Intel CPU chips. Specifically, it is a 
cooperative advertising program in which Intel contributes a percentage 
of the purchase price of processors to a pool for PC firms to use to 
market Intel-based computers. According to the rules of the program PC 
firms can receive a rebate of their marketing expenditures if they 
include the Intel logo in their advertising. By the end of the 1990s, Intel 
had spent more than $7 billion on the marketing campaign (Moon and 
Darwall, 2005).  

Intel was accused of using the marketing program to attempt to 
prevent computer makers from offering machines with non-Intel 
computer chips. It became clear through correspondence that Intel was 
trying to circumvent antitrust laws by using non-price predatory avenues. 
For example, a 2002 Dell document states that the “original basis for the 
[Intel marketing] fund is … Dell’s loyalty to Intel.” The document explains 
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that this means “no AMD processors.”3 The beginning of the alleged 
anticompetitive use of the Intel Inside program coincides with the 
introduction by their main rival AMD’s Athlon chip (in 1999). Antitrust 
documentation shows that Intel issued “conditional rebates” from 
December 2002 to December 2005, whereby they would give rebates to 
some PC firms (Dell in particular) under the condition that the PC firm 
buy exclusively from Intel.4 Otherwise, Intel would retract the marketing 
rebate and instead use the market development money to fund compet-
itors. An internal Dell presentation (in 2003) noted that if Dell switched 
to AMD, Intel’s retaliation “could be severe and prolonged with impact 
to all LOBs [Lines of Business].” Intel allegedly treated HP, Lenovo, 
and Acer similarly. For example, Intel rebates were conditional on HP 
buying 95% of its microprocessors for business desktops from Intel. In 
2002, an HP executive wrote “PLEASE DO NOT ... communicate to the 
regions, your team members or AMD that we are constrained to 5% 
AMD by pursuing the Intel agreement.”  

We focus on Intel’s marketing subsidy to Dell during the 2002-2005 
period to take advantage of antitrust documentation on marketing rebate 
payments made to Dell. Although the data are not as extensive for other 
PC firms, we evaluate the TAP test for firms involved the Intel antitrust 
case (HP and Toshiba) and a firm that was not involved (Gateway).  

 
3.2. Data  
 
We use three main data sources for our analysis: PC and CPU sales 

are from Gartner Group, advertising data are from Kantar Media Group, 
and CPU price and cost data are from In-Stat. All data are available 
from the first quarter of 2002 through the last quarter of 2005. We 
discuss each in turn.  

Quarterly PC and CPU sales are at the product level, where a product 
is defined as PC vendor (i.e., Acer), PC vendor brand (i.e., Aspire), 
                                                 
 3  US District Court for the District of Delaware Complaint. 2009. 
 4   U.S. District of Court for District of Columbia; SEC (Securities and Exchange 

Commission) vs. Dell, pp. 10-11 and U.S. District of Court for District of Delaware; 
State of New York, by Attorney General Andrew M. Cuomo vs. Intel Corporation, 
p.6.  
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platform type (i.e., Notebook), CPU vendor (i.e., Intel), CPU family (i.e., 
Pentium 4), CPU speed (i.e., 1600/1799 MHz) combination. We focus 
on the market for US home consumers for two primary reasons. First, 
businesses make multiple purchases at a time, which would greatly 
complicate the empirical model, and, second, we don’t have access to 
advertising data for each sector separately.  

 
▌ Table 1 ▌  Market Shares and Advertising Expenditures by PC Firms  

PC firm Num. obs 
Market share 
(% shipment) 

Quarterly Average 
Total PC-related advertising (M$) 

Acer 
Apple 
Averatec 
Dell 
emachines 
Fujitsu 
Gateway 
HP 
IBM/Lenovo 
Sony 
Systemax 
Toshiba 
Other 

428 
223 
37 

1020 
59 
193 
487 
1438 
535 
360 
507 
294 
1867 

0.31% 
4.80% 
0.42% 
32.44% 
3.86% 
0.30% 
11.62% 
29.17% 
0.23% 
2.93% 
0.36% 
3.54% 
10.03% 

9.45* 
- 

0.00 
1.58 
9.45* 
3.06 
9.45* 
65.59 
22.81 
5.08 
0.19 
4.13 

- 
Total 7,448 100%  
Notes: Market share is total firm PC Shipments/total industry PC shipments. *Our measure of advertising 

includes emachines and Gateway together with Acer so we can't separate the three. 

 
Advertising data consist of PC advertising expenditures.5 The adver-

tising data are quite detailed, sometimes even at the level of a specific 
product/model (e.g., Acer Aspire AS5735 Notebook Computer). However, 
it is difficult to match with the data from Gartner Group because the 
definition of products/models varies between the two datasets. Kantar 
Media Group uses a model name, such as Aspire AS5735; whereas, 
Gartner Group defines PC models as a combination of PC vendor, PC 

                                                 
 5  PC firms advertise printers and other computer accessories. We do not include these 

advertising expenditures. 
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brand, platform type, CPU vendor, CPU family, and CPU speed. We 
match the two data sets based on brand and platform type. Table 1 
shows the market share and total PC advertising expenditures by PC 
firm in the entire sample.  

In-Stat provides data on CPU prices and manufacturing costs for 
selected processors and time periods. We need to match our PC data 
(where a CPU is in a PC) from Gartner group with CPU prices and 
manufacturing costs from In-Stat. CPU prices are available by processor 
core on a quarterly basis.6 In our PC data, we know the CPU family 
(that is, the marketing name, e.g., Pentium 4) and speed (frequency) of 
the CPU. The same processor core is often used to make processors that 
are marketed under different family names with different sets of features 
enabled, and the processor core used in a processor changes over time as 
technology advances. For instance, processor core “Williamette” was 
used for processors families marketed as Pentium 4 and as Celeron for 
desktop computers, while in later periods the same CPU families 
switched to the next-generation processor core “Northwood.” We match 
the data based on platform group (whether desktop or mobile), type 
(whether mainstream, value, or ultraportable), family/marketing name of 
a CPU, CPU speed, year, and quarter.7 We provide the product cross-
reference in Table A18 in the appendix.  

CPU manufacturing cost estimate data are more limited in that the 
                                                 
 6   CPU prices are available at several different levels of detail. The most detailed 

information is list prices of specific processors (e.g. Pentium M 1.40GHz). These 
prices are available for selected processors from July 2004 to July 2005, mostly on a 
monthly basis. Although it would be ideal to have list prices for all processors for all 
time periods, these detailed data cover only a subset of our sample.  

 7  This process (and a slight generalization of it described below) generates a high 
match. For example, among Dell PCs, we have 78% match. For the CPUs not 
matched at first attempt, we drop type, then we have 83% match. When unmatched, 
the data are matched based on family/marketing name of a CPU, CPU speed, year, 
and quarter, ignoring platform group. Then we obtain a 96% match. When the data 
are not matched, we try matching based on platform group, family/marketing name 
of a CPU, CPU speed, ignoring time, and then we have 99% match. For observations 
still not matched, we take the averages of prices and cost estimates of CPUs of the 
same marketing name, year and quarter. 

 8  The cross-reference table is constructed based on In-Stat’s document and an website 
specialized in CPU information, www.cpu-world.com. 



 

122 Job Creation and Business Investment as Pathways to a Creative Economy  

cost estimates are available by CPU processor core for a broader 
definition as of 2005. For processor core Willamette, we have cost 
estimates for different years, but not throughout the data period.  

Intel has constructed fabs and changed the use of existing fabs, 
which affected cost levels over time. Also, learning-by-doing drives the 
cost level downward over time and so cost depends on how mature the 
manufacturing process is. We use two approaches to construct our CPU 
marginal cost variable. First, we use In-Stat cost estimates matched with 
PC data using the cross-reference Table A1. 9  Table 2 presents the 
summary statistics for the price and cost estimates of Intel CPUs in the 
sample. Recall that the cost estimates are not time-varying for almost all 
processor cores. As a second approach, instead of using the same cost 
estimates for all periods, we estimate marginal manufacturing costs for 
each processor by regressing the available cost estimates on cost shifters 
such as processor features, the number of fabs used for processors, size 
of the fabs (square feet), wafer size, and IC process.  

 
▌ Table 2 ▌  CPU price and CPU marginal cost of Intel-based Dell PCs  

Num. obs Mean Std. Dev. Min Max 

CPU price 
CPU marginal cost 

1020 
1020 

146.98 
36.64 

57.14 
5.77 

49 
26 

317 
57 

 
Table 3 shows the percentage of PCs sold by PC firm and CPU 

vendor as well as the overall market share that the firm contributes 
toward the CPU manufacturers product over the sample period. As the 
Table illustrates Dell, IBM/Lenovo, and Toshiba used Intel based CPUs 
exclusively. Dell’s purchases of Intel based CPUs contributed the most 
(32%) of any PC firm to Intel’s market share, with HP following a close 
second (23%). These contributions to Intel’s market share are significantly 
higher than the next closest PC firm, which is Gateway at 9%. 

                                                 
 9 As for reliability of the cost estimates, In-Stat document states “Equations to 

calculate the number of die sites per wafer, yield, and cost per good die are well 
known throughout the industry. Important physical parameters, such as package type 
and die size, are generally published by the vendor and are verifiable through 
destructive analysis. The key areas of uncertainty are in estimating wafer cost, defect 
density, testing cost, and package cost.” 
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▌ Table 3 ▌  Percent and Market Share of PCs by CPU Type 

 

Intel AMD Total 

% PCs 
Market 
share % PCs 

Market 
share 

Num. obs 

Acer 
Averatec 
Dell 
emachines 
Fujitsu 
Gateway 
HP 
IBM/Lenovo 
Sony 
Systemax 
Toshiba 

89.72% 
40.54% 
100.00% 
57.63% 
88.82% 
93.84% 
78.13% 
100.00% 
90.40% 
74.16% 
100.00% 

0.26% 
0.13% 
32.44% 
1.75% 
0.28% 
8.60% 
23.03% 
0.23% 
2.77% 
0.29% 
3.54% 

10.28% 
59.46% 
0.00% 
42.37% 
11.18% 
6.16% 
21.87% 
0.00% 
9.60% 
25.84% 
0.00% 

0.05% 
0.30% 
0.00% 
2.11% 
0.01% 
3.23% 
6.14% 
0.00% 
0.14% 
0.07% 
0.00% 

428 
37 

1020 
59 
170 
487 
1436 
535 
354 
507 
294 

Total 88.38%  11.62%  5327 

 
The summary statistics in Table 4 indicate, 88% of the PCs have an 

Intel CPU, where the average price of a PC is $1,250. Over half of the 
PCs are mobile as opposed to desk-based. Approximately 19% of the 
PCs were shipped in the first quarter of the data period, i.e., 2002:Q1 
(these are denoted Older PC) and about 36% of CPUs where used in 
these PCs.10 If the PC is not an Older PC then PC age indicates a mean 
of 1.6 quarters since the first shipment of the PC and 2.5 quarters since 
the first sales record of a CPU. The age variables (Older PC, PC age, 
Older CPU, and CPU age) are intended to capture the quality (how 
obsolete the production technology is), popularity and consumer 
awareness of a product (how long it has been on the market). CPU 
benchmark is a (continuous) quality benchmark that compares the 
relative speeds of different CPUs (collected by PassMark11). CPU  
                                                 
10  If there is a shipment record of a CPU in the first quarter of the data period, we can 

assume that the CPU has been introduced in that quarter or earlier. 
11  CPU Benchmark results were gathered from users’ submissions to the PassMark 

web site (http://www.cpubenchmark.net/cpu_list.php) as well as from internal 
testing. Performance Test conducts eight different tests and then averages the results 
to determine the CPU Mark for a system. To ensure that the full CPU power of a PC 
system is realized, Performance Test runs each CPU test on all available CPUs. 
Specifically, Performance Test runs one simultaneous CPU test for every logical 
CPU (Hyper-threaded); physical CPU core (dual core) or physical CPU package 
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▌ Table 4 ▌  Descriptive Statistics  

Variable Mean Min Max 
Price (1000$2000) 
Intel CPU 
Mobile PC 
CPU benchmark 
CPU speed (100mhz) 
Older PC 
PC age 
Older CPU 
CPU age 
Chip ads (10 mil.$2000) 
PC brand ads (10 mil.$2000) 
Num. obs. 

1.25 
0.88 
0.57 
0.34 
2.08 
0.19 
1.6 
0.36 
2.52 
2.39 
0.44 
5327 

0.38 
0 
0 

0.13 
0.65 

0 
0 
0 
0 

0.02 
0 
 

3.52 
1 
1 

0.9 
3.8 
1 
10 
1 
10 

4.66 
6.49 

 
Notes: Price (unit: 1000$) and advertising (unit: 10 million $) variables are adjusted to 2000 dollars using 

Consumer Price Index (CPI) data from the U.S. Department of Labor Bureau of Labor Statistics. 
 

manufacturers spent an average 23 million dollars on general firm 
promotions and chip advertising while PC firms spend an average 4.4 
million dollars for PC brand advertising. For the summary statistics we 
present the market share weighted measure of PC brand advertising.12  

                                                 
 (multiple CPU chips). So hypothetically if you have a PC that has two CPUs, each 

with dual cores that use hyper-threading then Performance Test will run eight 
simultaneous tests. Since PassMark point is not available for some models, we use a 
linear interpolation for those missing data, based on CPU model and CPU speed. 

12  We construct a brand-platform advertising variable with a market share weight. It is 
the sum of brand-platform advertising, brand advertising weighted by market share 
of a platform within the brand, brand combination advertising weighted by market 
share of brand-platform within the brand combination, platform advertising weighted by 
market share of brand within the platform, and firm advertising weighted by market 
share of brand-platform within the firm. Market shares are computed based on 
shipments. For model j of brand b, platform p, and firm f, we have:  ܽ݀ୠ୰ୟ୬ୢ ൌ ܽ,ୠ୰ୟ୬ୢ,୮୪ୟ୲୭୰୫  ∑ ∑್ࣣאݏ ࣣאݏ ܽ,ୠ୰ୟ୬ୢ  ∑ ∑್ࣣאݏ ∑ ࣣא್ᇲᇲࣣאݏ ܽ,ୠ୰ୟ୬ୢ ୡ୭୫ୠ 

 ∑ ∑್ࣣאݏ ࣣאݏ ܽ,୮୪ୟ୲୭୰୫ ∑ ∑್ࣣאݏ ࣣאݏ ܽf୧୰୫  
 where ࣣכ denotes the set of models in category *, ܾܽ,brand,platform  is brand-platform 

advertising, ܾܽ,݂brand  is brand advertising; ܽܿ,݂brand  comb  is brand combination 

advertisin, ݂ܽ,platform  is firm-platform advertising, and ܽf݂irm  is firm advertising. This  
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▌ Table 5 ▌  Descriptive Statistics by CPU Manufacturer (feb 19) 

 
Mean 
Intel 

Mean 
AMD Difference t-value 

Price (1000$2000) 
Mobile 
CPU benchmark 
CPU speed (1000mhz) 
Older PC 
PC age 
Older CPU 
CPU age 
Chip ads (10 mil.$2000) 
PC brand ads (10 mil.$2000) 
Num. obs. 

1.28 
0.58 
0.33 
2.09 
0.19 
1.65 
0.37 
2.60 
2.65 
0.41 
4708 

0.98 
0.52 
0.46 
1.93 
0.21 
1.25 
0.33 
1.93 
0.36 
0.69 
619 

0.30 
0.06 
-0.14 
0.16 
-0.02 
0.40 
0.04 
0.67 
2.29 
-0.28 

 

17.10 
2.63 

-26.01 
5.20 
-1.34 
4.74 
1.87 
5.64 
45.79 
-8.35 

 

 
Table 5 presents descriptive statistics for the two main CPU manu-

facturers: Intel and AMD. As the table indicates, over the data period, 
average AMD chips used in PCs performed significantly better than 
average Intel chips (see CPU benchmark). On average, we can see that 
the PC models with Intel chips are priced higher and advertised 
significantly more at the CPU level. In many cases, the same PC brand 
has models with AMD chips and models with Intel chips. Thus PC 
brand ads do not accurately capture the difference between PCs with 
Intel chips versus those with AMD chips. Although PC brand ads are 
larger for the brands of PCs with AMD chip on average, it is because 
some heavily advertised brands have models with AMD and Intel chips.  

Finally, we use surveys on PC purchases from Forrester Research 
from 2002 through 2005. These data have information about individual 
consumers’ PC and CPU choices, although they are not detailed at the 
product level. For example, we observe whether a survey respondent 
bought a PC in the last year, some characteristics of the PC such as PC 
firm and CPU manufacturer (Intel, AMD, Apple13 , Other, or Don’t 
know) if purchased.  
  

                                                 
 is a similar methodology that is used in the literature for quantity weighted average 

prices (see for example, Song (2007). 
13  During the data time period, Apple PCs used only IBM chips. 
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4. Demand for CPUs  
 
Following Berry, Levinsohn, and Pakes (1995) (BLP) and Sovinsky 

Goeree (2008) we model the demand for PCs as a random-coefficient 
logit. The demand for CPUs can be inferred from the demand for a PC 
model as a PC comes equipped with a single CPU. When consumers 
purchase computers, they choose a combination of PC firm and CPU 
type.14 There are T markets, indexed by ݐ ൌ 1, 2, ڮ , ܶ , each with It 
consumers, indexed by i. A home market consumer chooses from J 
products, indexed  ݆ ൌ 1, ڮ ,  ,.where a product is a PC vendor (i.e , ܬ
Acer), PC vendor brand (i.e., Aspire), platform type (i.e., Notebook), 
CPU vendor (i.e., Intel), CPU family (i.e., Pentium 4), CPU speed (i.e., 
1600/1799 MHz) quarter combination.  

Product j characteristics are price of the PC (p) and non-price 
observed attributes of the PC (x), which include the platform and PC 
vendor dummy variables, dummy variables for whether the processor is 
manufactured by Intel, processor speed, the age of the CPU and the 
CPU benchmark score.  

Advertising is an additional characteristic that may impact consumer 
demand.15 Given the difference in advertising campaigns across firms 
and CPU suppliers, we allow advertising by PC firms (݆ܽݐpc ) to have 
different effect on consumer utility than advertising done by CPU 
vendors (݆ܽݐcpu ). Finally, attributes unobserved to the researcher but 
known to consumers and producers (ξ) may influence utility. The 
indirect utility consumer i obtains from j at time t is  

                                                 
14   Many websites which provide CPU performance comparisons, such as CPU 

ScoreCard.com, categorize CPUs depending on computer type (i.e., desktops or 
laptops), and they compare CPUs within the same computer type. Considering that 
CPU chips intended to be used in desktops and laptops are different due to different 
requirements, we can think that the choice of CPU type includes the choice of 
computer type. Song (2007) and Salgado (2008b) modeled consumers’ choice of 
CPU type although consumers more often buy computers, rather than CPU chips 
without computers. 

15  It is reasonable to conjecture that all consumers know of the existence of Intel 
processors, therefore we do not model Intel advertising as impacting the consumer’s 
choice set, but rather as impacting utility directly. We assume that consumers know 
all firms and processor types when making a purchase decision. 
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ݐ݆݅ݑ ൌ ݐ݆ߜ  ݐ݆݅ߤ   ሺ1ሻ                                                                      ,ݐ݆݅߳
 
where 
ݐ݆ߜ  ൌ ߚ Ԣݐ݆ݔ  ߛ pcݐ݆ܽ  cpu λݐ݆ܽ   ݐ݆ߦ
 

captures the base utility every consumer derives from product j and 
mean preferences for ݆ݔ are captured by β. The composite random shock, ݐ݆݅ߤ  ݐ݆݅߳ , 16  captures heterogeneity in consumers’ tastes for product 
attributes, and ݆߳݅ݐ is a mean zero stochastic term distributed i.i.d. type I 
extreme value across products and consumers.  

We observe various levels of aggregation of advertising expenditures 
by PC firms. These include firm-specific advertising (i.e., advertising 
for Dell), firm-brand specific advertising (i.e., Dell Presario), firm-
platform advertising (i.e., Dell Notebooks), and firm-brand-platform 
advertising (i.e., Dell Presario Notebooks). CPU vendor advertising is at 
the firm level (i.e., Intel) and at the CPU level. We allow each type of 
PC firm advertising and CPU advertising to have a different impact on 
utility, as captured by the vectors γ and λ.17 

The ݆ܽݐpc  is a vector of PC advertising variables aggregated at different 
levels and ݆ܽݐcpu  is a vector of CPU advertising variables aggregated at 

different levels. For sake of exposition, we define  ݆ܽݐ ൌ ሼ݆ܽݐᇱ݆ܽݐcpuԢ ሽ. 
The ݐ݆݅ߤ term includes the interactions between observed consumer 

attributes (ݐ݅ܦ), unobserved (to the econometrician) random consumer 
tastes (݅ݒ), and observed product attributes (݆ݔ), and the interactions 
between observed consumer attributes (ܦ෩݅ݐ) and advertising variables, 
where ܦ෩݅ݐ is a subset of ݐ݅ܦ. Specifically,  

 
 

                                                 
16   Choices of an individual are invariant to multiplication of utility by a person-

specific constant, so we fix the standard deviation of the ݆߳݅ݐ. 
17   We also consider a specification in which we allow for nonlinear effects of 

advertising.  
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ݐ݆݅ߤ ൌ ݐ݅ݕlnሺ ߙ െ ሻݐ݆  Ԣݐ݆ݔ ሺΩݐ݅ܦ  Σ݅ݒሻ  ᇱݐ݆ܽ Υܦ෩݅ݐ    
,ሺ0ܰ~݅ݒ            ሻ.                                                                            ሺ2ሻ݇ܫ
 

where ݐ݅ݕ is income of individual i (in market t). The Ω matrix measures 
how tastes vary with ݆ݔ . We assume that ݅ݒ  are independently and 
normally distributed with a variance to be estimated. Σ is a scaling 
matrix. Υ matrix captures how advertising’s impact varies by observed 
consumer characteristics.  

Consumers have an “outside” option, which includes purchase of a 
computer with non-Intel or non-AMD processor (such as IBM chips 
exclusively used by Apple computers during the sample period)18, a PC 
manufactured by a small firms19, and self-assembled PCs. Normalizing  ݐ0 to zero,20 the indirect utility from the outside option is  

ݐ0݅ݑ  ൌ ൯ݐ݅ݕln൫ ߙ  ݐ0ߦ   .ݐ0݅߳
 
We normalize ݐ0ߦ to zero, because we cannot identify relative utility 

levels. The (conditional) probability that consumer i purchases product j is  
ݐ݆݅ݏ  ൌ expሼݐ݆ߜ  ఈݐ݅ݕሽݐ݆݅ߤ  ∑ expሼݐݎߜ  ሽݐݎ݅ߤ  .                                                   ሺ3ሻ 

 
The ݐ݅ݕఈ term in the denominator is from the presence of the outside 

good. Let ݅ߞ ൌ ሺݐ݅ݕ, ,ݐ݅ܦ  .ሻ be the vector of individual characteristics݅ݒ
We assume that the consumer purchases at most one good per period,21 

                                                 
18  Apple Computer is included in the outside option for CPU’s because they used IBM 

processors during the sample period (2002:Q2 -2005:Q4).  
19  These include Everex, Medion, Micro Electronics, Motion Computing, MPC, NEC, 

Sharp, and Velocity Micro.  
20  The effect of changes over time in prices of the outside option is captured by the 

relative attractiveness of goods to the outside option.  
21  This assumption may be unwarranted for some products for which multiple purchase 

is common. However it is not unreasonable to restrict a consumer to purchase one 
computer per quarter. Hendel (1999) examines purchases of PCs by businesses and 
presents a multiple-choice model of PC purchases.  
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that which provides the highest utility, U. Let ܴ݆ ؠ ሼߞ: ܷሺߞ, ,݆ ,݆ݔ ,݆ߦ ݆ܽ ݆߳݅ሻ  ܷ൫ߞ, ,ݎ ,ݎݔ ,ݎܽ ,ݎߦ ݎ൯ݎ݅߳ ് ݆ሽ define the set of variables that 
results in the purchase of j given the parameters of the model. The home 
market share of product j is   

௧ݏ  ൌ  ,ݕሺܩ݀ ,ܦ ,ݒ ߳ሻோೕ ൌ  ,ݕ௬,ሺܩ௧݀ݏ ሻ                   ோೕݒ௩ሺܩሻ݀ܦ  

 
where ܩሺ·ሻ  denotes the respective distribution functions. The second 
equality follows from independence assumptions. The conditional 
probability that i purchases j, ݏ, is given in (3).  

Note that this implies that the market share for firm f of processor 
type c is given by  

௧ݏ  ൌ  න expሼߜ௧  ߙ௧ݕ௧ሽߤ  ∑ expሼߜ௧  ݎ௧ሽߤ ,ݕ௬,ሺܩ݀ ࣤתࣤאሻோೕݒ௩ሺܩሻ݀ܦ   ሺ5ሻ 

         ൌ  ,௧ሺݏ ܽሻࣤאࣤת  

 
where ࣤ are the set of products produced by firm f and ࣤ are the set 

of products with a CPU of type c. Note that processor market share is a 
function of PC prices and advertising of all PC products. Demand of 
firm f for CPU processor c at time t is ௧ࣧݏ௧, where ௧ࣧ is the market 
size given by the total number of PCs sold each quarter. The observed 
market share of a processor is given by the number of units sold of that 
processor divided by the total number of processors sold. The total 
number of observations is 5,327.  
 

4.1. Estimation Technique  
 
We implement the econometric technique found in many studies of 

differentiated products, such as BLP (1995, 1998) and Nevo (2000). The 
parameters are ߠ ൌ ሼߙ, ,ߚ ,ߛ ,ߣ Σ, Ω, Υሽ. Under the assumption that the 
observed data are the equilibrium outcomes, we estimate the parameters 
simultaneously using generalized method of moments (GMM).  

Following BLP, we restrict the model predictions for j’s market 

ሺ4ሻ 
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share to match observed shares. We solve for ߜሺܵ,  ሻ that is the implicitߠ
solution to  

௦ݐܵ  െ sݐሺߜ, ሻߠ ൌ 0                                                                                   ሺ6ሻ 
 

where ܵݐ௦ and s௧ are vectors of observed and predicted shares respect-
ively. We substitute ߜሺܵ,  when calculating the moments. 22 The ߜ ሻ forߠ
first moment unobservable is  
ݐ݆ߦ  ൌ ,ݏሺݐ݆ߜ ሻߠ െ                                                                       .ߚᇱ݆ݔ

 
We use the Forrester data to construct CPU manufacturer choice 

micro moments. Petrin (2002) shows how to combine macro data with 
data that links average consumer attributes to product attributes to 
obtain more precise estimates. We augment market share data with data 
relating consumers to product characteristics as in Sovinsky Goeree 
(2008). The micro data we have connect consumers to processor 
manufacturer. We combine the processor firm choice data with product 
level data to obtain more precise estimates of the parameters of the taste 
distribution (Ω) and the parameters of advertising effectiveness (Υ). The 
demographic characteristics for these moments (denoted ݐ݅ܦ) are given 
by the Forester data, which are linked directly to purchases and 
advertising exposure.  

Let ݅ܤ  be a ܴ ൈ 1  vector of processor manufacturer choices for 
individual i. Let ܾ݅  be a realization of ݅ܤ  where ܾ݅ݎ  =1 if a CPU 
produced by ݎ ൌ ሼIntel, AMDሽ  was chosen.  

 
Define the residual as the difference between the vector of observed 

choices and the model prediction given (δ, θ):  
 ࣜ݅ሺߜ, ሻߠ ൌ ܾ݅ െ ,ݐ݅ܦ|݅ܤሾܧݒܧ ,ߜ                                              .ሿߠ
 
For example, the element of ܧݒܧሾݐ݅ܦ|݅ܤ, ,ߜ  ሿ corresponding to Intelߠ

                                                 
22  As discussed in Dube et al (2011) we use a precise tolerance level for the contraction 

mapping. For more details see section 7.2.  

ሺ7ሻ 

ሺ8ሻ 
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for consumer ݅ is  
   න expሼߜ௧  ௧αݕ௧ሽߤ  ∑ expሼߜ௧  ݎ௧ሽߤ ࣤאࣤאሻோೕݒ௩ሺܩ݀ , 
 

where the summand is over products sold by Intel, the integral is over 
the assumed distribution of ν. The population restriction for the micro 
moment is ܧሾࣜሺߜ, ,ݔሻ|ሺߠ ሻሿߦ ൌ 0. Let ࣜሺߜ,  ሻ be the vector formed byߠ
stacking the residuals ࣜ݅ሺߜ,   .ሻ over individualsߠ

We use GMM to find the parameter values that minimize the 
objective function, ΛᇱܼିܣଵܼᇱΛ, where ܣ is an appropriate weighting 
matrix which is a consistent estimate of ܧሾܼᇱΛΛᇱܼሿ  and ܼ  are 
instruments orthogonal to the composite error term Λ. Specifically, if ܼߦ, ܼࣜ  are the respective instruments for each disturbance/residual, the 
sample moments are  

 

ܼᇱΛ ൌ ێێێۏ
ܬ1ۍ  ܼక,, ,ߜሺߦ ሻୀଵ1ܰߚ  ܼࣜ,, ࣜሺߜ, ሻேୀଵߠ ۑۑۑے

ې
 

 
where ܼక, is column j of ܼక . Joint estimation takes into account the 

cross-equation restrictions on the parameters that affect both the macro 
and micro moments, which yields more efficient estimates.  

The market shares in (4) must be simulated. As in BLP, the 
distribution of consumer demographics is an empirical one. As a result 
there is no analytical solution for predicted shares, making simulation 
necessary. The simulator for the market share is the average over 
individuals of choice probabilities. An outline of the technique follows. 
We sample a set of “individuals” where each consists of (ݒଵ, ڮ ,  (ݒ
taste parameters drawn from a multivariate normal; demographic 
characteristics, (ݕ, ,ଵܦ ڮ ,  ௗ), drawn from the Forrester data in theܦ
case of the macro moments and data in the case of the micro moments. 
To construct the market share constraints we draw ܬ uniform random 
variables for each individual. For a given value of the parameters, we 
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compute the probability she would buy each product. The market share 
simulator is the average over individuals of the choice probabilities. The 
process is similar for the micro moment constraints, but we take R 
draws for each product-individual pair. The simulator for individual 
product choice probabilities is the average over the R draws. Individual 
firm choice probabilities are the sum over the products offered by each 
firm.  

Using the results of Pakes and Pollard (1989), this estimator is 
consistent and asymptotically normal. As the number of pseudo random 
draws used in simulation ܴ ՜ ∞  the method of simulated moments 
covariance matrix approaches the method of moments covariance matrix. 
To reduce the variance due to simulation, we employ antithetic 
acceleration (for an overview of simulation techniques see Stern, 1997 
and 2000). Geweke (1988) shows if antithetic acceleration is imple-
mented during simulation, then the loss in precision is of order 1/N 
(where N are the number of observations), which requires no adjustment 
to the asymptotic covariance matrix. The reported (asymptotic) standard 
errors are derived from the inverse of the simulated information matrix 
which allows for possible heteroskedasticity.23  

 
4.2. Identification  
 
Following the literature, we assume that the demand unobservables 

(evaluated at the true value of the parameters, Θ) are mean independent 
of a vector of observable product characteristics, (x):  

௧൧ݔ௧ሺΘሻߦൣܧ  ൌ 0.                                                                                     ሺ9ሻ 
 
We do not observe ߦ௧, but market participants do. This may lead to 

endogeneity of price and advertising. For example, some products may 
have higher quality, which is unobserved by researchers, and PC firms 
may set higher prices and/or determine their ad expenditures based on 
quality. Also, a CPU manufacturer may advertise more when the PCs 

                                                 
23  The reported standard errors do not included additional variance due to simulation 

error. 
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with its CPU are of higher quality. To account for the potential 
endogeneity of price and advertising, we employ instrumental variables.  

BLP show that variables that shift markups are valid instruments for 
price in differentiated products models and Sovinsky Goeree (2008) 
shows that variables that shift markups are valid instruments for adver-
tising.24  

Given (9) and regularity conditions, the optimal instrument for any 
disturbance-parameter pair is the expected value of the derivative of the 
disturbance with respect to the parameter (evaluated at Θ) (Chamberlain, 
1987). Optimal instruments are functions of advertising and prices. We 
form approximations to the optimal instruments as in Sovinsky Goeree 
(2008) 25, by evaluating the derivatives at the expected value of the 
unobservables (ߦ ൌ ߱ ൌ 0). The instruments will be biased since the 
derivatives evaluated at the expected values are not the expected value 
of the derivatives. However, the approximations are functions of 
exogenous data and are constructed such that they are highly correlated 
with the relevant functions of prices and advertising. Hence the 
exogenous instruments will be consistent estimates of the optimal 
instruments.26  

One set of instruments we use is chosen to reflect competitive 
pressure. Competitive pressure for a model is likely to affect price and 
advertising choices (via their first-order conditions) but does not impact 
consumer utility from purchasing the model. We also use the character-
istics of other products of the same PC firm and those of other PC firms 
as instruments for price and advertising. In particular, we use the sum of 
the values of the characteristics - mobile platform, performance benchmark 
(PassMark point), CPU speed - of other products offered by the same PC 
                                                 
24  Products which face more competition (due to many rivals offering similar products) 

will tend to have lower markups relative to more differentiated products. Advertising for 
j depends on j’s markup. Pricing FOCs show the optimal price (and hence markup) 
for j depends upon characteristics of all of the products offered. Therefore, the 
optimal price and advertising depends upon the characteristics, prices, and 
advertising of all products offered. Thus optimal instruments will be functions of 
attributes and cost shifters of all other products.  

25   This was introduced in BLP(1999). See Reynaert and Verboven (2012) for a 
discussion of the benefits of using optimal instruments.  

26  One could also use a series approximation as in BLP to construct exogenous instruments.  
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firm and the sum of the values of the characteristics of all the products 
offered by other PC firms. In addition, we construct variables that capture 
technological change. Technological change affects production cost and 
hence would be related to the level of price and advertising but 
unrelated to consumer utility. In particular, we use a series of 
interactions between CPU cohort27 dummy variables and time (year - 
quarter) dummy variables and a series of interactions between PC 
cohort 28  dummy variables and time (year-quarter) dummy variables. 
These variables are intended to proxy the change in production cost over 
time (e.g., declining production cost due to learning by doing).  

 
Using optimal instruments for micro moments.  
An informal identification argument follows. Associated with each 

PC is a mean utility, which is chosen to match observed and predicted 
market shares. All variation in sales would be driven by variation in 
product attributes if consumers were identical. Variation in product 
market shares corresponding to variation in the observable attributes of 
those products (such as CPU speed) is used to identify the parameters of 
mean utility (β).  

A PC may have attributes that provide more utility to certain types of 
consumers. For instance, if young male adults prefer to use their PC to 
play games, then young male consumers may place a higher valuation 
on CPU speed relative to other cohorts. Identification of the taste 
distribution parameters (Σ, Ω) relies on information on how consumers 
substitute (see equation (2)). There are two issues that merit attention. 
First, new product introductions are common in the PC industry. 
Variation of this sort is helpful for identification of Σ. The distribution 
of unobserved tastes, ݒ , is fixed over time, but the choice set of 
available products is changing over time. Variation in sales patterns 
over time as the choice sets change allows for identification of Σ. 
Second, we augment the market level data with micro data on CPU 
manufacturer choice. The extra information in the micro data allows 
                                                 
27  CPU cohort is the set of CPU models which have the first sales record in the same 

quarter.  
28  PC cohort is the set of PC models which have the first sales record in the same 

quarter.  
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variation in choices to mirror variation in tastes for product attributes.  
Correlation between ݔܦ and choices identifies the Ω parameters. The  
individual-level data contain useful information on ad exposure across 
households. Variation in advertising exposure and variation in advertising 
expenditures corresponding to variation in observable consumer charac-
teristics (ܦ෩) identifies Υ.  

 
4.3. Preliminary Demand Estimates  
 
First, we present results from a series of probit regressions of the 

probability of purchasing a PC in 2002 for use at home as given in the 
Forrester data. The estimates are presented in Table 6 and illustrate the 
importance of observed product heterogeneity in PC purchases. The 
results indicate that the form factor of the PC is important as well as 
firm fixed effects. Finally, the opportunity to add-on certain items (such 
as a flat-screen monitor) increases the probability of purchase. As 
columns (4)-(6) illustrate, consumers value PCs with a Intel or AMD 
processor even after controlling for other product characteristics. Fur-
thermore, the results suggest the valuation of processor type is not 
constant over time (Column 6).  

Table 7 presents probit estimates of purchase probabilities that 
illustrate the importance of product and individual observed hetero-
geneity for PC purchases. The independent variable is again whether the 
individual bought a PC in the past year. We start by including 
demographic variables (Column 1). We can see all the estimates on the 
coefficients of demographic variables are statistically significant. Once 
we include a laptop dummy and CPU type (Intel dummy and AMD 
dummy), some demographic variables become less significant (Column 
2). Not surprisingly, the results indicate individuals are more likely to 
purchase a PC with an Intel or AMD processor than non-branded 
processors. Whether the computer is a laptop is also a significant factor 
in the purchase decision. After controlling for PC add-ons (Column 3) 
and Operating System dummy variables (Column 4), preference for a 
laptop and a PC with Intel or AMD processor have less impact on PC 
purchase probability. Overall, the results suggest that PC characteristics  
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▌ Table 6 ▌  Probit Regressions of PC Purchase (in 2002) 

 Dependent Variable: Whether Bought a PC in the past year 
Variables (1) (2) (3) (4) (5) (6) 

Laptop  0.535***
(0.010)

0.473*** 
(0.011) 

0.395***
(0.011)

0.527***
(0.010)

0.473***
(0.011)

0.474*** 
(0.011) 

Processor 
Manufacturer 

Intel 
 
Intel and 2003 
 
Intel and 2004 
 
Intel and 2005 
 
AMD 
 
AMD and 2003
 
AMD and 2004
 
AMD and 2005
 

   0.139***
(0.008)

 
 
 
 
 
 

0.511***
(0.016)

0.021***
(0.008)

 
 
 
 
 
 

0.344***
(0.016)

0.071*** 
(0.015) 
-0.056** 
(0.022) 

-0.085*** 
(0.022) 

-0.061*** 
(0.020) 
0.484*** 
(0.028) 

-0.232*** 
(0.044) 

-0.139*** 
(0.045) 

-0.230*** 
(0.041) 

PC 
Manufacturer 

Acer 
 
Apple 
 
AST 
 
Compaq 
 
Dell 
 
Emachines 
 
Fujitsu 
 
Gateway 
 
HP 
 
IBM 
 
Sony 
 
Toshiba 

-0.416***
(0.042)
-0.035*
(0.019)

-1.052***
(0.166)

-0.056***
(0.012)
0.457***
(0.010)
0.348***
(0.017)
-0.526**
(0.231)

-0.163***
(0.013)
0.089***
(0.011)

-0.279***
(0.019)
0.358***
(0.025)
0.195***
(0.027)

-0.367***
(0.043) 

-0.107***
(0.019) 

-1.018***
(0.167) 

-0.089***
(0.012) 
0.350*** 
(0.011) 
0.311*** 
(0.018) 

-0.623***
(0.238) 

-0.253***
(0.013) 
0.021* 
(0.012) 

-0.259***
(0.020) 
0.096*** 
(0.026) 
0.149*** 
(0.028) 

-0.202***
(0.045)

-0.363***
(0.022)

-0.868***
(0.174)

-0.125***
(0.013)
0.131***
(0.011)
0.128***
(0.019)
-0.625**
(0.255)

-0.317***
(0.014)

-0.093***
(0.012)

-0.169***
(0.021)

-0.114***
(0.027)
0.055*
(0.030)

-0.396***
(0.042)
0.093***
(0.019)

-1.024***
(0.167)

-0.045***
(0.012)
0.486***
(0.011)
0.371***
(0.017)
-0.491**
(0.231)

-0.135***
(0.013)
0.112***
(0.011)

-0.247***
(0.020)
0.366***
(0.025)
0.215***
(0.027)

-0.346***
(0.043)

-0.055***
(0.020)

-0.988***
(0.168)

-0.078***
(0.013)
0.387***
(0.011)
0.332***
(0.018)
-0.589**
(0.238)

-0.222***
(0.013)
0.046***
(0.012)

-0.232***
(0.020)
0.120***
(0.026)
0.173***
(0.028)

-0.346*** 
(0.043) 
-0.050** 
(0.020) 

-0.988*** 
(0.168) 

-0.078*** 
(0.013) 
0.386*** 
(0.011) 
0.334*** 
(0.018) 
-0.593** 
(0.238) 

-0.223*** 
(0.013) 
0.046*** 
(0.012) 

-0.232*** 
(0.020) 
0.119*** 
(0.026) 
0.172*** 
(0.028) 
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▌ Table 6 ▌  (Continue) 

 Dependent Variable: Whether Bought a PC in the past year 
Variables (1) (2) (3) (4) (5) (6) 

PC Add-ons 
 
 
 
 
 
 
 
 

Broadband 
Adapter 
DVD 
 
CD Rom 
 
Flat Panel 
Monitor 
Webcam 

 

0.229*** 
(0.012) 
0.447*** 
(0.008) 
0.044*** 
(0.010) 
0.581*** 
(0.010) 

-0.128***
(0.014) 

0.157***
(0.012)
0.266***
(0.008)
0.015

(0.011)
0.421***
(0.011)

-0.184***
(0.015)

 

0.223***
(0.012)
0.435***
(0.008)
0.029***
(0.010)
0.580***
(0.010)

-0.140***
(0.014)

0.220*** 
(0.012) 
0.436*** 
(0.008) 
0.029*** 
(0.010) 
0.582*** 
(0.010) 

-0.136*** 
(0.014) 

Operating 
System 
 
 
 
 
 
 
 
 

Windows 95 or 
98 
Windows ME 
 
Windows 2000
 
Windows NT 
 
Windows XP 
 

  

-0.918***
0.014)

-0.195***
0.016)

-0.236***
0.016)
-0.064*
0.035)

0.442***
0.014)

   

Observations 167221 167221 167221 166246 166246 166246 
Notes: Standard errors are in parenthesis. *** indicates significant at 1%; ** at 5% and * at 10%. All regressions 

include time dummies. 
 

▌ Table 7 ▌  PC purchase Probability on PC Characteristics and Demographics  

Dependent Variable: Whether Bought a PC in the past year 
Variables (1) (2) (3) (4) 

Laptop 
 
Intel Processor 
 
AMD Processor 
 
Demographics 
Age 
 
Male 
 
White 
 
Married 
 

 
 
 
 
 
 
 

-0.005*** 
(0.000) 
0.046*** 
(0.007) 
0.031** 
(0.012) 
0.037*** 
(0.009) 

0.518*** 
(0.011) 
0.118*** 
(0.008) 
0.491*** 
(0.016) 

 
-0.004*** 
(0.000) 
0.014* 
(0.007) 
0.028** 
(0.013) 
0.052*** 
(0.009) 

0.477*** 
(0.011) 
0.024*** 
(0.008) 
0.351*** 
(0.017) 

 
-0.002*** 
(0.000) 
0.006 

(0.007) 
0.031** 
(0.013) 
0.039*** 
(0.009) 

0.409*** 
(0.011) 
-0.018** 
(0.009) 
0.225*** 
(0.018) 

 
-0.001*** 
(0.000) 
0.016** 
(0.008) 
0.003 

(0.014) 
0.025** 
(0.010) 
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▌ Table 7 ▌  (Continue) 

Dependent Variable: Whether Bought a PC in the past year 

Variables (1) (2) (3) (4) 
Presence of Teenagers 
 
Income > $100,000 
 
Income < $25,000 
 
Fixed Effects 
Firm 
Year 
PC-Add ons 
Operating System 
 
Observations 

0.145*** 
(0.009) 
0.176*** 
(0.009) 

-0.083*** 
(0.008) 

 
 

Included 
 
 
 

163,187 

0.156*** 
(0.009) 
0.100*** 
(0.010) 
-0.003 
(0.008) 

 
Included 
Included 

 
 
 

160,982 

0.134*** 
(0.010) 
0.047*** 
(0.010) 
0.046*** 
(0.008) 

 
Included 
Included 
Included 

 
 

160,982 

0.113*** 
(0.010) 
0.024** 
(0.010) 
0.073*** 
(0.009) 

 
Included 
Included 
Included 
Included 

 
160,982 

Notes: Standard errors are in parenthesis. *** indicates significant at 1%; ** at 5% and * at 10%. 
 

▌ Table 8 ▌  CPU Purchase Estimates  

Dependent Variable: CPU in a PC purchased in the past year 
 (Base: Non-Intel/AMD/Mac or unknown) 

Variables Intel  AMD Apple CPU 
Age 
 
Male 
 
White 
 
Married 
 
Presence of Teenagers 
 
Income > $100,000 
 
Income < $25,000 
 
 
Observations 

-0.018*** 
(0.001) 
0.702*** 
(0.025) 
0.166*** 
(0.043) 

-0.139*** 
(0.032) 

-0.110*** 
(0.031) 
0.371*** 
(0.035) 

-0.649*** 
(0.028) 

 
39,536 

-0.030*** 
(0.002) 
1.141*** 
(0.046) 
0.161** 
(0.082) 

-0.237*** 
(0.058) 
-0.041 
(0.055) 
0.353*** 
(0.061) 

-0.705*** 
(0.052) 

-0.001 
(0.004) 
0.543*** 
(0.123) 
0.344 

(0.224) 
-0.404** 
(0.158) 

-0.445*** 
(0.162) 
0.297* 
(0.156) 

-0.422*** 
(0.146) 

Notes: Laptop dummy, Firm dummies, and year dummies included 
SE in parenthesis. *** significant at 1%, ** at 5%, * at 10% 
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affect the purchase decision after controlling for demographics and that 
certain demographics are more important than others in the purchase 
decision. 

Table 8 presents multinomial logit estimates of the choice of CPU 
manufacturer. The results show that there is significant consumer 
observed heterogeneity with respect to CPU choices. Given that a 
consumer purchased a PC in the past year, brand CPUs are preferred by 
a male, single, or higher-income household to non-brand CPUs. Among 
brand CPUs, the choice probability of a particular CPU varies with 
demographics. The presence of teenagers in the household makes 
purchase of an Intel or Apple less likely, but doesn’t significantly 
impact the purchase of an AMD processor. Being young and being 
white are significantly and positively associated with the choice of Intel 
or AMD processors.  

 
4.4. Structural Demand Estimates  
 
In Table 9 we present results from a Multinomial Logit PC-CPU 

demand model with aggregate market data, where only product charac-
teristics are included as explanatory variables.29  

Advertising variables are aggregated at the brand-platform level. 
How we allocate advertising expenditure to PC brand-platform level is 
detailed in data section 4. We also include the squared value of the sum 
of general promotions and brand combination advertising that can be 
attributed to a given brand to allow for decreasing or increasing return to 
advertising. In every model specification, PC-firm-specific dummy 
variables and time-specific dummy variables are included.  

The first specification (Column 1) illustrates the importance of 
observed product characteristics for PC/CPU choice. The results imply 
that processor speed and performance (benchmark) have a significant 
and positive effect on utility. This is reasonable as it suggests consumers 
prefer faster and better-performing CPU chips. However, the age of the 
                                                 
29  Estimates from a nested logit model (with laptop and desk-based PC nests) indicate 

that purchases do not take place in this nested structure in the sense that the 
estimated coefficient on the substitutability between the nests is often larger than 
one.  
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▌ Table 9 ▌  Multinomial Logit Estimates of PC/CPU Demand (feb 19) 

 Dependent Variable: ln(Market Share) ln(Share of Outside Goods) 
Variables (1) (2) (3) (4) (5) (6) 

Price 
 
PC 
Characteristics 
 
 
 
 
CPU 
Characteristics 
 
 
 
 
 
 
 
 
Advertising 
 
 
 
 
 
 
 
Included 
Controls 
 
 
 
 
 
 
Observations 
R-squared 

 
 
Laptop 
 
Older PC 
 
PC Age 
 
Intel 
 
ln(Benchmark) 
 
ln(Speed) 
 
Older CPU 
 
CPU Age 
 
CPU ad 
 
CPU ad squared
 
PC ad 
 
PC ad squared
 
 
IV for Price 
IV for Advertising
PC Advertising
PC Advertising 
Squared 
PC Firm Fixed 
Effects 
 
 

-0.286***
(0.0855)
-0.178**
(0.0711)
0.906***
(0.122)
0.126***
(0.0222)
-0.510***
(0.103)
0.371**
(0.155)
1.594***
(0.106)
-0.0906
(0.113)
0.00524
(0.0174)

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Included
 

5,327
0.498

-1.047* 
(0.609) 
0.146 

(0.266) 
0.858*** 
(0.128) 
0.138*** 
(0.0241) 
-0.233 
(0.244) 
0.851** 
(0.414) 
1.731*** 
(0.149) 
-0.0641 
(0.116) 
-0.0101 
(0.0206) 

 
 
 
 
 
 
 
 
 

Included 
 
 
 
 

Included 
 

5,327 
0.491 

-0.515***
(0.0671)

 
 
 
 
 
 

-0.0104
(0.231)
0.575***
(0.128)
1.381***
(0.0883)
0.487***
(0.0922)
0.0994***
(0.0135)
-0.0259
(0.187)

-0.00803
(0.0306)
2.352***
(0.0830)
-0.294***
(0.0216)

 
 
 
 
 
 

Included
 

5,327
0.597

-0.337***
(0.0647)

 
 
 
 
 
 

-0.000200
(0.221)
0.415***
(0.120)
1.108***
(0.0847)
0.494***
(0.0832)
0.0960***
(0.0131)
0.0945
(0.174)
-0.0370
(0.0278)

 
 
 
 
 
 
 

Included
Included

 
Included

 
5,327
0.649

-1.765***
(0.541)
0.410*
(0.236)
0.655***
(0.114)

0.0940***
(0.0215)

0.502
(0.319)
1.315***
(0.371)
1.625***
(0.135)
0.237**
(0.107)
0.0360*
(0.0186)
-0.139
(0.193)
0.0167

(0.0321)
2.363***
(0.0862)
-0.304***
(0.0223)

 
Included

 
 
 
 

Included
 

5,327
0.575

-2.228*** 
(0.643) 
0.497* 
(0.292) 
0.582*** 
(0.145) 

0.0904*** 
(0.0238) 
-2.060 
(1.308) 
1.362*** 
(0.434) 
1.724*** 
(0.166) 
0.192 

(0.129) 
0.0226 

(0.0229) 
4.186*** 
(1.360) 

-0.868*** 
(0.253) 
3.496*** 
(0.302) 

-0.581*** 
(0.133) 

 
Included 
Included 

 
 
 

Included 
 

5,327 
0.470 

Median (Own) Price Elasticity -0.336 -1.231 -0.605 -0.396 -2.075 -2.619 
Notes: Standard errors are in parenthesis. *** indicates significant at 1%; ** at 5% and * at 10%. All regressions 

include time dummies. 
  



 

 CHAPTER 3  Assessing an Efficiency Defense 141 

CPU does not impact consumers valuations of the PC, while the age of 
the PC does. A likely explanation is that age captures the popularity or 
consumer awareness of a PC model or a CPU. If a product has been on 
the market for a while, it may imply either that consumers like the 
product, due to attractive qualities unobserved by the researcher, or that 
the product is well-known to potential buyers. Surprisingly, consumers 
place a lower valuation on the PC if it is a laptop, but this finding is not 
robust across specifications. Finally, conditional on CPU speed and the 
performance benchmark, consumers place a lower value on CPUs 
manufactured by Intel.  

As we discussed earlier, prices may be correlated with the structural 
error term and hence endogenous. In Column (2) we include instruments 
for price. The impact of price on demand becomes much more negative, 
which is consistent with price being a proxy for higher quality. The rest 
of the estimates do not change with the exception of the valuation of 
Intel and the valuation of laptop, which are no longer significant.  

In specification (3), PC characteristics are taken out and advertising 
variables are added. As compared with the price coefficient estimate 
from specification (1), the price coefficient is estimated to be smaller 
(i.e. more negative). This suggests that advertising variables may be 
correlated with unobserved product attributes and we need to correct for 
the possible correlation between advertising and unobserved high quality. 
We also find that consumers marginal valuation of PC advertising is 
positive, while the valuation of firm level CPU advertising is negative 
and statistically insignificant.  

In specification (4) we allow the effect of advertising to be different 
across PC firms. The results suggest some firms are more effective at 
advertising their products than others, but otherwise the coefficient 
estimates do not change much. Specifications (5) and (6) include all 
explanatory variables (PC characteristics, CPU characteristics, and 
advertising variables), but specification (5) instruments only for price 
while specification (6) instruments for both price and advertising. We 
have more elastic demand when using specification (6). Again, this 
suggests that advertising is correlated with unobserved product attributes.  
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The parameter on the Intel dummy variable is negative or insignificant 
in all specifications after other PC/CPU characteristics and CPU 
advertising amount are taken into account. This result is consistent with 
the preliminary regression result in Table 6 that shows that the purchase 
probability is actually higher when a PC is powered by AMD chip than 
by an Intel chip.  

Advertising at the CPU level is not valued by consumers in most 
specifications but has a positive and significant impact in specification 
(6) after instrumenting for CPU ads. Advertising by a PC firm at the 
brand level is always positive and significant. In particular, when 
evaluated at the average value, a one unit increase in PC advertising at 
the brand level leads to a 0.99 increase in the utility level (specification 
(5)). When advertising variables are instrumented, there is a larger 
positive impact of advertising on demand at the PC level: when 
evaluated at the average value, one unit increase in PC advertising at 
brand level leads to 1.43 increase in the utility level (specification (6)). 
Note that a more positive advertising effect after instrumenting for 
advertising suggests that advertising may be negatively correlated with 
unobserved product qualities. That is, firms may engage in more 
advertising when they have lower-quality products. This result appears 
reasonable given that the low-end processor of Intel, Celeron was 
heavily advertised during the period. The positive impact of PC 
advertising implies that CPU firms can enhance CPU sales by inducing 
PC firms to advertise PCs that contain their chip. This provides us with 
the pro-competitive justifications for Intel’s marketing campaign: 
promoting CPU sales by subsidizing PC advertising. We will test 
whether the benefit of promoting CPU sales by subsidizing PC advertising 
exceeds the cost of the marketing subsidy. If not, the marketing 
campaign may be driven by anticompetitive motives.  
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5. Marginal Marketing Revenue  
 
Intel’s marketing campaign provided support to PC firms that 

advertised PCs with Intel chips. One of the benefits of the TAP approach is 
it allows us to circumvent modeling Intel’s profit maximization problem. 
This is beneficial both because the test (and model) would become very 
complicated and the data necessary to estimate such a model do not 
exist, in particular firm-specific rebate rates are not publicly available. 
Suppressing time notation, the total marketing/ad revenue (TMR) of 
Intel from PC sales is  

ܴܯܶ  ൌ  ሺ െ ݉ܿሻࣤא ,ሺݏࣧ ܽሻ,                                 ሺ10ሻ 

 
where ࣤ௧ is the set of products with an Intel CPU;  is the price 
of CPU c; ݉ܿ is the marginal production cost of CPU c and ݏሺ, ܽሻ is 
market share of processor ܿ sold by firm ݂ given in equation (5), which 
depends on the product price (i.e., PC price, p) and advertising (ܽ).30  

One issue to address in the PC advertising data is that advertising 
may involve more than one product. For example, PC firms often 
engage in general promotions both by platform type and across all 
platforms (e.g., Acer Laptop Computer; Acer Various Computers) or PC 
brands may be jointly advertised (e.g., Acer Veriton & Travelmate 
Computers Combo). We will require a composite measure of advertising 
expenditures by product that includes all advertising done for that 
product (so it should include all group advertising). Following Sovinsky 
Goeree (2008) we compute product advertising expenditures as a 
weighted average of group advertising for that product where the 
weights are a function of the number of products in that group. 
Specifically, suppressing the time subscript, let ࣡  be the set of all 
product groups that include product j with group  א ࣡ . Then 
                                                 
30  The CPU price is the listed price. In practice, many PC firms paid less than listed 

price as Intel granted discounts on CPU prices to selected firms. As a results our 
measure of the TMR will be larger than what it would be if we had the purchase 
price. Thus our measure of TMR makes the TAP results more stringent than what 
they would be if we had the purchase price. 



 

144 Job Creation and Business Investment as Pathways to a Creative Economy  

composite product ad expenditures for product j are given by  
 

ܽ୲୭୲ୟ୪ ୮ୡ ൌ  ೕ࣡א||ߙߣ . 
 

where the sum is over the different groups that include product j. We 
also estimate a nonlinear specification to allow for increasing or 
decreasing returns to group advertising. 

Intel’s marginal revenue from the marketing campaign for firm f is 
given by  

ܯܯ  ܴ ൌ ࣧ  ሺ െ ݉ܿሻ,ࣤאתୡࣤא
,ሺݏ∂ ܽሻ∂ܽ୲୭୲ୟ୪ ୮ୡ .                                  ሺ11ሻ 

 
As we discussed previously, we have data on  and ݉ܿ. We can 

use these data together with the demand side estimates to compute the 
marginal revenue of advertising dollars spent by PC firm f on Intel chips.  

 
 
6. Marginal Marketing Cost  
 
We focus primarily on Intel and its agreements with Dell. This is for 

two reasons. First, both Intel and Dell were examined separately by 
antitrust authorities for related antitrust violations. Hence, we have a 
wealth of information on the amount of Intel’s advertising subsidy to 
Dell, relative to other PC firms, especially during the period 2002-2005. 
Second, antitrust investigations have produced written evidence that 
Intel’s agreements with Dell were intended to exclude their main rival 
(AMD) from the market, which provides a good test for our model.  

We also apply the TAP test to Intel’s rebates to HP and Toshiba, who 
were also investigated by antitrust authorities as part of the Intel case. In 
addition, we examine the predatory nature of Intel’s rebates with 
Gateway. This latter application serves as a robustness check of our test 
as there is no evidence that Gateway was involved in anticompetitive 
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behavior with Intel over this period.31   
 
6.1. Measuring Costs of “Intel Inside” Campaign  
 
AVC of marketing campaign is total marketing subsidy paid by 

Intel/total advertising by PC firm for PCs with Intel chip. Suppose that 
PC firms increase advertising expenditures more as Intel increases 
spending on the marketing program, that is, there are increasing return 
to scale of the marketing program. Then average variable cost would be 
larger than marginal cost and the test may lead to a false positive of 
predation. In contrast, if PC firms tend to be less responsive to Intel’s 
marketing subsidy as the amount of subsidy increases, average variable 
cost would be smaller than marginal cost and the test would be lenient.  

We use a variety of measures of the average variable cost (AVC) of 
the marketing/ad campaign as a proxy for the marginal cost of the 
marketing program, which is in the same spirit as using average variable 
production cost as a proxy for the marginal cost in Areeda-Turner (1975) 
test of predatory pricing. The AVC of the marketing/ad campaign is 
computed by dividing the total dollar amount of the ad subsidy that Intel 
paid to a PC firm by total PC firm advertising for PCs powered by an 
Intel chip.  

We construct four measures of the observed marginal cost of the 
marketing/ad campaign based on either actual expenditures paid by Intel 
(as shown in Table 11) or on an assumed percentage rebate rate.  

 
(MC1) This measure is constructed as the total payment of Intel to Dell 

as given in the case files divided by total advertising by Dell for 
PCs powered by an Intel chip. Table 10 (column 4) provides the 
total payment of Intel’s rebates to Dell. Basically Intel provided 
discounts on CPU prices and sometimes provided a lump-sum 
payment. At the end of 2001, Intel began a program in which it 
agreed to give Dell a six percent rebate on all of Dell’s CPU 
purchases (this came to be called the “Meet Competition Program 

                                                 
31  Most large PC firms were involved in the Intel case. Gateway is the largest PC firm 

that was not under investigation in the Intel case.  
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▌ Table 10 ▌  Rebate amounts paid by Intel to Dell 

 Meet the Competition Program (MCP) 
 
 

Quarter 

Rebate Rate 
on CPU 

purchases
(1) 

Percentage
Rebate 

Payment
(2) 

Lump 
Sum 

Payment
(3) 

Total 
MCP 

Payments
(4) 

Dell's 
Operating
Income

(5) 

MCP % of 
Operating 
Income 

(6) 
2002Q1 
2002Q2 
2002Q3 
2002Q4 
2003Q1 
2003Q2 
2003Q3 
2003Q4 
2004Q1 
2004Q2 
2004Q3 
2004Q4 
2005Q1 
2005Q2 
2005Q3 
2005Q4 
2006Q1 

6% 
6% 
6% 

6.3% 
6.3% 
6.3% 
6.3% 
7% 

8.7% 
12% + var.
12% + var.
12% + var.
12% + var.
12% + var.
12% + var.
12% + var.
12% + var.

$61m 
$57m 
$59m 
$77m 
$91m 
$106m 
$105m 
$118m 
$137m 
$210m 
$250m 
$293m 
$307m 
$313m 
$339m 
$423m 
$405m 

- 
$3m 
$12m 
$7m 
$8m 
$6m 
$40m 
$82m 
$70m 

- 
- 

$75m 
$81m 
$119m 

- 
$60m 
$318m 

61m 
$60m 
$71m 
$84m 
$99m 
$112m 
$145m 
$200m 
$207m 
210m 
250m 
$368m 
$388m 
$432m 
339m 
$483m 
$723m 

$590m 
$677m 
$758m 
$819m 
$811m 
$840m 
$912m 
$981m 
$966m 

$1,006m
$1,095m
$1,187m
$1,174m
$1,173m
$754m 

$1,246m
$949m 

10% 
9% 
9% 
10% 
12% 
13% 
16% 
20% 
21% 
21% 
23% 
31% 
33% 
37% 
45% 
39% 
76% 

Source: p.14 MCP table from "Securities and Exchange Commission vs. Dell", U.S. District Court of Columbia 
Summary Statement 

 
(MCP)).”32 These rebates are treated as a reduction in marketing 
expenses in accounting by Dell. We can see that rebate rates as 
well as lump-sum payments have significantly increased 
between 2002 and 2005. Relative to the operating income, the 
total amount of rebates were over 70% by 2006 (column 6).  

 
(MC2) The second measure is the total rebate amount as a percentage of 

sales of PCs (across all segments sold by Dell) given in column 
6 divided by total advertising by Dell for PCs powered by an 
Intel chip. 33 The rebates to Dell can be used for advertising in all 

                                                 
32  It was orginally called the “Mother of All Programs (MOAP).”  
33  The second measure is the total rebate amount multiplied by a percentage of revenue 

from PC sales (across all segments - that is, PCs and servers - sold by Dell) divided 
by total Dell advertising on Intel powered CPUs. 
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segments including servers. Ours is a model of household 
demand (due to data limitations) so when we construct MC2 we 
assume that the rebates are used in each sector in proportion to 
sector market shares. Hence MC2 is MC1 multiplied by the 
percentage of Dell’s revenue from PC sector in each quarter.  

 
(MC3) This measure is a proxy for the marginal cost that we would have 

in the absence of antitrust documents. The publicly announced 
subsidy takes the form of a fixed percentage rebate of CPU 
purchases made by the PC firm with zero lump-sum payments. 
To compute this measure we assume six percent of all Dell’s 
CPU purchases from Intel are rebated. We recompute the total 
expenditure of the marketing program to Dell (i.e., we compute 
column 4 assuming column 1 is always six percent and column 3 
is zero). We then divide the total expenditure by total advertising 
by Dell for PCs powered by an Intel chip.  

 
(MC4) This measure provides a further lower bound on marginal costs. 

According to the Intel Inside website, Intel would provide a 
three percent rebate on purchases if marketing featured the Intel 
logo. To compute this measure we assume the rebate rate is three 
percent and there are no lump sum payments. Hence MC4 is half 
of MC3.  

 
Notice that the last two measures of marginal cost (MC3 and MC4) do 

not rely on information obtained by antitrust officials but are based only 
on publicly available information. Therefore, MC3 and MC4 can be used 
to construct the TAP test for other PC manufacturers. In addition, these 
two measures provide a benchmark as they are computed based on the 
assumption that the marketing program has been executed as in normal 
periods or as Intel describes on their website. The other two measures 
(MC1 and MC2) are computed based on actual payments, which reflect 
any potential anticompetitive cost increase.  

We would like to point out a limitation of applying TAP to Intel. The 
main issue concerns situations where a predator operates in multiple 
markets, which makes it difficult to determine how to allocate costs 
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across markets. PC firms are active in markets for home consumers, but 
also in markets for education, business, and government consumers. 
Also they sell servers as well as PCs. Fortunately, our advertising data 
allow us to differentiate PC advertising from advertising for non-PC 
products. However, we include general promotions at the firm-level as 
an advertising expenditure in the home segment. If general promotions 
affect sales in every market segment, then they should be allocated 
across all segments. In this case, our measure of the average cost of the 
marketing program is likely to underestimate the actual average cost. 
The marginal revenue of the marketing program would likewise be 
underestimated, as we cannot allow for spillovers of advertising across 
segments (due to data restrictions).  

 
6.2. TAP Results  
 
We apply the TAP test to the case of Intel. Specifically, we consider 

the potential predatory nature of Intel’s marketing program over the 
period 2002 to 2005. We run TAP based on preliminary demand 
estimation results from specification (6). Intel’s marginal revenue from 
the marketing campaign for firm f is given by  

ܯܯ  ܴ ൌ ࣧ  ሺ െ ݉ܿሻ,ࣤאתୡࣤא
,ሺݏ∂ ܽሻ∂ܽ୲୭୲ୟ୪ ୮ୡ.         

 
where ࣤ௧  is the set of Intel CPUs and ࣤ  are the set of products 
produced by firm f. We compute the marginal revenue from the adver-
tising campaign earned in that time period (i.e., ours is not a dynamic 
model). Estimating a dynamic model of demand and computing the 
associated marginal revenue that arises from a dynamic profit function 
would introduce considerable difficulties with respect to estimation and 
data requirements. However, we conduct robustness checks of our TAP 
results that consider the potential brand building effect of advertising. 
We discuss this in more detail in section 7.2.  
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The estimated marginal revenue of Intel’s marketing subsidy to Dell 
and its 95 percent confidence interval is given in Table 12, along with 
the marginal cost of the marketing campaign computed in four different 
ways as described in section (2).34 When the marginal cost measure is 
above the 95 percent confidence interval for marginal revenue, we 
conclude that the marketing program is not consistent with profit 
maximization and, more specifically, that there was an excessive 
marketing subsidy. Then the test result is “positive”. The final column 
indicates for which of the four measures of marginal cost the TAP result 
is positive.  

It is worth to note the following two points. First, the marginal 
revenue estimates imply that 1$ PC advertising tends to increase Intel’s 
revenue by more than 1$ (except in the second quarter of 2000). Thus, if 
all of Intel’s payment to Dell are used for marketing PCs powered by 
Intel CPU, then the results suggest that Intel gains more than its cost by 
subsidizing Dell. However, our measures of marginal cost are much 
larger than 1, that is, PC advertising expenditure falls short of Intel’s 
marketing subsidy to Dell in reality.35 

This implies that Intel needs to incur more than 1$ to induce Dell to 
spend 1$ more on advertising. Second, MC3 and MC4 are significantly 
smaller than MC1 and MC2. Considering that MC1 and MC2 are 
computed based on the actual payment whereas MC3 and MC4 are 
computed by assuming the rebate rate applied in the normal periods, our 

                                                 
34  Since the marginal revenue of the marketing program is a linear combination of 

utility parameters, the confidence interval around the estimate of the marginal 
revenue can be computed easily. MC1 is Intel’s total payment to Dell divided by the 
total advertising expenditure of Dell on PCs powered by Intel CPU; MC2 is MC1 
multiplied by the fraction of revenue from PC sales (= PC sales/(PC sales + server 
sales); MC3 is six percent of Intel’s revenue from selling CPUs to Dell (=0.06· ࣧ ∑ ∑ ವࣤתࣤאݏ ሻୡࣤא MC4 is three percent of Intel’s revenue from selling 
CPUs to Dell (so MC4 = MC3/2).  

35  There are a few reasons why marginal costs may be larger than one. First, while, in 
principle, the marketing subsidy should have been used only for marketing, case 
files indicate that stock analysts had doubt about the use of the subsidy. The subsidy 
was actually a huge amount that accounts for a significant portion of operating 
profits. Second, marketing may be broadly defined to include more than advertising. 
For example, it may encompass training employees in how to sell PCs.  
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results suggest that Intel has paid much more to Dell than described in 
their Intel Inside marketing campaign.  

The TAP results show that marginal cost, for all measures, is above 
the 95 percent confidence interval of marginal revenue estimates in most 
periods. Exceptions are when MC4 is compared to marginal revenue in 
the beginning of the anticompetitive period and at the end of the 
anticompetitive period. Even in these cases, MC4 is larger than the 
estimated marginal revenue. Comparisons of marginal revenue to the 
actual-payment-based marginal cost is consistent with predatory 
marketing.  

We do not have the data on Intel’s actual payment to other firms and 
thus cannot compute MC1 and MC2 for firms other than Dell. Although, 
we can compute MC3 and MC4 if we assume fixed rebate rates. The 
anticompetitive charges were mainly about Intel’s payment to Dell, but 
other PC firms such as HP and Toshiba were also involved in the case. 
Tables 13 presents the TAP results for HP and Toshiba, respectively. 
Both the marginal revenue and marginal cost measures tend to be lower 
in the cases of HP and Toshiba than in the case of Dell. Our TAP results 
show evidence of predation with Toshiba in 2003 and 2004. During this 
period the TAP results are positive for both measures of marginal cost.  

We do not have a dynamic part of demand, that is, long-term effect 
of advertising, in our model. As a simple check, we can use the static 
MR in each period, which we already have. The concern is that the firm 
is considering the MR in many periods in the future and this is what 
should be compared to MC. We can get a "static" version of the 
dynamic MR by summing the MR over many periods and comparing 
this to one period MC. For instance, we could say in order for the MC1 
for Dell to not be predatory we would have to believe that Intel is 
choosing that amount of advertising taking into account the impact of 
MR 10 periods in advance. In the last two columns of Table 12, we 
added the number of periods (in years) over which MR should be 
summer to rationalize the cost of advertising. The first of the two is 
based on MC1-which is the highest MCestimate -and the second one is 
based on MC4-which is the lowest MC estimate.  

Specifically, we take a very generous assumption about Intel’s 
advertising campaign that Intel is very optimistic and thinks that current  
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advertising would have the same effect (that is, the same MR) in the 
future periods too (for some while). Then we can just compute: T = 
MC/MR where MC is our computed MC and MR is our estimate. Then, 
we can say that, if Intel thinks that advertising will have the same effect 
on future sales as in the current period for T time periods, then the 
advertising expenditure can be justified (that is, the present value of MR 
and MC are equalized). Since it may be easier to catch the idea about 
how long it would take for advertising to be rationalized by dynamic 
optimization (even if we are very generous, thinking that Intel is 
allowed to expect the same MR as the current MR for some future 
periods). In the table, we computed calculated T/4=(MC/MR)/4 so that 
we can see how many years we need to rationalize Intel’s advertising 
choice.  
 
▌ Table 13 ▌  TAP Results for Gateway 

PC firm 
 

Time  

Gateway 

Computed Marginal Revenue Observed Marginal Cost TAP Result 
Est. 95% conf. Interval (3) (4) Positive in 

2002Q1 
2002Q2 
2002Q3 
2002Q4 
 
2003Q1 
2003Q2 
2003Q3 
2003Q4 
 
2004Q1 
2004Q2 
2004Q3 
2004Q4 
 
2005Q1 
2005Q2 
2005Q3 
2005Q4 

0.56 
0.38 
0.47 
0.78 

 
0.87 
0.47 
0.50 
0.56 

 
0.66 
0.40 
0.52 
0.15 

 
4.52 
3.59 
4.72 
5.72 

(  0.37 
(  0.28 
(  0.38 
(  0.66 

 
(  0.75 
(  0.40 
(  0.43 
(  0.47 

 
(  0.56 
(  0.34 
(  0.44 
(  0.96 

 
(  3.77 
(  3.00 
(  3.94 
(  4.80 

0.76  ) 
0.49  ) 
0.55  ) 
0.90  ) 

 
1.00  ) 
0.54  ) 
0.58  ) 
0.64  ) 

 
0.76  ) 
0.47  ) 
0.60  ) 
1.34  ) 

 
5.28  ) 
4.19  ) 
5.51  ) 
6.64  ) 

0.14 
0.10 
0.16 
0.26 

 
0.20 
0.20 
0.17 
0.15 

 
0.78 
0.50 
0.37 
2.66 

 
6.37 
2.64 
4.21 
1.79 

0.07 
0.05 
0.08 
0.13 

 
0.10 
0.10 
0.08 
0.07 

 
0.39 
0.25 
0.18 
1.33 

 
3.18 
1.32 
2.11 
0.90 

 
 
 
 
 
 
 
 
 
 
3 
3 
 
3 
 
3 

Unit: $ (inflation adjusted - base: 2000) 
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We are also interested in what TAP would show with other PC firms 
not involved in the case. Since most PC firms not investigated for the 
case are small, we consider only Gateway, which has a significant 
market share but is not involved in the case. Table 14 presents the TAP 
results. We can see that marginal cost measures tend to either fall in the 
95 percent confidence interval of marginal revenue or just below the 
interval. The result provides a nice contrast to the test result for Dell as 
we do not find excessive advertising for Gateway for both measures of 
marginal costs in any period. This result also supports the idea that the 
Intel’s marketing program, if conducted as described, is driven by profit 
maximization rather than anticompetitive purposes for the case of 
Gateway. Overall, the findings with other PC firms seem to suggest that 
our model, despite its simplicity, represents demand reasonably well and 
captures the important features of the marketing program.  

 
 
7. Robustness and Other Considerations  
 
7.1. Motive, Recoupment, and Efficiency Motives  
 
In this section, we discuss the industry background that speaks to the 

motives for predation, the prospect of successful predation and 
recoupment, and dynamic efficiency. Intel is a dominant firm in the 
CPU industry with about 80 percent of worldwide CPU sales. Its major 
(and only effective) rival is AMD, holding about 18 percent market 
share (Mercury Research, 2007). In 1999 and 2003, respectively, AMD 
introduced two new chips, the Athlon for personal computers and the 
Opteron for servers. These AMD chips were the high-end products 
intended to compete with Intel. By introducing these 64-bit processors, 
AMD enabled PC operating systems to handle large amounts of 
information more fastly and accurately (as compared to a 32-bit OS 
system). These attributes were welcomed by experts and consumers and 
it was generally agreed that these AMD chips were better-performing 
and cheaper than Intel counterparts. The case files denote that the 
Athlon “was almost universally recognized as being superior to Intel’s 
then current top model for PCs, the Pentium III”(pp.14-15, Complaint, 
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US District Court of Columbia, SEC vs. Dell) and that “Opteron 
garnered virtually unanimous industry acclaim; AMD had succeeded 
with an innovative product design yielding performance advantages 
which effectively “leapfrogged” Intel.”(pp.14-15, Complaint, US 
District Court of Delaware, State of New York vs. Intel). In addition, 
Table 5 of section 3.2 provides a supporting evidence from the data. The 
threat of new, high-performance processors from AMD may have 
induced Intel to engage in anticompetitive actions. These events provide 
the motive for Intel’s predatory behavior. Indeed, many jurisdictions in 
the world accused Intel of using various anticompetitive tactics against 
AMD starting in 2002.  

We are particularly interested in Intel’s marketing subsidies. 
Predation involves short-run profit sacrifice and long-run recoupment. 
The TAP test is used to establish short-run profit sacrifice. However, we 
now turn to industry characteristics to examine the ease (or difficulty) 
with which Intel could successfully drive AMD out of the market and 
recoup lost profits by maintaining market power for a sufficiently long 
period after AMD’s exit.  

There are a number of factors that make long-run recoupment of 
profits likely to be successful in the CPU industry. To remain as a valid 
competitor in a rapidly changing, high-technology industry like the CPU 
industry, firms need to secure constant cash flows and keep investing in 
innovation. The CPU industry is capital-intensive, hence firms will 
incur substantial costs to construct and maintain manufacturing plants 
(called “fabs”). If a firm does not have sufficient internal funding, it 
must obtain external funding at market rates. According to industry 
experts, Intel is able to fund its fabs with revenue, while AMD must 
secure funding at market rates, which significantly raises AMD’s cost of 
capital. Furthermore, obtaining external financing is complicated due to 
agency problems. Typically investors require firms to show a positive 
prospect of future profits, which is often based on current performance. 
Predation would make the future prospect of the prey look lower (and 
potentially negative) and ultimately induce it to exit the market. Thus, 
predation in the CPU market would be consistent with the long-purse 
(deep-pocket) theory of predation.  

Second, since firms are continuously innovating, they may be 
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uncertain about how consumers will react to new products. New 
processors can have different characteristics possibly appealing to a 
different market segment from current customers. As mentioned before, 
the beginning of the anticompetitive use of the marketing program 
coincides with AMD’s introduction of high-performance chips. By 
engaging in predatory behavior, Intel could send a (wrong) signal about 
the demand for new chips, which is consistent with the demand 
signaling theory (test-market theory) of predation.  

Lastly, economies of scale exist in the CPU industry. The substantial 
investment in plants and technologies are sunk. Therefore, a firm needs 
to secure a certain amount of sales in order to recover the sunk costs and 
stay in business. It is easier for a dominant firm to exclude a rival and 
prevent new entrants in the presence of economies of scale. In this sense, 
predation is likely to be successful in driving AMD out of a market and 
Intel is likely to keep high profit margins for a sufficiently long time.  

The CPU industry is inviting to predatory behavior for these reasons, 
and Intel is an incumbent with a dominant market share. Given that 
Intel’s recoupment is very likely as a monopolist due to high entry 
barriers and that predation can successfully lead to exclude AMD in the 
CPU industry, showing sacrifice of short term profits would support that 
the marketing program is predatory.  

The TAP test examines if the return on advertising (i.e., how it 
impacts demand) is high enough to justify marketing expenditures (as 
these are directed at increasing demand). Short-term profit sacrifice may 
be justified by dynamic efficiency reasons. Although the cost-based 
approach is widely used to show profit sacrifice in predatory pricing 
cases, pricing below cost does not necessarily mean the behavior is 
predatory. Short-term profit sacrifice can be rationalized by potential 
dynamic efficiency reasons such as learning-by-doing, promotional 
purposes (e.g., introductory prices), or network externalities. Our 
demand model includes only the current, short-term effect of advertising, 
hence the potential long-run benefit of the marketing program is not 
taken into account. However, just as the efficiency reasons for pricing 
below marginal cost are not usually applicable to an already dominant, 
incumbent firm with a large customer base, here too an unprofitable 
advertising subsidy by Intel is not easily justified by efficiency reasons. 
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Intel should already have achieved an efficient scale of operation, so 
learning-by-doing does not seem to justify short-term profit sacrifice. 
Given that Intel has been present for a long time and consumers already 
know about Intel and that the anticompetitive actions have been going 
on for four years, promotional motives are an unlikely explanation for 
short-term profit sacrifice. In addition, network externalities are not 
strong in the CPU market. For example, PC purchase guides, such as 
Consumer Reports, do not list the size of the customer base using Intel 
processors as an important factor for consumers to consider when 
purchasing a PC.  

Our main concern is the brand-loyalty-building effect of the marketing 
program. Advertising is generally believed to build goodwill and this 
may be a reason for Intel to invest in marketing at the expense of short-
term profits. Notice that, this incentive is constant across all periods, 
while the predatory motive is more pronounced during the period of 
AMD’s new chip introductions. To consider this the TAP test includes 
two measures of marginal cost (MC3 and MC4) that serve as competitive 
benchmark as they are based on listed rebate rates that would have been 
applied prior to 2001/2002. In contrast, MC1 and MC2 are based on 
actual payment post AMD’s introduction of the new chips. Hence, these 
measures would include brand loyalty building incentives plus 
anticompetitive motives, while MC3 and MC4 would be driven only by 
brand loyalty building incentive. We find that MC1 and MC2 (based on 
actual payment) are much larger than MC3 and MC4 for Dell. The results 
suggest that an anticompetitive motive induced Intel to sacrifice even 
more short-term profits as the difference between marginal marketing 
revenue and marginal costs are much larger when using MC1 and MC2. 
Also it is worth to note that, if advertising can establish strong brand 
loyalty, predatory marketing can be even more harmful as it would work 
as an endogenous entry barrier, deterring further entries and making 
recoupment even more likely. We provide further robustness checks 
regarding brand-loyalty in section 7.2.  

 
7.2. Robustness Checks and Specification Tests  
 
In this section, we conduct robustness checks of the model as it 



 

158 Job Creation and Business Investment as Pathways to a Creative Economy  

relates to brand-loyalty building of advertising, cost pass-through, and 
model specification to insure the objective function did not converge to 
a local minimum (Knittle and Metaxoglou, 2008).  

 
to be completed  
 
 
8. Policy Implications  
 
Price and quantity are not the only strategic variables that can be 

used for anticompetitive purposes. Advertising is another important 
strategic variable commonly employed by firms. However, antitrust 
authorities typically try to establish anticompetitiveness through pricing, 
but do not address the strategic use of advertising and, more generally, 
marketing campaigns. While the heart of the anticompetitive actions of 
Intel was their Intel-Inside marketing program, considerations of 
advertising/marketing predation where not at the forefront of the 
antitrust case. In this paper we focus on non-price anticompetitive 
behavior arising from marketing/advertising with a focus on the Intel 
case.  

Our paper proposes a Test of Advertising Predation (TAP) that can 
be used to detect non-price predatory behavior. We provide a general 
Test of Advertising Predation (TAP) based on the presumption that, if a 
firm’s marketing campaign is not predatory, marketing expenses should 
be profit maximizing and so should result in sufficient increased product 
demand to justify costs. To construct TAP, first we model consumer’s 
demand for PCs from which we infer demand for CPU processors. 
Specifically, we estimate a random-coefficient model of demand for a 
PC-CPU, where the coefficients on PC and CPU characteristics and 
advertising vary with demographics. 36  Second, we compute Intel’s 

                                                 
36  In previous literature that estimates CPU demand, it is generally assumed that final 

consumers directly purchase the CPU. We think it is more realistic to model 
consumers’ choice of a CPU-PC combination. In addition, since we are interested in 
the e.ect of PC advertising on CPU demand, and PC advertising does not directly 
a.ect CPU demand, we model a consumer’s discrete choice over CPU-PC 
combinations.  
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marginal revenue from the marketing subsidy using the demand side 
estimates. That is, we compute the marginal revenue of advertising 
dollars spent on Intel chips at the firm or product level.37 The marginal 
revenue of the marketing program depends on the parameters of 
consumer utility (including advertising), CPU price and marginal 
manufacturing cost.  

Test results suggest short-term profit sacrifice by Intel, supporting 
the predatory use of the Intel Inside campaign. To rationalize the short-
term profit sacrifice, there should be something Intel can gain from the 
marketing program other than increasing CPU sales by boosting the 
willingness-to-pay for a PC. Antitrust authorities found evidence that 
the marketing subsidy is paid on anticompetitive condition that limits 
the use of AMD processors. This condition aimed at driving AMD out 
of a market and the prospect of future profit as a monopolist as a result 
would have rationalized the short-term profit sacrifice.  

Our method can be used to guide antitrust authorities in future cases 
as it provides a general framework for testing for anticompetitive use of 
marketing campaigns. Computing the test requires little extra estimation 
over the typical demand estimation usually undertaken by antitrust 
authorities. Furthermore, the advertising data necessary to estimate the 
model parameters is usually not so difficult to obtain. Thus TAP is 
practical and easy to implement. Applying to the Intel case, this paper 
shows that our test can be used to show the predatory use of advertising/ 
marketing. In addition, the benefit of looking at the advertising side is 
that, unlike predatory pricing which accompanies low price in the short 
term, predatory advertising/marketing does not have a clear benefit for 
consumers, even in the short term. In the long run, predatory marketing 
can be harmful if it has a long-lasting effect by establishing goodwill, 
which may become an endogenous entry barrier for potential competitors. 

                                                 
37  We do not model strategic decisions of PC firms and Intel. This makes the test we 

develop more stringent. Rather, PC firms’ CPU choices are assumed to simply 
reffect consumers’ demand, and not affected by the marketing campaign. Intel was 
accused of giving refunds to PC firms in the Intel Inside marketing program on the 
exclusionary condition that they limit the use of AMD chips. This implies the 
marketing program would affect PC firms’ CPU choice and, hence, its anticompeti-
tiveness would be even larger. 
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▌ Appendix ▌  

▌ Appendix Table 1 ▌  Product Cross-Reference from Processor Core to Brand  
Name (i.e. Marketing Name) in Sample (Q1:2002 - Q4:2005) 

Platform   Processor Core Brand Name 
Speed (Frequency: 

MHz) 
Desktop 
 
 
 
 
 
 
 
 
 
 
 

Mainstream
 
 
 
 

Willamette 
Northwood 
Prescott 
 
Smithfield* 

 
Pentium 4 
 
 
Pentium D 

1300-2000 
1600-3400 
2260-3800 

 
2667-3200 

Value 
 
 
 
 
 
 

Tualatin 
 
Willamette 
Northwood 
 
 
Prescott 

Pentium III 
Celeron 
 
Celeron 
 
 
Celeron D 

1000-1400 
900-1400 

 
1500-2000 
1600-2800 

 
2133-3460 

Mobile 
 
 
 
 
 
 
 
 
 
 
 
  

Mainstream
 
 
 
 
 

Northwood 
 
Prescott 
 
Banias 
Dothan 

Mobile Pentium 4-M 
 
Mobile Pentium 4 
 
Pentium M 
 

1200-2600 
 

2300-3460 
 

1200-1800 
1300-2267 

Value 
 
 
 
 
 
 

Tualatin 
 
 
Northwood 
 
Banias 
Dothan 

Mobile Celeron 
Mobile Pentium III-M 
 
Mobile Celeron 
 
Celeron M 
 

1000-1330 
866-1333 

 
1400-2500 

 
1200-1500 
1200-1700 
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▌ Appendix Table 1 ▌  (Continue)  

Platform   Processor Core Brand Name 
Speed (Frequency: 

MHz) 
 Low-Power

 
 
 
 
 
 
 
 
 
 

Tualatin LV 
Tualatin ULV 
 
Tualatin LV 
Tualatin ULV 
 
Banias LV 
Banias ULV 
Dothan LV 
Dothan ULV 
 
Banias ULV 
Dothan ULV 

Mobile Pentium III-M 
 
 
Mobile Celeron 
 
 
 
Pentium 4 
 
 
 
Celeron M 
 

733-1000 
700-933 

 
650-1000 
650-800 

 
1100-1300 
900-1100 
1400-1600 
1000-1300 

 
600-900 
900-1000 

Notes: * Dual-core processor  
Low-power mobile PCs are mini-notebook, tablet, and ultraportables. 
(LV: low-voltage; ULV: ultra-low-voltage) 
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CHAPTER 4 
Entrepreneurship, Small Businesses, and Economic 

Growth in Cities 

 
 
 

by 
Yong Suk Lee* 

(Stanford University) 
 
 
Abstract  
 
This paper examines the impact of entrepreneurship on urban economic 

growth. I use the homestead exemption levels in state bankruptcy laws 
from 1975 to instrument for entrepreneurship and examine urban growth 
between 1993 and 2002. I find that a ten percent increase in the birth of 
small businesses increases MSA employment by 1.1 to 2.2%, annual 
payroll by 3.1 to 4.0%, and wages by 1.8 to 2.0% after ten years. I find 
no growth impact from entrepreneurship backed by the federal Small 
Business Loan program and further find that government-backed 
entrepreneurship crowds out privately financed entrepreneurship one for 
one. 
  

                                                 
* Lee: Freeman Spogli Institute of International Studies, Stanford University. I thank 

Nathaniel Baum-Snow, Kenneth Chay, Gilles Duranton, Leo Feler, Vernon Henderson, 
David Love, Chang-gyun Park, Junfu Zhang and seminar participants at the Korea 
Development Institute, Johns Hopkins University School of Advanced International 
Studies, Williams College, Brown University, the Urban Economics Association 
Annual Meeting, and the American Real Estate and Urban Economics Annual 
Meetings for comments.  
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1. Introduction   
 
Entrepreneurship is widely believed to be a main source of economic 

growth. Entrepreneurs that succeed and contribute to the local economy 
become the spotlight of local media. Politicians and business advocates 
emphasize the role small businesses play in adding new jobs, and small 
businesses are a frequent topic in presidential debates. Governments 
both in the developing and developed world consider entrepreneurship 
as a way to jump start economic development and sustain economic 
growth. In the U.S., the Small Business Administration has actively 
promoted and supported small businesses since 1953. Employment 
statistics are often used to support the importance of entrepreneurship and 
small businesses in adding jobs to the economy.1 However, while there 
are successful entrepreneurs, businesses also fail. According to the Bureau 
of Labor Statistics, only a third of all new establishments survive after 
10 years. As important understanding entrepreneurship’s contribution to 
economic growth may seem, we have surprisingly little empirical 
evidence on whether or not entrepreneurship promotes economic growth 
and if so by how much.  

This paper’s objective is threefold: (1) to estimate the impact of 
entrepreneurship measured by the birth of small establishments on urban 
employment and income growth; (2) to examine how entrepreneurship 
supported by government guaranteed loans perform relative to privately 
financed entrepreneurship regarding its impact on urban growth; and (3) 
to examine whether government backed entrepreneurship crowds out 
privately financed entrepreneurship. Overall, the paper will provide 
estimated magnitudes of the importance of entrepreneurship and shed 
light on policy’s role in the promotion of entrepreneurship. 

The extensiveness of the data required to examine business dynamics 

                                                 
 1 Kleisen and Maues (2011) find that between 1992 and 2010 small firms with 1 to 19 

employees provided about 30 percent of the gross new jobs in the economy, which is 
the largest percentage among the different firm size categories. However, they find 
that those small firms accounted for only 16 percent of the net new jobs, the smallest 
percentage among the different firm size categories. The cutoff for small businesses 
is relevant in this regard. The Small Business Administration uses the 500 employees 
cut off and report that small businesses account for 64% of net new jobs. 
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had been one of the main impediments in furthering our understanding 
of the relationship between individual business size and growth. However, 
recent research has made substantial improvements. Haltwinger et 
al.(2013), using the Census Longitudinal Business Dynamics data, 
examine the universe of all firms and establishments in the US and find 
that once firm age is controlled for smaller businesses grow no faster 
than larger businesses. They find that the main source of employment 
growth is attributed to small and young businesses. Neumark et al. 
(2011) also find similar results using the National Establishment Time 
Series data. Even though only a subset of news mall businesses survives, 
small businesses significantly contribute to the creation of jobs. These 
findings shed light on the importance of new small businesses. However, 
the implications of these studies are somewhat limited in its focus on 
average year to year growth. Given that many small firms die out and 
economic growth is assessed on intervals longer than one year, I focus 
on the impact of entrepreneurship after 5 or 10 years. Also, rather than 
focusing on individual businesses, I examine the impact of 
entrepreneurship on an aggregate economy, i.e., the metropolitan area.  

Duranton and Puga (2013) review the determinants of urban growth 
and highlight entrepreneurship, along with human capital, as the main 
sources of dynamic aggregate growth in cities. The entrepreneurship 
literature has extensively examined the determinants of entrepreneurship 
including funding sources (Kerr et al. 2010, Samila and Sorenson 2011), 
housing collateral (Adelino et al. 2013, Brack et al. 2013), family 
(Bertrand and Schoar 2006), and peers (Lerner and Malmendier 2011). 
My focus on the aggregate economy is similar in spirit to Samila and 
Sorenson (2011), who examine the impact of venture capital on 
entrepreneurship and growth at the MSA level. The urban economics 
literature has examined the agglomeration benefits of production in 
cities (Greenstone et al. 2010, Henderson et al. 1995, Glaeser et al. 1992) 
and in particular, Rosenthal and Strange (2003) examine the agglomeration 
benefits to firm birth. Unlike many of the previous studies that have 
examined entrepreneurship as an outcome, my paper examines the 
impact of entrepreneurship on economic growth. The fundamental 
difficulty in examining this question is the joint determi-nation of the 
two, and finding a plausibly exogenous variation in entrepreneurship-
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continues to be a challenge in the literature. One recent development has 
been Glaeser et al.(2012). They use proximity to mines in 1900 as 
instruments for average establishment size and find that cities with 
smaller average establishment size have higher employment growth. 

I contribute to this nascent literature in three ways. First, in 
examining the impact of entrepreneurship on economic growth, I use a 
more direct measure of entrepreneurship, i.e. business births, in addition 
to the average establishment size proxies that have been used in the 
literature. Second, I introduce a new instrumental variable in generating 
a plausibly exogenous variation of entrepreneurship across cities. I use 
the homestead exemption levels set by state bankruptcy laws in 1975 as 
instrumental variables. States varied substantially in the degree to which 
debtors could avoid paying creditors back and such variation dates back 
to the nineteenth century. Posner et al. (2001) point out that the variation 
in the state’s desire to promote migration in the 19th century and the 
legislative negotiation process, where negotiation starts based on initial 
exemption levels, caused state exemption levels to persist over a long 
period of time. Lastly, I separately examine privately financed and 
government backed entrepreneurship to assess policy’s role in promoting 
entrepreneurship. 

I find that cities with unlimited or higher exemption levels in 1975 
see higher business births in 1993. Using this variation I find that a ten 
percent increase in entrepreneurship increases urban employment by 1.1 
to 2.2%, annual payroll by 3.1 to 4.0%, and wage by 1.8 to 2.0% after 
ten years. These results are robust to additional controls of business 
environment, such as the minimum wage and the Right-to-work law, 
and past population. The instrumental variable regression estimates are 
smaller than the OLS estimates. This indicates that unobserved city 
level growth potentials impact entrepreneurial activity across cities and 
that OLS estimates are likely biased. 

For every 100 businesses that are created in the private market there 
is one business created through government guaranteed loans. The Small 
Business Administration provides guaranteed loans to entrepreneurs 
who could not secure loans from the private market. I examine how 
these government-backed businesses impact urban employment and 
income growth. Using the universe of the Small Business Loan (SBL) 
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data I aggregate all loan approvals to the MSA year level and generate 
the number of new loan approvals and the total approved amount by 
MSAs. Examining the impact of government-backed entrepreneurship 
on urban growth in an OLS framework suffers from the endogeneity 
problem as before. Cities with higher growth potential may see more 
SBA loan applications and approval. On the contrary, cities that were 
declining with more people being laid off may see higher SBA loan 
applications and approval. In order to generate plausibly exogenous 
variation in SBA backed entrepreneurship, I use years since interstate 
banking deregulation and the number of SBA lender per capita in 1985 
as instrumental variables. The banking sector was heavily deregulated 
during most of the 20th century. Gradually, each state allowed banks to 
operate across state borders. The new competition generated by multiple 
banks would provide more opportunities for personal and business 
finance. I find that metropolitan areas that deregulated earlier see more 
market entrepreneurial activity and less need to go through the SBA to 
finance a business in 1993. Cities with higher density of SBA lenders in 
1985 would see more competition among SBA lenders which could 
facilitate capital constrained potential entrepreneurs. I indeed find that 
higher density of SBA lenders in 1985 increase SBA backed 
entrepreneurship in 1993. Whichever set of instruments I use, I find no 
impact of government-backed entrepreneurship on urban employment or 
income growth.  

To further assess the role of government-backed entrepreneurship on 
urban growth, I examine whether government-backed entrepreneurship 
complements or substitutes market entrepreneurship. The cross-sectional 
variation initially indicates that the two are complements in entrepren-
eurial activity. However, when I examine within metropolitan areas over 
time I find statistically significant impact of crowd out. For one government-
backed entrepreneurship, there is one less market entrepreneurship. The 
one for one crowd out and the fact that market entrepreneurship 
contributes to urban economic growth but that government-backed 
entrepreneurship does not, suggests that there is no efficiency gain from 
the government’s involvement in promoting entrepreneurship.  

The paper proceeds as follows. Section 2 discusses the theory that 
guides the empirical work. Section 3 discusses the data and variables 
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used in the analysis. Section 4 examines the impact of entrepreneurship 
on urban growth. Section 5 compares the impact of government-backed 
entrepreneurship and market entrepreneurship. Section 6 concludes.  

 
 
2. A Simple Theory of Entrepreneurship and  

Urban Growth 
 
I introduce entrepreneurship to a standard model of urban growth 

(Glaeser et al. 1992, Henderson et al. 1995) to guide the empirical work. 
Consider a representative firm in a city at time t where production is 
specified as ݂ሺܮ௧ሻ ൌ ,௧ఈܮ௧ܣ 0 ൏ ߙ ൏ ௧ܣ  .1  represents the level of 
technology and ܮ௧ the level of labor input at time t. The model abstracts 
away from other factors of production such as, capital and land, and 
hence will not be able to capture change in wage or employment due to 
labor substituting technological advances. I note that city subscripts are 
dropped in the description of the model for expositional brevity. Within 
this stylized framework, labor is paid the value of marginal product 
where output price is normalized to one, returning the labor demand 
function ݓ௧ ൌ ݂ ′ሺܮ௧ሻ ൌ  ௧ఈିଵ. Putting this in a dynamic frameworkܮ௧ܣߙ
the growth of employment in a city can be represented as 

 ሺ1 െ ∆ሻߙ ln ௧ܮ ൌ ∆ ln ௧ܣ െ ∆ ln  ௧  (1)ݓ

 
where ∆ ln ௧ܮ ൌ ln ௧ାଵܮ െ ln ௧ܮ , and similarly for the other 

variables. I specify the growth of the technology as: 
 ∆ ln ௧ܣ ൌ ln ௧ାଵܣ െ ln ௧ܣ ൌ ݃ሺ݁௧, ௧ܰ, ݅݊݅௧,  ሻ  (2)ߩ

 
Where I define et as the aggregate entrepreneurship in the city 

at time t. Note that et is the aggregate entrepreneurial level and 
hence is impacted by the number of entrepreneurial activity as 
well as the average entrepreneurial ability of entrepreneurs in the 
city. Nt is the size of the city measured by population capturing 
traditional agglomeration externalities, and init represents initial 
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economic condition that might explain growth of technology in 
the city, such as, initial employment, income, cost of living, and 
education level. ߩ is the national growth rate of technology that is 
constant across cities. 

I assume an upward sloping labor supply curve ݓሺܮሻ ൌ ߪ ,ఙܮݓ  0. 
The upward sloping labor supply relaxes the perfect labor mobility and 
the cross-city wage equalization assumptions often used in the literature 
and allows workers to have preferences for cities. Hence, wage growth 
is no longer constant at the national level but can vary across cities. 
Incorporating labor supply into (1) and (2) returns the reduced form 
equations: 

 
 ∆ ln ௧ܮ ൌ ,ሺ݁௧ܮ ௧ܰ , ,௧ܮ ,௧ݓ ݅݊݅௧ሻ 

 ∆ ln ௧ݓ ൌ ,ሺ݁௧ݓ ௧ܰ , ,௧ܮ ,௧ݓ ݅݊݅௧ሻ      (3) 

 
The main empirical test will be to examine whether entrepreneurship 

indeed promotes the growth of city employment and wages, i.e., 
whether  

 ߲∆ ln ௧ܮ ߲݁௧ൗ  0 and߲∆ ln ௧ݓ ߲݁௧ൗ  0. 

 
A discussion of what I empirically refer to entrepreneurship in an 

MSA is warranted at this point. First, the terms firm, establishment, and 
business need clarification. As Neumark et al. (2011) point out, a firm is 
identified by a common owner and can own multiple establishments, 
and a business generally refers to either a firm or an establishment. A 
large firm opening a branch, e.g., Walmart opening a new branch in 
town, would show up as a new establishment in the data but we would 
not considered such expansion as entrepreneurship. An entrepreneur that 
starts a new business would appear as a new firm as well as a new 
establishment in the data. Hence, firm birth would be an ideal proxy. 
However, for firms, especially multi-establishment firms, the relation 
between geography and economic measures (employment, payroll) is 
more obscure, whereas for establishments, there is always a one to one 
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matching between location and employment (or payroll). Hence, a 
common proxy used to measure entrepreneurship over a fixed 
geography (MSA or county) is average establishment size over that 
geography (Glaeser et al. 2010, 2012). Since most entrepreneurship is 
associated with small businesses, average establishment size serves as a 
reasonable proxy for entrepreneurship and the establishment level data 
links economic activity of businesses to a location in a straightforward 
way. One concern could be that average establishment size could 
contain other information, i.e., the degree of competition in an area. A 
more direct measure of entrepreneurship, the birth of businesses, has 
also been used in the literature but as an outcome variable rather than a 
right hand side variable (Rosenthal and Strange 2003, Samila and 
Sorenson 2011). This paper will use birth of businesses in the 
metropolitan area, in additional to average establishment size, to proxy 
for entrepreneurship. 

In practice, I run regressions following the model:  
 ∆ ln ܻ,ଵଽଽଷିଶଶ ൌ ߚ ln ݁,ଵଽଽଷ  ln ܺ,ଵଽଽଷ · ߛ  ௗߜ       (4)ߝ
 

for Metropolitan Statistical Areas (MSAs) in the United States for the 
years 1993 to 2002. I examine this ten year period primarily because the 
census definition of MSAs often change after each census cycle. By 
limiting my analysis to these years I am able to maintain a consistent 
geography for MSAs and examine the growth dynamics of cities in a 
consistent manner. Y denotes the dependent variable (employment, 
annual payroll, or wage) so that ∆ ln ܻ,ଵଽଽଷିଶଶ  is the change in log 
employment or income between 1993 and 2002 for city i. Annual payroll 
includes all wages, salary, bonuses, and benefits paid to employees in 
the MSA. Wage is calculated as annual payroll divided by employment. ln ݁,ଵଽଽଷis the log of entrepreneurship measured by business births or 
average establishment size in 1993. ln ܺ,ଵଽଽଷis the vector of log control 
variables, which include employment in 1993, median family income in 
1990, population in 1990, percent college educated and above in 1990, 
and the housing price index in 1993. ߜௗ is the set of census division 
dummy variables. ln ݁,ଵଽଽଷis the log entrepreneurship measured by the 
birth of new businesses for city i in 1993.  
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A fundamental difficulty in retrieving an unbiased estimate of ߚ in 
equation (4) is the joint determination of urban entrepreneurial activity 
and urban economic growth. Cities with more growth potentials will 
likely see higher levels of entrepreneurial activity, which would render 
the estimate of ߚ  upward biased in equation (4). The challenge of 
generating a plausibly exogenous variation of entrepreneurship has 
hampered the development of the causal investigation of the impact of 
entrepreneurship on economic growth. I am not aware of any other 
paper that has attempted to examine this causal relationship other than 
Glaeser et al (2012).2 This paper adds to this literature by using a different 
source of exogenous variation for urban entrepreneurial activity. I defer 
the discussion of my instrumental variable to the next section.  

Entrepreneurial ability would encompass various facets ranging from 
one’s knowledge of the business and legal environment, communication 
skills, personnel and time management, to leadership. Empirically, I will 
be examining entrepreneurial ability that is relevant for economic 
growth. Another question I am interested in is how entrepreneurial 
ability differs between privately financed and government-backed entre-
preneurship. The rationale for government intervention in promoting 
entrepreneurship is market imperfection, that because of imperfect 
information concerning the ability of entrepreneurs and risk aversion in 
part from the lenders, the market is inefficiently allocating resources to 
entrepreneurs of differing abilities. Potential discrimination in the 
lending market is another argument for government intervention in 
small business lending. I do not examine the sources of market 
imperfection in this paper, but rather examine aggregate economic 
outcomes and based on such results infer the average entrepreneurial 
ability of government-backed entrepreneurs. In order to examine this 
margin, I differentially examine entrepreneurship financed by government-
backed loans and entrepreneurship financed in the private market. In 
practice, I run regressions following the model:   

                                                 
 2 Gilles Duranton has also presented on going work on a similar topic during the 

Journal of Regional Science lectures in the 2013 North Americal Regional Science 
Council Meetings. 
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∆ ln ܻ,ଵଽଽଷିଶଶ ൌ ଵߚ ln ,ଵଽଽଷݐ݊݁ݐ݇ݎ݉  ଶߚ ln ,ଵଽଽଷݐ݊݁ݐݒ݃                                    ln ܺ,ଵଽଽଷ · ߛ  ௗߜ   .    (5)ߝ
 
Whether government backed entrepreneurship will be on average 

lower or higher ability is not ex ante evident. There could be negative 
selection if the market correctly screens entrepreneurs, so that those who 
can start business only through government support are on average low 
ability and contribute less to growth. On the other hand, there could be 
positive selection, given that the application to get federally guaranteed 
loans is an arduous process. A potential entrepreneur has to navigate 
through the bureaucracy of the SBA and banks to secure a loan and may 
hence be an individual of high ability and contribute more to growth. 
Finally, in assessing government-backed entrepreneurship and privately 
financed entrepreneurship one would need to know whether government-
backed entrepreneurship complements or crowds out privately financed 
entrepreneurship.  

 
 
3. Data and Variables 
 
To examine these questions, I construct a city level panel of MSAs in 

the United States from 1993 to 2002. The information on the births of 
establishments comes from the publicly available Statistics of U.S. 
Businesses (SUSB) Employment Change Data. Birth of establishments 
is stratified into three categories based on the firm’s size, i.e., firms with 
19 or less employees, 20-499 employees, and 500 employees or above. 
Any establishment births that appear in the 20-499 or 500 or above 
category are expansions by existing firms. For instance, an opening of a 
small establishment that is part of a large firm (e.g., a new Starbucks 
store) will appear in the 500 or above category. This paper does not 
consider expansion by large firms as entrepreneurship. Since a new firm 
starts with zero employee, all new firm creation appears only in the 19 
or less category. New establishments created as an expansion by small 
firms (19 or less employees) are also included in this category. I denote 
this category small business birth. This birth measure will be my main 
proxy for entrepreneurship. The SUSB Employment Change Data also 
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provides the number of initial establishments for each MSA. The SUSB 
Annual Data provides static accounts of each MSA, including 
employment, number of establishments by the three size categories, and 
annual payroll which includes all forms of compensations, such as 
salaries, wages, benefits, and bonuses. The population data comes from 
information collected from the Census Bureau. I use the Federal 
Housing Finance Agency’s House Price Index (HPI) to control for MSA 
level housing price. HPI is a measure of single-family house prices 
based on the average price change in repeat sales or refinancing of the 
same properties. Among the 329 MSAs in the 1993 to 2002 census data, 
I drop Anchorage, Honolulu, and MSAs that have missing information.3 
I eventually end up with a balanced panel of 316 MSAs. All analysis is 
performed on this set of metropolitan areas.   

In order to generate MSA level government-backed entrepreneurship 
variables, I collect data on the universe of Small Business Administration 
loans approved between 1985 and 2012.4 The data set contains a rich set 
of information including the loan amount, loan date, business location, 
lender, number of employees, and whether the loan was to a new 
business or existing business. I use this information to create MSA level 
aggregate variables. I identify each loan approval for a new business as 
an incidence of government-backed entrepreneurship. I then aggregate 
the count and approval amount of each incidence to generate MSA level 
entrepreneurship variables. Though the information provided in the data 
is quite comprehensive it does have some miscodes and missing 
information, particularly pertaining to the business location. I match the 
loan data to the MSA level census data based on the place name and zip 
code if available. The loans were first matched to a county and then 
linked to an MSA.5  

                                                 
 3 MSAs not included in the sample are Anchorage, AK, Honolulu, HI,  Cumberland, 

MD-WV, Enid, OK, Flagstaff, UT-AZ, Grand Junction, CO, Hattiesburg, MS, 
Jamestown, NY, Johnstown, PA, Jonesboro, AR, Missoula, MT, Pocatello, ID, 
Steubenville-Weirton, OH-WV.  

 4 I purchased this data from Coleman Publishing. 
 5 Some of the loan data had missing reports and miscodes. In the end I was able to 

match 93% of the data to a county, which were in turn matched to MSAs. 
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▌ Table 1 ▌  Summary Statistics 

 
Notes: Unit of analysis is the Metropolitan Statistical Area (MSA) and the number of MSAs in the data is 316. 

 
The timing of birth variables warrants further explanation. The static 

variables in the SUSB data are for March or first quarter of each year. 
The birth variables count establishment births that occurred between 

Variable Mean Std. Dev. Min Max

Change in log employment, 1993-2002 0.163 0.100 -0.261 0.550

Change in log annual payroll, 1993-2002 0.258 0.139 -0.169 0.752

Employment, 1993 252130 439654 20957 3495130

Annual payroll ($1,000), 1993 6553740 13300000 335607 123000000

Average establishment size, 1993 14.85 2.53 8.29 24.13

Employment of establishments with less than 20 
employees, 1993.3

48003 79320.2 5317 644273

Employment of establishments with 20 to 499 employees, 
1993.3

82163 144312.4 6868 1203297

Employment of establishments with more than 499 
employees, 1993.3

121963 217507.3 6870 1666884

Number establishments with less than 20 employees, 
1993.3

11856 20298.56 1234 180540

Number of establishments with 20 to 499 employees, 
1993.3

2357 3774.05 245 31251

Number of establishments with more than 499 employees, 
1993.3

1999 3107.24 213 22605

Birth of establishments by new firms or firms with less 
than 20 employees, 1992.3-1993.3

1387 2390.85 105 20602

Birth of establishments by new firms of firms with 20 to 
499 employees, 1992.3-1993.3

119 201.29 6 1771

Birth of establishments by firms with more than 499 
employees, 1992.3-1993.3

153 254.10 8 1866

Amount of SBA loans approved($1,000), FY1993 18400 30600 86 307000

Amount of SBA loans approved($1,000) for new 
businesses, FY1993

2809 4424 0 45700

Amount of SBA loans approved($1,000) for new 
businesses with less than 20 employees, FY1993

1823 2981 0 30500

Number of SBA loans approved, FY1993 68.6 101.97 1 879

Number of SBA loans approved for new businesses, 
FY1993

13.3 18.24 0 140

Number of SBA loans approved for new businesses with 
less than 20 employees, FY1993

11.7 16.44 0 130

Number of SBA lenders in 1985 4.7 6.55 0 54

Variable Mean Mix Max Std.Dev.
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March of the previous year and March of the reference year. Initial 
establishment level is the number of establishments in March of the 
previous year. For example, birth of establishment number for 1993 is 
the number of establishment births that occurred between March 1992 
and March 1993. The initial establishment number for 1993 is the 
number of establishments that existed as of March 1992. The SBA loan 
data follows a fiscal year. Hence, the number of SBA loans and the 
approved amount for 1993 are the aggregate values for all loans 
approved in FY1993, i.e., July 1992- June 1993.  

Table 1 presents the summary statistics of the main variables used in 
the analysis. Employment growth during the ten year period is about 16 
percent, which translates to an annualized growth rate of about 1.5 
percent. The descriptive statistics indicate that small businesses are 
responsible for 73% of urban establishments but only 19% of urban 
employment. On average each metropolitan area saw a birth of 1387 
small establishments where 13 of these were government-backed entre-
preneurship. Small businesses accounted for 83.6% of all establishment 
births. Average establishment size in 1993 was about 15 employees. 

 
 
4. The Impact of Entrepreneurship on Urban Growth 
 
4.1. OLS Results 
 
I begin the analysis by visually examining the relationship between 

entrepreneurship and urban employment growth. Figure 1 presents a 
scatterplot between the change in log MSA employment between 1993 
and 2002 and the log small business birth in 1993. Figure 2 and 3 
present a similar plot for MSA payroll and wage growth. A general 
upward sloping trend is observed. A higher share of small establishment 
birth is positively correlated with urban growth. I examine this 
relationship more formally in an econometric framework. Table 2 
presents the OLS results as specified in equation (4), where the 
dependent variables are employment, payroll, or wage growth in 1993-
2002. Table 3 presents corresponding results for the 5 years windows of  
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▌ Figure 1 ▌  Scatterplot of MSA employment growth (1993-2002) and small  
business births (1993) 

 
▌ Figure 2 ▌  Scatterplot of MSA payroll growth (1993-2002) and small  

business births (1993) 

 

Abilene, TX

Akron, OH
Albany, GA

Albany-Schenectady-Troy, NY

Albuquerque, NMAlexandria, LA
Allentown-Bethlehem-Easton, PA

Altoona, PA

Amarillo, TX Ann Arbor, MI

Anniston, AL

Appleton-Oshkosh-Neenah, WI
Asheville, NC

Athens, GA

Atlanta, GA

Atlantic-Cape May, NJ

Augusta-Aiken, GA-SC

Austin-San Marcos, TX

Bakersfield, CA

Baltimore, MD
Bangor, ME

Barnstable-Yarmouth, MA

Baton Rouge, LA

Beaumont-Port Arthur, TX

Bellingham, WA

Benton Harbor, MI

Bergen-Passaic, NJ

Billings, MT
Biloxi-Gulfport-Pascagoula, MS

Binghamton, NY

Birmingham, AL

Bismarck, ND
Bloomington, IN

Bloomington-Normal, IL

Boise City, ID

Boston, MA-NH

Boulder-Longmont, CO

Brazoria, TX

Bremerton, WA

Bridgeport, CTBrockton, MA

Brownsville-Harlingen-San Benito, TX

Bryan-College Station, TX

Buffalo-Niagara Falls, NY

Burlington, VT

Canton-Massillon, OH

Casper, WY

Cedar Rapids, IAChampaign-Urbana, IL

Charleston-North Charleston, SC

Charleston, WV

Charlotte-Gastonia-Rock Hill, NC-SC

Charlottesville, VA

Chattanooga, TN-GA
Cheyenne, WY

Chicago, IL

Chico-Paradise, CA

Cincinnati, OH-KY-IN

Clarksville-Hopkinsville, TN-KY

Cleveland-Lorain-Elyria, OH

Colorado Springs, CO

Columbia, MO

Columbia, SC

Columbus, GA-AL

Columbus, OH

Corpus Christi, TX

Dallas, TX

Danbury, CT

Danville, VA

Davenport-Moline-Rock Island, IA-IL

Dayton-Springfield, OH

Daytona Beach, FL

Decatur, AL

Decatur, IL

Denver, CO

Des Moines, IA

Detroit, MI

Dothan, AL

Dover, DE

Dubuque, IA

Duluth-Superior, MN-WI

Dutchess County, NY

Eau Claire, WI

El Paso, TX
Elkhart-Goshen, IN

Elmira, NY
Erie, PA

Eugene-Springfield, OR

Evansville-Henderson, IN-KY

Fargo-Moorhead, ND-MN

Fayetteville, NC

Fayetteville-Springdale-Rogers, AR

Fitchburg-Leominster, MA

Flint, MI

Florence, AL

Florence, SC

Fort Collins-Loveland, CO

Fort Lauderdale, FL

Fort Myers-Cape Coral, FL

Fort Pierce-Port St. Lucie, FL

Fort Smith, AR-OK

Fort Walton Beach, FL

Fort Wayne, IN

Fort Worth-Arlington, TX

Fresno, CA

Gadsden, AL

Gainesville, FL

Galveston-Texas City, TX

Gary, IN

Glens Falls, NY

Goldsboro, NC

Grand Forks, ND-MN

Grand Rapids-Muskegon-Holland, MI

Great Falls, MT

Greeley, CO

Green Bay, WI

Greensboro-Winston-Salem-High Point, NC

Greenville, NC

Greenville-Spartanburg-Anderson, SC

Hagerstown, MD

Hamilton-Middletown, OH

Harrisburg-Lebanon-Carlisle, PA

Hartford, CT
Hickory-Morganton, NC

Houma, LA

Houston, TX

Huntington-Ashland, WV-KY-OH

Huntsville, AL

Indianapolis, IN

Iowa City, IA

Jackson, MI

Jackson, MS

Jackson, TN

Jacksonville, FL

Jacksonville, NC

Janesville-Beloit, WI

Jersey City, NJ

Johnson City-Kingsport-Bristol, TN-VA

Joplin, MO

Kalamazoo-Battle Creek, MI

Kankakee, IL

Kansas City, MO-KS

Kenosha, WI

Killeen-Temple, TX

Knoxville, TN

Kokomo, IN

La Crosse, WI-MN

Lafayette, LA

Lafayette, IN

Lake Charles, LA

Lakeland-Winter Haven, FLLancaster, PA

Lansing-East Lansing, MI

Laredo, TXLas Cruces, NM

Las Vegas, NV-AZ

Lawrence, KS

Lawrence, MA-NH

Lawton, OK

Lewiston-Auburn, ME
Lexington, KY

Lima, OH

Lincoln, NE

Little Rock-North Little Rock, AR
Longview-Marshall, TX

Los Angeles-Long Beach, CA

Louisville, KY-IN

Lowell, MA-NH
Lubbock, TX

Lynchburg, VAMacon, GA

Madison, WI

Manchester, NH

Mansfield, OH

McAllen-Edinburg-Mission, TX

Medford-Ashland, OR

Melbourne-Titusville-Palm Bay, FL
Memphis, TN-AR-MS

Merced, CA

Miami, FL

Middlesex-Somerset-Hunterdon, NJ

Milwaukee-Waukesha, WI

Minneapolis-St. Paul, MN-WI

Mobile, AL

Modesto, CA
Monmouth-Ocean, NJ

Monroe, LA
Montgomery, AL

Muncie, IN

Myrtle Beach, SC
Naples, FL

Nashua, NH

Nashville, TN

Nassau-Suffolk, NY

New Bedford, MA

New Haven-Meriden, CT

New London-Norwich, CT-RI

New Orleans, LA
New York, NY

Newark, NJ

Newburgh, NY-PA
Norfolk-Va. Beach-Newport News, VA-NC

Oakland, CA

Ocala, FL

Odessa-Midland, TX

Oklahoma City, OK

Olympia, WA

Omaha, NE-IA

Orange County, CA

Orlando, FL

Owensboro, KY

Panama City, FL

Parkersburg-Marietta, WV-OH

Pensacola, FL

Peoria-Pekin, IL Philadelphia, PA-NJ

Phoenix-Mesa, AZ

Pine Bluff, AR

Pittsburgh, PA

Pittsfield, MA

Portland, ME
Portland-Vancouver, OR-WA

Portsmouth-Rochester, NH-ME

Providence-Fall River-Warwick, RI-MA

Provo-Orem, UT

Pueblo, COPunta Gorda, FL

Racine, WI

Raleigh-Durham-Chapel Hill, NC

Rapid City, SD

Reading, PA

Redding, CA

Reno, NV

Richland-Kennewick-Pasco, WA

Richmond-Petersburg, VA

Riverside-San Bernardino, CA

Roanoke, VA

Rochester, MN

Rochester, NY
Rockford, IL

Rocky Mount, NC

Sacramento, CA

Saginaw-Bay City-Midland, MI

St. Cloud, MN

St. Joseph, MO
St. Louis, MO-IL

Salem, OR
Salinas, CA

Salt Lake City-Ogden, UT

San Angelo, TX

San Antonio, TX
San Diego, CA

San Francisco, CA

San Jose, CA

San Luis Obispo-Atasc.-Paso Robles, CA

Santa Barbara-Santa Maria-Lompoc, CA

Santa Cruz-Watsonville, CA

Santa Fe, NM

Santa Rosa, CA

Sarasota-Bradenton, FL
Savannah, GA

Scranton-Wilkes-Barre-Hazleton, PA

Seattle-Bellevue-Everett, WA

Sharon, PA

Sheboygan, WI
Sherman-Denison, TX Shreveport-Bossier City, LA

Sioux City, IA-NE

Sioux Falls, SD

South Bend, IN

Spokane, WA

Springfield, IL

Springfield, MO

Springfield, MA

Stamford-Norwalk, CT

State College, PA

Stockton-Lodi, CA

Sumter, SC

Syracuse, NY

Tacoma, WA

Tallahassee, FL
Tampa-St. Petersburg-Clearwater, FL

Terre Haute, IN

Texarkana, TX-Texarkana, AR Toledo, OH

Topeka, KS

Trenton, NJ

Tucson, AZ

Tulsa, OK
Tuscaloosa, AL

Tyler, TX

Utica-Rome, NY

Vallejo-Fairfield-Napa, CA

Ventura, CA

Victoria, TX

Vineland-Millville-Bridgeton, NJ

Visalia-Tulare-Porterville, CA

Waco, TX

Washington, DC-MD-VA-WV

Waterbury, CT

Waterloo-Cedar Falls, IA

Wausau, WI

West Palm Beach-Boca Raton, FL

Wheeling, WV-OH
Wichita, KS

Wichita Falls, TXWilliamsport, PA

Wilmington-Newark, DE-MD

Wilmington, NC

Worcester, MA-CT
Yakima, WA

Yolo, CA

York, PA

Youngstown-Warren, OH

Yuba City, CA

Yuma, AZ

-.2
0

.2
.4

.6
C

ha
ng

e 
in

 lo
g 

M
S

A
 e

m
pl

oy
m

en
t, 

19
93

-2
00

2

4 6 8 10
Log birth of small establishments, 1992-1993

Abilene, TX

Akron, OHAlbany, GA
Albany-Schenectady-Troy, NY

Albuquerque, NM

Alexandria, LA

Allentown-Bethlehem-Easton, PA

Altoona, PA
Amarillo, TX

Ann Arbor, MI

Anniston, AL

Appleton-Oshkosh-Neenah, WI

Asheville, NC

Athens, GA

Atlanta, GA

Atlantic-Cape May, NJAugusta-Aiken, GA-SC

Austin-San Marcos, TX

Bakersfield, CA
Baltimore, MD

Bangor, ME

Barnstable-Yarmouth, MA

Baton Rouge, LA

Beaumont-Port Arthur, TX

Bellingham, WA

Benton Harbor, MI
Bergen-Passaic, NJ

Billings, MT

Biloxi-Gulfport-Pascagoula, MS

Binghamton, NY

Birmingham, AL

Bismarck, ND

Bloomington, IN

Bloomington-Normal, IL

Boise City, ID

Boston, MA-NH

Boulder-Longmont, CO

Brazoria, TX

Bremerton, WA

Bridgeport, CT

Brockton, MA

Brownsville-Harlingen-San Benito, TX

Bryan-College Station, TX

Buffalo-Niagara Falls, NY

Burlington, VT

Canton-Massillon, OH

Casper, WY

Cedar Rapids, IA

Champaign-Urbana, IL

Charleston-North Charleston, SC

Charleston, WV

Charlotte-Gastonia-Rock Hill, NC-SC

Charlottesville, VA

Chattanooga, TN-GACheyenne, WY Chicago, IL
Chico-Paradise, CA

Cincinnati, OH-KY-IN

Clarksville-Hopkinsville, TN-KY

Cleveland-Lorain-Elyria, OH

Colorado Springs, CO

Columbia, MO

Columbia, SC

Columbus, GA-AL

Columbus, OH

Corpus Christi, TX

Dallas, TX

Danbury, CT

Danville, VA

Davenport-Moline-Rock Island, IA-IL

Dayton-Springfield, OH

Daytona Beach, FL

Decatur, AL

Decatur, IL

Denver, CO

Des Moines, IA

Detroit, MI

Dothan, AL

Dover, DE

Dubuque, IA

Duluth-Superior, MN-WI

Dutchess County, NY
Eau Claire, WI

El Paso, TX

Elkhart-Goshen, IN

Elmira, NY
Erie, PA

Eugene-Springfield, OR

Evansville-Henderson, IN-KY

Fargo-Moorhead, ND-MN

Fayetteville, NC

Fayetteville-Springdale-Rogers, AR

Fitchburg-Leominster, MA

Flint, MI

Florence, AL

Florence, SC

Fort Collins-Loveland, CO

Fort Lauderdale, FL

Fort Myers-Cape Coral, FL

Fort Pierce-Port St. Lucie, FL

Fort Smith, AR-OK

Fort Walton Beach, FL

Fort Wayne, IN

Fort Worth-Arlington, TX

Fresno, CA

Gadsden, AL

Gainesville, FL

Galveston-Texas City, TX

Gary, IN

Glens Falls, NY

Goldsboro, NC

Grand Forks, ND-MN

Grand Rapids-Muskegon-Holland, MI

Great Falls, MT

Greeley, CO

Green Bay, WI

Greensboro-Winston-Salem-High Point, NC

Greenville, NC
Greenville-Spartanburg-Anderson, SC

Hagerstown, MD
Hamilton-Middletown, OH

Harrisburg-Lebanon-Carlisle, PA

Hartford, CT

Hickory-Morganton, NC

Houma, LA

Houston, TX

Huntington-Ashland, WV-KY-OH

Huntsville, AL

Indianapolis, IN

Iowa City, IA

Jackson, MI

Jackson, MS

Jackson, TN Jacksonville, FL

Jacksonville, NC

Janesville-Beloit, WI

Jersey City, NJ

Johnson City-Kingsport-Bristol, TN-VA

Joplin, MO

Kalamazoo-Battle Creek, MI

Kankakee, IL

Kansas City, MO-KS

Kenosha, WI

Killeen-Temple, TX

Knoxville, TN

Kokomo, IN

La Crosse, WI-MN

Lafayette, LA

Lafayette, IN

Lake Charles, LA

Lakeland-Winter Haven, FL

Lancaster, PA

Lansing-East Lansing, MI

Laredo, TX
Las Cruces, NM

Las Vegas, NV-AZ

Lawrence, KS

Lawrence, MA-NH

Lawton, OK

Lewiston-Auburn, ME
Lexington, KY

Lima, OH

Lincoln, NE

Little Rock-North Little Rock, AR

Longview-Marshall, TX Los Angeles-Long Beach, CA

Louisville, KY-IN

Lowell, MA-NH

Lubbock, TX

Lynchburg, VA

Macon, GA

Madison, WI

Manchester, NH

Mansfield, OH

McAllen-Edinburg-Mission, TX

Medford-Ashland, OR

Melbourne-Titusville-Palm Bay, FL

Memphis, TN-AR-MS

Merced, CA

Miami, FL

Middlesex-Somerset-Hunterdon, NJ

Milwaukee-Waukesha, WI

Minneapolis-St. Paul, MN-WI

Mobile, AL

Modesto, CA
Monmouth-Ocean, NJ

Monroe, LA

Montgomery, AL

Muncie, IN

Myrtle Beach, SC

Naples, FL

Nashua, NH

Nashville, TN

Nassau-Suffolk, NY

New Bedford, MA
New Haven-Meriden, CT

New London-Norwich, CT-RI

New Orleans, LA

New York, NY

Newark, NJ

Newburgh, NY-PA

Norfolk-Va. Beach-Newport News, VA-NC

Oakland, CA

Ocala, FL

Odessa-Midland, TX

Oklahoma City, OK

Olympia, WA
Omaha, NE-IA

Orange County, CA

Orlando, FL

Owensboro, KY

Panama City, FL

Parkersburg-Marietta, WV-OH

Pensacola, FL

Peoria-Pekin, IL

Philadelphia, PA-NJ

Phoenix-Mesa, AZ

Pine Bluff, AR

Pittsburgh, PA

Pittsfield, MA

Portland, ME
Portland-Vancouver, OR-WA

Portsmouth-Rochester, NH-ME

Providence-Fall River-Warwick, RI-MA

Provo-Orem, UT

Pueblo, CO

Punta Gorda, FL

Racine, WI

Raleigh-Durham-Chapel Hill, NC

Rapid City, SD

Reading, PA

Redding, CA

Reno, NV

Richland-Kennewick-Pasco, WA

Richmond-Petersburg, VA

Riverside-San Bernardino, CA

Roanoke, VA

Rochester, MN

Rochester, NY

Rockford, IL

Rocky Mount, NC

Sacramento, CA

Saginaw-Bay City-Midland, MI

St. Cloud, MN

St. Joseph, MO

St. Louis, MO-IL

Salem, OR

Salinas, CA
Salt Lake City-Ogden, UT

San Angelo, TX

San Antonio, TX

San Diego, CA

San Francisco, CA

San Jose, CASan Luis Obispo-Atasc.-Paso Robles, CA

Santa Barbara-Santa Maria-Lompoc, CA

Santa Cruz-Watsonville, CA

Santa Fe, NM

Santa Rosa, CA

Sarasota-Bradenton, FL

Savannah, GA

Scranton-Wilkes-Barre-Hazleton, PA

Seattle-Bellevue-Everett, WA

Sharon, PA

Sheboygan, WI
Sherman-Denison, TX

Shreveport-Bossier City, LA

Sioux City, IA-NE

Sioux Falls, SD

South Bend, IN

Spokane, WA

Springfield, IL

Springfield, MO

Springfield, MA

Stamford-Norwalk, CT

State College, PA

Stockton-Lodi, CA

Sumter, SC

Syracuse, NY

Tacoma, WA

Tallahassee, FL

Tampa-St. Petersburg-Clearwater, FL

Terre Haute, IN

Texarkana, TX-Texarkana, AR
Toledo, OH

Topeka, KS

Trenton, NJ

Tucson, AZ

Tulsa, OKTuscaloosa, AL

Tyler, TX

Utica-Rome, NY

Vallejo-Fairfield-Napa, CA
Ventura, CA

Victoria, TX

Vineland-Millville-Bridgeton, NJ

Visalia-Tulare-Porterville, CA
Waco, TX

Washington, DC-MD-VA-WV

Waterbury, CT
Waterloo-Cedar Falls, IA

Wausau, WI

West Palm Beach-Boca Raton, FL

Wheeling, WV-OH

Wichita, KS

Wichita Falls, TX

Williamsport, PA

Wilmington-Newark, DE-MDWilmington, NC

Worcester, MA-CTYakima, WA

Yolo, CA

York, PA

Youngstown-Warren, OH

Yuba City, CA

Yuma, AZ

-.2
0

.2
.4

.6
.8

C
ha

ng
e 

in
 lo

g 
M

S
A

 p
ay

ro
ll,

 1
99

3-
20

02

4 6 8 10
Log birth of small establishments, 1992-1993



 CHAPTER 4  Entrepreneurship, Small Businesses, and Economic Growth in Cities 181 

▌ Figure 3 ▌  Scatterplot of MSA wage growth (1993-2002) and small business 
births (1993) 

 

1993-1998 and 1997-2002. The main variable of interest is log small 
business birth, my main proxy for entrepreneurship. I also examine the 
impact of average establishment size, which has been used to proxy for 
entrepreneurship in the literature. I include the log establishment births 
by medium (20 to 499 employees) and large (500 or more employees) 
firms as controls. The birth of establishments by the larger firms 
represents an expansion of existing firms and does not capture any new 
firm birth. Panel A examines the growth of MSA employment, Panel B 
growth of total annual payroll, and Panel C growth of wage, which is 
payroll divided by employment. All specifications in Table 2 include 
initial employment, median family income, population, percent college 
educated and above, the house price index, and the nine census division 
dummies as base controls. 

Column (1) first examines the average establishment size effect. A 
10 percent decrease in average establishment size in 1993 is associated 
with a 1.8 percent higher employment, 2.3 percent higher payroll, and 
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0.4 percent higher wages after 10 years. The employment and payroll 
effects are statistically significant at one percent level. Cities with 
smaller establishments on average have higher economic growth. 
However, given that average establishment size can imply various 
aspects of an urban economy, I next examine my main proxy for 
entrepreneurship, small business births. Column (2) indicates that a 10 
percent increase in small business birth is associated with a 1.3 percent 
higher employment, 1.8 percent higher payroll, and 0.58 percent higher 
wages after 10 years. All coefficient estimates are statistically 
significant at the 1 percent level. Not only is there employment growth, 
there is also productivity growth from entrepreneurship. The contribution of 
establishment births by the expansion of larger firms on employment 
growth is considerably smaller. The birth of small businesses 
contributes to urban growth at considerably higher degrees than 
establishment expansions by larger firms. When I focusing on the small 
business birth results in column (3), the coefficient estimates increase 
slightly for employment, payroll, and wages. In examining the impact of 
new firm births, the number of births relative to the total number of 
initial establishments could matter for growth. Also, there could be 
mean reversion in the number of establishments within MSAs. Hence, in 
columns (4) and (5) I control for the log number of establishments in 
1992 for the three employee size categories. The coefficient estimates 
on small business births increase almost twofold. Focusing on column 
(5), a 10 percent increase in small business births is associated with a 
2.7 percent higher employment and 3.6 percent higher payroll after 10 
years. The larger coefficient estimates on entrepreneurship for payroll 
growth than that for employment growth imply that wage would 
increase with entrepreneurship. Panel C documents this pattern. A 10 
percent increase in small business birth results in about 1 percent higher 
wages after 10 years. The coefficient estimates on the log initial number 
of small establishments and log employment in Panel A are negative 
and statistically significant. These estimates are consistent with mean 
reversion in employment and small establishments. However, cities that 
initially have a higher number of medium sized establishments see 
higher employment growth.  
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Table 3 examines five year economic growth. The coefficient estimates 
show similar pattern to Table 2, with the impact of entrepreneurship on 
1997 to 2002 growth being larger than on 1993 to 1998 growth. 
Focusing on the small business birth results in column (3), a 10 percent 
increase in entrepreneurship is associated with an annualized 
employment growth rate of about 0.32 percent in Panel A, and 0.46 
percent in Panel B. The 10 year growth results in Table 2 column (5) 
returns an annualized growth rate of about 0.26 percent. The fact that 
the annualized growth rates for the five year periods are higher than for 
the ten year period is consistent with faster growth of businesses when 
they are young as  documented by Haltwinger et al (2013). The larger 
coefficient estimates on entrepreneurship for payroll growth than that 
for employment growth imply that wage would increase with entrepren-
eurship. Columns (7) to (9) document this pattern. A 10 percent increase 
in entrepreneurship is associated with 0.54 to 0.56 percent higher wages 
after five years.  

Tables 2 and 3 depict an equilibrium relation rather than a causal 
impact of entrepreneurship on urban growth. Unobserved factors that 
increase a city’s growth potential would increase urban entrepreneurial 
activity as well as actual growth. Such omitted variable would render 
the OLS coefficient estimates on entrepreneurship biased. To alleviate 
some of the concerns that arise in the cross-sectional analysis, I present 
first difference estimates in Table 4 based on the following model: 

 ∆ ln ܻ,ଵଽଽିଶଶ െ ∆ ln ܻ,ଵଽଽଷିଵଽଽ଼    ൌ ∆ߚ ln ݁,ଵଽଽଷିଵଽଽ  ∆ ln ܺ,ଵଽଽଷିଵଽଽ · ߛ   ,ଵଽଽଷିଵଽଽ.          (6)ߝ
 
This specification essentially takes the difference between the 

specifications in Table 3 Panels A and B and runs an OLS estimation. 
The first differencing would deal with unobserved constant MSA fixed 
effects, such as static metropolitan area growth potentials. However, first 
differencing a dynamic framework mechanically introduces endogeneity if 
the error terms are correlated over time, a very likely scenario. Hence, 
one should examine the Table 4 results with such caveat in mind. 

The coefficient estimates are considerably smaller than those observed 
in Table 3. For instance, the coefficient estimate on employment growth 
in Table 4 column (3) is 0.12 compared to 0.16 and 0.23 in Table 3 
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▌ Table 4 ▌  Impact of Entrepreneurship on Urban Economic Growth: First-difference  
Estimates 

 
Notes: The unit of analysis is the MSA and the number of observations is 316. Establishment births for year t 

are counted between March of year t-1 and March of year t. Establishment per employee is the 
number of all establishments divided by the number of all employees in the MSA. The “small business 
births” variable includes all new firm creation and expansions by firms with less than 20 employees. 
The “establishment birth by existing medium firms” variable refers to expansion by firms with 20-499 
employees. The “establishment birth by existing large firms” variable refers expansion by firms with 
over 500 employees. Base controls include the change in log employment, payroll, population, and 
house price index, and the 1990 percent college educated and log median family income. Initial 
establishment controls are the change in the three establishment number variables. The dependent 
variable is the change in five year employment growth in Panel A, the change in five year annual 
payroll growth in Panel B, and the change in wage growth in Panel C. * p<0.1, ** p<0.05, *** p<0.01. 
Robust standard errors are in parentheses.  

(1) (2) (3)

Panel A: Dependent variable:

-0.406***
(0.117)

0.116*** 0.122***
(0.0310) (0.0325)
0.0359

(0.0221)
-0.00115
(0.0115)

R-squared 0.576 0.598 0.585

Panel B: Dependent variable:

-0.347**
(0.143)

0.114*** 0.115***
(0.0421) (0.0420)
0.0146

(0.0236)
-0.00761
(0.0163)

R-squared 0.576 0.582 0.581

Panel C: Dependent variable:

0.0593
(0.0737)

-0.00230 -0.00723
(0.0232) (0.0230)

-0.0214***
(0.00785)
-0.00647
(0.00838)

Base controls Y Y Y
Initial establishment controls Y Y Y
R-squared 0.552 0.571 0.559

Change in 5 year wage growth, 
(1997 to 2002 growth) - (1993 to 1998 growth)

ΔLog small business births between 1993 and 1997

ΔLog establishment births by medium firms between 1993 
and 1997
ΔLog establishment births by large firms between 1993 and 
1997

Change in 5 year employment growth, 
(1997 to 2002 growth) - (1993 to 1998 growth)

Change in 5 year payroll growth, 
(1997 to 2002 growth) - (1993 to 1998 growth)

ΔLog small business births between 1993 and 1997

ΔLog establishment births by medium firms between 1993 
and 1997
ΔLog establishment births by large firms between 1993 and 
1997

ΔLog small business births between 1993 and 1997

ΔLog establishment births by medium firms between 1993 
and 1997
ΔLog establishment births by large firms between 1993 and 
1997

ΔLog average establishment size between 1993 and 1997

ΔLog average establishment size between 1993 and 1997

ΔLog average establishment size between 1993 and 1997

(1)        (2)                        (3) 



186 Job Creation and Business Investment as Pathways to a Creative Economy  

column (3). Similarly the coefficient estimates are smaller for payroll 
growth and wage growth. Dealing with unobserved MSA level static 
growth potential by first differencing seems to have mitigated the 
omitted variable bias in the cross sectional analyses of Tables 2 and 3.  

I also separately examine the impact of firm expansion by existing 
medium and large firms on urban economic growth in Appendix Table 1. 
I run regressions where log establishment births by medium or large 
firms in 1993 are the main covariate of interest. As in previous tables, I 
run both OLS regressions and first-differenced regressions. The 
coefficient estimates on firm expansion are nearly three folds smaller 
than the estimates on small business births. Furthermore, the coefficient 
estimates in the first-differenced regression are no longer statistically 
different from zero for employment and payroll, regardless of firm size. 
Though new business birth and existing firm expansion are correlated 
within cities, new business birth is driving the five years and ten years 
urban economic growth results.    

 

4.2. Homestead Exemption Levels as Instrumental  
Variables and 2SLS Results  

 
If there are unobserved time varying MSA level growth potentials that 

are correlated with entrepreneurship, then dealing with MSA fixed 
effects will not be sufficient for obtaining unbiased estimates. For 
example, if potential entrepreneurs perceive that in 1993 that a city will 
be increasingly favorable for growth and start businesses then the 
endogeneity concern remains. To deal with these potential problems, I 
also estimate the impact of entrepreneurship on urban growth using the 
homestead exemption levels in 1975 as instrumental variables. When a 
non-incorporated business is no longer financially viable, the debt of the 
business becomes personal liability of the business owner and he or she 
can file for personal bankruptcy.6 However, in these unfortunate 
                                                 
 6 Over 70% of small businesses are sole proprietors. Partnerships are also unincorporated 

and hence are eligible for personal bankruptcy procedures. Limited liability 
companies and corporations limit the financial liability of the owner or shareholder. 
http://www.sba.gov/community/blogs/top-10-questions-about-small-business-
incorporation-answered 
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instances property exemption laws in the US have protected a part of the 
debtor’s assets. Such property exemption has existed in the US since 
1845 when Texas became a US state, and by 1898 people could file for 
bankruptcy under a federal bankruptcy law and receive protection 

 
▌ Table 5 ▌  Homestead Exemption in 1975 and Year Interstate Banking was   

Permitted by State 

 
Notes: Exemption amounts are nominal and were collected from Posner et al.(2001). U dentotes unlimited 

exemption. Exemption  amount was not available for DC. Year of interstate branching collected from 
the St. Louis Fed publication at www.stlouisfed.org/publications/re/2007/b/pdf/dereg.pdf. 
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according to each state’s homestead exemption level (Posner et al. 
2001). Homestead exemption protects ownership on real property, such 
as house or land, up to the specified level. If an entrepreneur owns 
$50,000 equity in a house and files for bankruptcy in a state where the 
homestead exemption level is $20,000, the entrepreneur would keep 
$20,000 and the rest would go to the (unsecured) creditors.  

As Table 5 indicates the homestead exemption levels in 1975 were 
set by each state and vary significantly across states. The exemption 
levels ranged from zero in Connecticut, Delaware, Maryland, New 
jersey, Ohio, Pennsylvania, Rhode Island, and West Virginia to 
unlimited in Arkansas, Florida, Iowa, Kansas, Minnesota, Oklahoma, 
South Dakota and Texas. An entrepreneur filing for bankruptcy in Iowa 
could keep his or her home and land in entirety, where as one in Ohio 
would have lost his house if debt was greater than equity in his house. 
Given that there are unlimited exemption levels, I cannot simply use the 
continuous exemption level as the instrumental variable. Hence, I first 
construct two state exemption level variables: ܷ ௦ܰ, a dummy equal to 
one if the state has unlimited exemption and equal to zero if the state has 
limited or no exemption, and ܺܧ௦, the state exemption level. ܺܧ௦ is set 
to zero for states with unlimited exemption.  For MSAs not contained 
entirely within one state, I average each variable across the states each 
MSA overlaps with. Hence, the final set of MSA level instrumental 
variables are: 

 ܷ ܰ ൌ ଵேሾ௦אሽ ∑ ܷ ௦ܰ௦א ܧ݈݊ , ܺ ൌ logሺ ଵேሾ௦אሽ ∑ א௦௦ܺܧ  1ሻ.   (7) 
 
Where i indexes for MSAs and s for states. Two conditions are 

needed for the above set of homestead exemption level variables to 
serve as a valid instrument for entrepreneurship in equation (4). The first 
is that exemption levels need to impact entrepreneurship. The literature 
provides direct evidence on this relationship. Fan and White (2003) 
discuss how higher exemption levels serve as a wealth insurance and 
induce risk averse potential entrepreneurs to start a business. They 
empirically confirm this using household level data. I will find strong 
evidence of this correlation at the aggregate level in my data as well.  
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The second condition, that conditional on city economic conditions 
in 1993, the 1975 homestead exemption level impacts 1993-2002 urban 
growth only through its impact on entrepreneurship warrants further 
understanding of the variance in exemption levels across states. What 
explains the astonishingly wide variance in exemption levels? As Posner 
et al. (2001) points out, hypotheses relating the difference in the demand 
for insurance, or in altruism are unlikely to explain such wide variance. 
They examine the cross sectional variation in homestead exemption 
level in a regression framework by including multiple variables, such as 
income, charitable giving, population density, farm proprietors share, 
and find that only the historical exemption levels in 1920 predict current 
exemption levels. Their argument that (1) initially sparsely populated 
states in the 1800s set high homestead exemption levels to compete for 
migrants and that (2) whenever state lawmakers would negotiate the 
exemption level the bargaining point would be the then current levels 
provides a convincing explanation of the persistent variation of 
exemption level across states. The assumption for instrument exogeneity 
holds if unobserved MSA level static and dynamic growth potential 
between 1993-2002, controlling for 1993 economic conditions and 
entrepreneurship, is not correlated with the homestead exemption levels 
in 1975. 

Table 6 presents the instrumental variable regression results. The 
estimation in practice is identical to equation (4) where the 
entrepreneurship variable is instrumented with the homestead exemption 
variables in equation (7). Regressions that examine the impact of 
average establishment size include the base controls and the Census 
division dummies. Specifications that use small business births as the 
main proxy for entrepreneurship additionally control for the number of 
small, medium, and large establishments in 1992. Panel A presents the 
first stage of the 2SLS estimation. Column (1) examines the impact of 
the unlimited exemption variable on the average establishment size 
variable. Average establishment sizes is about 2 percent smaller in 
metropolitan areas with unlimited exemption versus not. Column (2) 
examines the impact of the unlimited exemption variable on small 
business births. Small business births are eleven percent higher in 
metropolitan areas with unlimited exemption versus not. Columns (3)  
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and (4) add the continuous log exemption level variable. The coefficient 
estimates on both instrumental variables are negative but the statistical 
significance weakens quite a bit in column (3). In column (4) the 
coefficient estimates on both instruments are positive and statistically 
significant at the 5 percent level. A doubling of the exemption level 
increases small establishment birth by 0.6%. Overall, Panel A results 
indicate that (1) higher exemption levels increase entrepreneurship, (2) 
the unlimited exemption variable is a stronger instrument, and (3) that 
the instruments work better for small business births than average 
establishment size. The F-statistics at the bottom of Table 6 reflect this. 
The F-statistics are strong and above 10 in columns (1) and (2), are 
smaller in columns (3) and (4), and is less than 10 in column (3).7 

Table 6 Panels B through D present the 2SLS results on employment, 
payroll, and wage growth using the homestead exemption variables as 
instruments. Columns (1) and (2) use only the unlimited exemption 
variable as the instrument and Columns (3) and (4) use both variables in 
the instrument set. First focusing on specifications that use the small 
business births variable, 10% more small business birth in 1993 leads to 
1.1~2.2% more employment, 3.1~4% higher total annual payroll, and 
1.8~2% higher wages after 10 years. The 2SLS estimates for 
employment growth are smaller in magnitude relative to the OLS 
estimate in Table 2 indicating that the instrumental variable estimates 
substantially corrected for potential omitted variables in employment 
growth. The 2SLS estimate on payroll growth decreases relative to the 
OLS estimate when both instruments are used but is actually larger 
when only one instrument is used. 

However, the 2SLS estimates on average establishment size are 
larger in magnitude compared to the OLS estimates. A 10 percent 
decrease in average establishment size increases employment by about 
2.6 percent, annual payroll by 4.9%, and wage by 2.2~2.3% after ten 

                                                 
 7 Appendix Table 2 examines the impact of the homestead exemption variables on 

expansions by medium and large firms. Given that small business births and existing 
firm expansion are correlated within cities, I do find positive correlation between the 
instrumental variables and firm expansion. However, once I control form small 
business birth the impact of the homestead exemption variables on firm expansion 
goes away.  
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years. The coefficient estimates are quite robust regardless of whether I 
use one or both instruments. The finding that the 2SLS estimates change 
relative to the OLS estimates in opposite directions depending on which 
entrepreneurship variable I use is actually intuitive. The main omitted 
variable, unobserved MSA growth potential, will likely be positively 
correlated with small business births and thus be negatively correlated 
with average establishment size.8 

Note that the 2SLS estimates implicitly assume that the variation in 
the homestead exemption levels impacts the number of births but not the 
average entrepreneurial ability in each MSA. However, it is unlikely to 
be the case. Consider a distribution of entrepreneurial ability in a city. If 
homestead exemption serves as a wealth insurance as in Fan and White 
(2003), cities with higher exemption will see more new businesses. 
Depending on whether the marginal entrepreneur’s entrepreneurial 
ability is greater or lower than the existing average entrepreneurial 
ability in the city, the 2SLS estimate on the number of entrepreneurship 
may over or understate the true impact. If higher homestead exemption 
renders the marginal entrepreneur to be of lower ability than the average, 
the 2SLS estimates we get in Table 6 is likely a lower bound. On the 
other hand, if higher homestead exemption renders the marginal 
entrepreneur to be of higher ability than the average, the 2SLS estimates 
we get in Table 6 are likely to be larger than the true impact.9 I do not 
have data to test which situation is likely to be the case. However, if we 
assume a model where the decision to become an entrepreneur is non-
decreasing in wealth and entrepreneurial ability, and that the additional 
wealth insurance from higher homestead exemption levels mostly 
impacts the contribution of wealth on start-up decision, then the 

                                                 
 8 Glaeser et al. (2013) examine the impact of average establishment size on 1982-2002 

employment growth using distance to mines and the quantity of mineral deposits as 
instrumental variables. They find coefficient estimates that range from -0.87 to -0.96.  

 9 Note that this argument assumes a closed city or that all cities are identical. If 
entrepreneurs of different ability sort across cities to take advantage of higher 
homestead exemption, one would need to consider whether there is positive or 
negative selection across cities as well. I abstract away from this discussion. 
However, there is evidence that entrepreneurs disproportionately start their 
businesses in their hometowns (Michelacci and Silva, 2007). 
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marginal entrepreneur’s ability would be lower than the average.10 This 
would imply that the 2SLS estimates in Table 6 are lower bounds.   

 
4.3 Sensitivity Analysis 
 
A geographic pattern is noticeable from the homestead exemption 

levels in Table 4. The southern and western states tend to have higher 
exemption levels than the northeastern states. A natural concern is 
whether this variation is related to state business environment that could 
impact both state bankruptcy laws and entrepreneurship levels. In Table 
7, I test whether such concern might be valid by adding variables that 
proxy for state business environment to the 2SLS regressions. I use the 
specification that uses the share of MSA with unlimited exemption level 
in 1975 as the instrument, since including both instruments weakens the 
first stage F-statistic. Appendix Table 3 presents the results when I use 
both instrumental variables. Panel A adds the minimum wage for each 
MSA. For MSAs that cross state borders, I use a population weighted 
average. The minimum wage level could potentially impact an 
entrepreneur’s decision to start a business. However, the first-stage F-
                                                 
10  Suppose a potential entrepreneur’s decision to start a business depends on the 

individual’s wealth w and entrepreneurial ability a. Further assume that wealth w 
and entrepreneurial ability a are uniformly distributed across a two-dimensional 
space. I assume that the decision to become an entrepreneur is non-decreasing in 
wealth w and entrepreneurial ability a. Wealth captures both collateral used to start a 
business, as well as risk preference, so that higher w will imply a higher propensity 
to start a business. Higher entrepreneurial ability will also imply a higher propensity 
to start a business. Given w and a there will be an expected payoff for 
entrepreneurship and working for others. If the expected payoff of entrepreneurship 
is greater than the wage earnings, one will start a business. In other words, one can 
think of a simple decision rule that can be expressed as below: ܦ௧௨ ൌ 1, ݓ߬ ݂݅  ߮ܽ  ௧௨ܦ ܿ ൌ 0, ݓ߬ ݂݅  ߮ܽ ൏ ܿ 

 for some parameters ߬  and ߮  and cutoff c. ܦ௧௨  equals one for an 
entrepreneur and zero if one works for another. Depending on how higher 
exemption level might impact the relative importance of the two factors, i.e., the 
ratio ߬/߮, the average ability of observed entrepreneurs in the metropolitan area will 
differ. If higher exemption serves as a wealth insurance and increases the relative 
importance of wealth, i.e., ߬/߮ increases, then average ability E(a) in the city will 
decrease.  
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statistics and the coefficient estimates on small business births are 
virtually unchanged. Panel B controls for state Right-to-work laws. I 
add a variable that captures the population share of MSA subject to 
Right-to-work laws. Similarly, the results do not change.  

Cities that had were growing in the late 1980s or early 1990s might 
have had more entrepreneurial activity and had higher homestead 
exemption levels. In Panel C, I control for population patterns by 
additional including log population in 1985 as a control. The coefficient 
estimates on entrepreneurship barely changes, though the standard 
errors become slightly larger in columns (1) and (2). Panel D controls 
for industry composition by including the employment share in 
manufacturing, retail, and services. The coefficient estimates show 
similar patterns as before but standard errors are larger.    

Lastly, before examining the agglomeration benefits of entrepreneur-
ship, I examine other mechanisms that might explain the growth impact 
of entrepreneurship. One is the mechanical channel. If there is a 
constant subset of entrepreneurs that survive and grow, then more 
entrepreneurship across cities would imply higher number of surviving 
entrepreneurs and establishments down the road. Panel E columns (1) 
and (2) examines how small business births in 1993 impact total number 
of establishments in 2002. Ideally, I would directly examine surviving 
businesses but I do not have that data. The impact is strong and 
significant. A 10 percent increase in small business birth results in 3.6% 
more establishments 10 years later. Given that there were 16,212 
establishments and 1,387 small business births in 1993, this result 
potentially suggests a large externality benefit of entrepreneurship to 
other firm creation. Another channel relates to the idea of creative 
destruction. Creative destruction suggests that new entrepreneurship 
generates growth by promoting the obsolete firms to exit. In Panel E 
columns (3) and (4), I examine how small business birth impacts 
establishment death the next period. I find a statistically significant birth 
to death elasticity of 0.63. A 10 percent increase in entrepreneurship 
generates a 6.3% increase in establishment death. 
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4.4. The Agglomeration Benefits of Entrepreneurship 
 
The OLS, first difference, and instrumental variable estimates all 

indicate that entrepreneurship contributes to urban growth. In this 
section, I examine whether the growth impact of entrepreneurship is 
simply due to the growth in the newly created businesses or whether 
there is agglomeration benefit, i.e., growth associated with other firms in 
the economy. A 10 percent increase in small establishment birth in 1993 
translates to about 139 more births at the mean. Using the preferred 
2SLS estimates this will generate about 1.1 to 2.2% more employment 
ten years later, which amounts to 2,773 to 5,546 more jobs. The Bureau 
of Labor Statistics reports that about a third of new establishments 
survive after 10 years.11 If I assume all of the employment increase 
came from the new businesses created in 1993 it would imply that on 
average each surviving business increased employment by 60 to 120. 
Unfortunately, I could not find information on the average growth of 
new businesses that survive after 10 years and hence cannot make a 
direct comparison. However, in the 1992-1993 period, there were 
564,504 firm births in the less than 20 employee category, which in 
aggregate created 3,438,106 employment in the U.S. This returns on 
average 6.1 employees per new small business created in 1993. If the 
average new business that survives after ten years is unlikely to grow 
from 6.1 employees to 54 to 78 employees, the results here imply 
substantial agglomeration benefits from entrepreneurship.  

Examining payroll growth provides a clearer picture of the 
agglomeration benefits of entrepreneurship. A 10 percent increase in 
entrepreneurship causes 3.1 to 4.0% higher annual payroll after 10 years, 
which translates to $203,166,000 to $262,149,600 in 1993 dollars. If 
this increase were distributed solely to the newly created employment 
(using the average of 4,160) each employee would get an annual pay of 
$48,838 to $63,016 in 1993 dollars. If we use the lower bound estimates 
for both employment and income growth each employee would get an 
annual pay of $73,265 in 1993 dollars. Given that the average pay for 
employees working in small establishments in 2002 was $30,004 

                                                 
11  http://www.sba.gov/advocacy/7495/29581 
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($617,583,597,000/20,583,371 employees) in 2002 dollars or $24,100 in 
1993 dollars, there seems to be substantial spill over effects of 
entrepreneurship to other firms in the economy. This simple accounting 
exercise suggests that there is agglomeration benefit of entrepreneurship, 
in addition to the creative destruction and mechanical growth channels 
discussed in Table 7.  

 
 
5. The Impact of Government-backed Entrepreneurship  

on Urban Growth 
 
5.1. Background on Small Business Loans 
 
Given the finding that entrepreneurship contributes significantly to 

urban economic growth, I next ask how the federal government’s effort 
to promote entrepreneurship performs in regards to economic growth. 
The US government established the Small Business Association (SBA) 
in 1953 to promote the creation and expansion of small businesses and 
has since served as the advocacy agency, provided guidance, and 
financially supported small businesses. The fact that there is government 
intervention implicitly implies that there is market failure in the small 
business loan market, i.e., capable potential entrepreneurs are unable to 
start or expand a business because of imperfect information, missing 
insurance markets, or discrimination. Commercial lenders are unwilling 
to lend to potential entrepreneurs without sufficient collateral, may not 
be able to properly assess the feasibility of businesses, or may 
discriminate against female or minority entrepreneurs. Because of such 
likely market imperfections, the SBA promotes entrepreneurship by 
guaranteeing loans provided through commercial lenders and taking 
over the debt in case the debtor defaults. 

The SBA’s main form of guaranteed lending is the Small Business 
Loan, also known as the 7(a) loan program.12 The Small Business Loan  
                                                 
12  There also is the Certified Development Company Loan, also known as the 504 loan 

program. The Certified Development Company (CDC) loan provides financing for 
fixed assets, such as, land, buildings, or machines, through a certified development 
company. A certified development company is a non-profit corporation set up to  
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(SBL) is based on Section 7(a) of the Small Business Act and is 
provided by commercial lenders that structure loans according to SBA’s 
guidelines and receive a guarantee from the SBA. The SBA usually 
guarantees up to 85% of the loan. The commercial lender is in charge of 
the process and the loan applicant must meet the commercial lender’s 
criteria. The applicant and the commercial lender negotiate the loan 
term subject to the SBA requirements and the applicant must meet the 
SBA’s firm size requirements and be for-profit. The purpose of this 
study is not to assess whether there is market failure in the small 
business lending market but to examine whether entrepreneurship 
supported by the SBA differ from market entrepreneurship in its 
contribution to urban economic growth. Ex ante, it is difficult to assess 
whether there is positive selection or negative selection in SBA 
supported entrepreneurship. If the SBA guarantee draws in entrepreneurs 
that were not only credit constrained but also of lower entrepreneurial 
ability, there could be negative selection into government-backed 
entrepreneurship. If high ability entrepreneurs were shun from the 
commercial lending, SBA guaranteed lending could create positive 
selection. Also, the complexity and the bureaucracy associated with the 
application process itself could generate positive selection. Hence, this 
is a question that needs to be assessed empirically. The variables used to 
measure SBA guaranteed entrepreneurship in an MSA are (1) the 
number of SBA loans approved to new businesses, and (2) the total 
dollar amount of SBA loans approved to new businesses. Descriptive 
statistics of these variables appear in Table 1. 13 
  

                                                 
promote local economic development with several hundred locations nationwide. An 
important difference is that the CDC is only available to existing small businesses 
that plan to expand its business and cannot be used to start a new business and 
hence is not subject of interest in this study. The loan portfolio is such that typically 
the applicant contributes 10% of the total cost, the commercial lender 50%, and the 
CDC 40% which is fully guaranteed by the SBA.  
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5.2. The Impact of Government Backed Entrepreneurship  
on Urban Economic Growth 

 
Table 8 Panel A reports the OLS results. Estimation is based on 

equation (4) where the entrepreneurship variables are replaced by the 
SBA loan variables. All specifications include the initial year controls 
and the census division dummies. The cross-sectional analysis on 
employment in columns (1) and (2) indicates that more government 
backed entrepreneurship measured by the number of loans approved to 
new businesses results in higher employment growth. However, the 
approved dollar amount has no significant impact on employment 
growth with coefficient estimates that are negative.13 Getting more 
entrepreneurs started seems to be more important for growth than giving 
out larger loans. When loan amount is not controlled for in column (2) 
the coefficient estimate on the number of loans is smaller and no longer 
statistically significant at the 5% level. The annual payroll results in 
columns (3) and (4) are statistically weaker in general and the negative 
impact of total loan amount is more pronounced in column (3). Columns 
(5) and (6)indicate that more SBA loans are not associated with any 
wage growth, which is in contrast with previous results showing that 
small business births increase wage growth.13    14 

The cross-sectional analysis likely suffers from endogenous SBA 
loan application and approval that relates to unobserved city 
characteristics. Table 8 Panel B presents first difference estimates, 
which controls for the MSA fixed effect at the cost of introducing the 
potential for endogeneity through correlated error terms. All estimates 
are no longer statistically significantly different from zero at standard 
levels. The OLS and first-difference results suggest that a larger number 
of SBA loans were approved in cities that were growing, but a larger 
amount of SBA loans were approved in cities that were declining. 

Table 9 further examines the impact of government guaranteed 
entrepreneurship using instrumental variables. I focus on the impact of  
                                                 
13 Samila and Sorenson (2011) also find that the number of firms receiving loans 

matter for growth but not the total amount when examining the impact of venture 
capital. The number of entrepreneurship seems to be driving force of growth and 
getting entrepreneurs off the ground is more important than giving out big loans. 
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the number of SBA loans approved to new businesses in 1993 on MSA 
growth. I introduce a couple more instruments to generate plausibly 
exogenous variation in SBA guaranteed loans: the number of SBA 
lender per capita in the metropolitan area in 1985, and years since 
interstate banking was deregulated in each metropolitan area. Table 9 
Panel A presents the first stage results of the 2SLS estimation, i.e., the 
impact of the instrumental variables on the number of SBA loans 
approved for new small businesses in 1993. All specifications in Table 9 
control for the initial economic conditions and census division dummies. 
Column (1) indicates that the number of SBA lender per capita in 1985 
strongly predicts the number of SBA guaranteed loans to new business 
in 1993. The idea behind this is that cities that have higher competition 
among lenders will likely give out more loans. The validity of the 
instrument relies on the assumption that the number of loans given out 
in 1993, conditional on MSA employment, income, population, 
education, and housing price in 1993, is related to the density of SBA 
lenders in 1985 but not to unobserved demand factors determining urban 
growth between 1993-2002.  

Column (2) uses years since interstate banking deregulation as an 
instrument. Banks in the U.S. were severely restricted in their ability to 
branch within and across state borders during most of the 20th century. 
Such restrictions were based on the concern that large concentrated 
banks would help the wealthy at the cost of the poor (Beck et al. 2010). 
Only in recent decades did states start to permit banks to open new 
branch within state (intrastate branching) and out of state (interstate 
branching), and by 1994 all restrictions were lifted with the passage of 
the Riegle-Neal Interstate Banking and Branching Efficiency Act. Table 
5 lists the years each state deregulated interstate banking. I use years 
since interstate branching deregulation in 1993 (1993- deregulation year) 
as an instrumental variable. For MSAs that overlap with multiple states, 
I use the average years across the overlapping states. The main intuition 
behind the instrument is that MSAs that deregulated interstate branching 
earlier would see more competition for commercial lending in 1993. 
This in turn would reduce the need for marginal entrepreneurs to go 
through the bureaucracy of the SBA to get loans. Column (2) confirms 
this relationship.  The longer it has been since deregulation the lower is 
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SBA backed entrepreneurship in 1993. The validity of this instrument 
hinges on the assumption that the timing of deregulation was more or 
less idiosyncratic and unrelated to the growth potential of cities between 
1993 and 2002. Previous studies have found the timing of deregulation 
to be unrelated to state economic conditions (Beck et al. 2010). Column 
(3) illustrates the first stage when both instruments are used. 

Table 9 Panels B through D report the 2SLS results on employment, 
payroll, and wage. For each column the instrumental variables are the 
variables reported in Panel A. Whichever instrumental variables I use, 
the estimated impact of government guaranteed entrepreneurship on 
either urban employment or income growth is statistically indistinguishable 
from zero at standard levels. The first stage F-statistic is generally quite 
strong, and when multiple instruments are used the over-identification 
test results pass the first cut for instrument exogeneity. 
 

▌ Table 10 ▌  Crowd-out of Market Entrepreneurship by Government-backed  
Entrepreneurship 

 
Notes: The unit of analysis is the MSA-year for 316 MSAs between 1993 and 2002. The number of new SBA 

loans approved between July 1992 and June 1993 in each MSA proxy for government-backed 
entrepreneurship. Market entrepreneurship is defined as total small business birth minus the number 
of new SBA loans. All models include employment, payroll, population, establishment, and the house 
price index as control variables. * p<0.1, ** p<0.05, *** p<0.01. Robust standard errors are in 
parentheses.  
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Table 10 directly compares the impact of market entrepreneurship 
versus government-backed entrepreneurship on urban economic growth. 
Since the establishment birth variables used in the previous section is 
the universe of births, I subtract the number of SBA guaranteed loans to 
new businesses from the number of small business birth to get the 
number of market entrepreneurship. All specifications control for initial 
economic conditions and the census division dummies. Columns (1) through 
(3) report the OLS results on employment, payroll, and wage growth. 
The coefficient estimates on market entrepreneurship is nearly identical 
to the estimates in Table 2. However, the coefficient estimates on 
government-backed entrepreneurship decreases relative to the estimates 
of Table 7. Once I control for market entrepreneurship, the impact of 
government-backed entrepreneurship weakens and is no longer statistically 
significant. I estimate the same specification using 2SLS using all four 
instruments. Columns (4) and (5) report the first stage and list the 
instruments used. Note that the instruments generally impact market 
entrepreneurship versus government-backed entrepreneurship in opposite 
directions. As I discussed with the deregulation instrument, a lending 
environment helpful for market entrepreneurship decreases the potential 
entrepreneur’s need to seek government help and in turn suppresses 
government-backed entrepreneurship. Columns (6) through (8) report 
the 2SLS results using all four instrumental variables. The first stage F-
statistics is 6 and the over-identification test reports relatively large p-
values. Similar to the OLS results in columns (1) through (3), there is no 
impact of government-backed entrepreneurship on urban economic 
growth. The coefficient estimates on market entrepreneurship is 0.185 
for employment growth, 0.39 for payroll growth and 0.205 for wage 
growth, which are similar to the 2SLS estimates reported in Table 5. 
 
 

5.3. Does Government Backed Entrepreneurship Crowd out  
Market Entrepreneurship? 

 
Given that market entrepreneurship promotes urban employment and 

income growth and that government backed entrepreneurship has no 
impact, I further examine whether government backed entrepreneurship 
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simply supplements market entrepreneurship or whether there is crowd 
out of market entrepreneurship because of government-backed entrepre-
neurship. Table 11 examines this relationship. In practice I run the 
following panel regression: 

 ln ,௧ݐ݊݁ݐ݇ݎ݉ ൌ ߚ ln ,௧ݐ݊݁ݐݒ݃  ln ܺ,௧ · ߛ  ߤ  ௧ߟ   ,௧    (8)ߝ
 
where ln  ,௧ is the log number of SBA guaranteed loans to newݐ݊݁ݐݒ݃
businesses and  ln ,௧ݐ݊݁ݐ݇ݎ݉  is the log number of market entrepre-
neurship, i.e., the number of small business births minus the number of 
SBA loans to new businesses. ܺ,௧ is the set of the employment, 
establishment, payroll, and housing price index variables,  ߟ௧  is the 
vector of year fixed effects, and ߤ is the vector of MSA fixed effects. 
Column (1) estimates the above equation excluding the MSA fixed 
effects. I find a positive relationship between government and market 
entrepreneurship. However, once I control for MSA fixed effects and 
look within MSAs over time the relation becomes negative and 
statistically significant. Government-backed entrepreneurship crowds 
out market entrepreneurship. A doubling of SBA loans to new small 
businesses decreases market entrepreneurship by 1 percent. Using the 
averages in 1993, this implies that increasing the number of SBA loans 
to new businesses by 13 will decrease market entrepreneurship by 13. 
There is a one for one crowd out. The results imply that government-
backed entrepreneurship replaces market entrepreneurship one for one 
but in itself has no positive impact on economic growth. Based on the 
crowd out result and the average impact of entrepreneurship, one could 
conclude that government-backed entrepreneurship actually interferes 
with urban economic growth.  

Entrepreneurial ability and hence the contribution of each entrepreneur 
to urban economic growth is likely heterogeneous. An important 
question to ask is whether the SBA loans were crowding out the high 
ability or low ability market entrepreneurs. One way to assess this is to 
compare the 2SLS estimates that include all entrepreneurs in Table 6 
and when we separate out the type of entrepreneurs in Table 10. The 
estimates on market entrepreneurship are not only statistically 
indistinguishable but also very similar. The SBA loans may have 
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crowded out certain entrepreneurs but it seems like it did not replace 
entrepreneurs that contributed to economic growth. There may not be 
growth benefits of government-backed entrepreneurship but there also 
seems to be no harm. Hence, a more complete assessment of 
government-backed entrepreneurship would require careful examination 
relating to equity concerns, a future area of research, in addition to the 
efficiency results found in this paper.  

 
 
6. Conclusion 
 
Entrepreneurship is widely believed to be a main source of economic 

growth. This paper estimated the impact of entrepreneurship measured 
by the birth of businesses on urban employment and income growth, and 
examined how entrepreneurship supported by government guaranteed 
loans compare with market entrepreneurship in relation to its impact on 
urban growth. I also examine whether government-backed entrepreneurship 
complements or crowd outs market entrepreneurship. The study of 
entrepreneurship and urban growth has been hampered by the joint 
determination of the two. I use the variation in entrepreneurship 
generated by the homestead exemption levels in state bankruptcy laws 
to examine urban growth between 1993 and 2002. I find that a ten 
percent increase in the birth of small businesses increases MSA 
employment by 1.1 to 2.2%, annual payroll by 3.1 to 4.0%, and wage by 
1.8 to 2.0% after ten years. I next examine whether the Small Business 
Loan programs that guarantee loans to entrepreneurs unable to finance 
through the market generate urban growth. I find no growth impact from 
government-backed entrepreneurship and further find that government-
backed entrepreneurship crowds out market entrepreneurship one to one. 
In sum, market entrepreneurship promotes urban employment and 
income but government-backed entrepreneurship does not.  

While the results of this paper indicate that there are no efficiency 
gains from government-backed entrepreneurship, a complete assessment 
of government-backed entrepreneurship requires further examination 
regarding how equitable entrepreneurial activity is. The main rationale 
for government intervention is market failure in the small business 
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lending market, and particularly of discrimination. Blanchflower et al. 
(2003) find that black entrepreneurs are twice as likely to be denied 
credit compared to white entrepreneurs. A substantial literature has 
documented discrimination in the home mortgage lending market (Ladd 
1998) and the employment market (Bertrand and Mullainathan 2004, 
Oreopoulos 2009). The SBA reports that the share of female and 
minority entrepreneurs are smaller relative to the overall economy and 
many state economic development agencies and the federal Minority 
Business Development Agency provide assistance to female and 
minority entrepreneurs. Commercial lenders are unwilling to lend to 
potential entrepreneurs without sufficient collateral. This may imply that 
on average we will see less entrepreneurship in demographics with 
lower wealth. However, the literature has also found preference-based 
discrimination in the lending market. Further examination on the extent 
and impact of such discrimination is needed for a complete assessment 
of government-backed entrepreneurship. 
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Abstract  
 
Using Korean plant-level manufacturing data, this paper examines 

the effect of lowering trade barriers on changes in markups of small and 
large firms, exporters and non-exporters. We find that large firms decide 
on higher markups in each sector as they have greater market power in 
integrated markets. Also, exporters set higher markups through higher 
observable productivity than non-exporters. Even after controlling for 
productivity and other firm characteristics, markups are proportional to 
market share, which can be interpreted to mean that market power only 
influences firm price strategy. Interestingly, the markup distribution, 
which is more closely related to the competition from globalisation, has 
been decreasing over time while the performance gap measured as sales 
has been stable over time. We caution that even if the performance gap 
measured in absolute terms may be widening, this does not imply that 
the level of competition between large and small firms is weakening.  
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1. Introduction 
 
Globalisation has been regarded as one of the main driving forces 

behind changes in market environments, such as degree of competiti-
veness between firms. Intuitively, more integrated markets confer a 
benefit on more productive firms as they can sell more products in a 
bigger market. The firm selling its product in the domestic market can 
grow as a global company. This leads to the exit of less productive firms 
in the market, thereby polarising firm performance. On the other hand, 
the influx of foreign products from world markets makes the market 
environment more competitive, so firms with monopolistic power due to 
market frictions can lose their market power in the domestic market. It 
creates a level playing field for all firms, so “second movers” with small 
market share can enjoy more equal benefits. It alleviates inequality 
between firms, especially in terms of firm size.  

Since globalisation has two opposite effects on inequality between 
firms, it is a natural question whether more integrated markets benefit 
all firms equally. There is a wide range of academic literature on 
globalisation and its effect on aggregate output or firm performance, but 
relatively little work has been done on the different impacts of 
globalisation on firm performance.  

For policy administration, firm size is a convenient measure. In many 
countries, firm policy has been implemented discriminately according to 
firm size. Tax benefits accrue to a greater extent to small firms, as 
regulations for large firms are stricter. Even if firm size contains many 
characteristics suggesting productivity, firm age, market power, size 
itself is actually obscure property. For example, firm size is not directly 
linked to productivity. There are ongoing debates about why large firms 
are large. Are they big because of their advanced technology or did they 
just benefit from early market entry, giving them a “first mover” 
advantage. Economists who had thought that small firms are the engine 
of growth and the entity of creative destruction have come to realize that 
many small firms are actually at the low level of innovation. (Hurst and 
Pugsley, 2011) However, there is a general consensus that market share 
is the obvious determinant of market power. It seems appropriate, 
therefore, to study the effect of globalisation on changes in the relative 
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market power of firms. Markups are commonly investigated as a proxy 
variable to capture market power.  

In this paper, we investigate whether more integrated markets 
through globalisation expand or shrink the market power gap between 
large and small firms. Using plant-level data of the Korean annual 
survey of manufacturing, we rigorously estimate plant markups and 
assess markup trends over time. We then empirically examine the effect 
of lowering trade barriers on changes in markups of small and large 
plants. Through this exercise, we can test our educated guesses of 
markup variations in small and large firms in international models. 
Furthermore, we can directly observe the market power gap between 
small and large firms measured by markups, and investigate whether 
this gap converges when markets become more open through trade 
liberalization.  

In terms of the theoretical literature, our paper is closely associated 
with the recent development of the heterogeneous model of international 
trade. Markups have received a lot of attention from economists and 
policymakers as they measure the effect of various competition and 
trade policies on market power. Recently, the theoretical study of firm 
heterogeneity in terms of productivity or size has been combined with 
heterogeneity in markups. Melitz and Ottaviano (2008) suggest a mono-
polistically competitive model of trade with firm heterogeneity. In their 
model, market size and trade affect the strength of competition. Larger 
and more integrated markets through trade tend to have lower markups. 
However, this paper does not point out the difference between small and 
large firms. Decreases in markups when market size is bigger through 
trade, is linear in terms of productivity.  

Other types of theoretical models of endogenous markups, such as 
Atkeson and Burstein (2008), Oh (2013), and Edmund, Midrigan and 
Xu (2013) emphasize the increasing schedule of optimal markup with 
respect to a firm’s market share. These types of models rely on a similar 
setting of monopolistically competitive markets, except that the number 
of competitors in a particular industry or for a particular product is small. 
In such settings, firms take into account the effect of their pricing 
decisions on the equilibrium of the prices of industry goods. Price 
elasticity of demand decreases with a firm’s market share. Thus an 
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optimal markup, which is the inverse of price elasticity, increases with 
firm size. Large firms assign higher markups than small firms. A 
reduction in trade barriers reduces the industry share of domestic 
producers, thus reducing their markups. Interestingly, the optimal 
markup is convex-increasing in a firm size. Therefore, the adjustment in 
markup of large firms is larger than that of small firms with the same 
reduction in market share due to international trade.  

This notion of differences in markups between small and large firms 
has hardly been investigated empirically. Roberts and Supina (1996) 
show that plant-specific markups of price over marginal cost vary 
according to the size of producers. For three products, markups decline 
in size and in two cases they increase. Edmund, Midrigan and Xu (2013) 
accurately calibrate their model with Taiwanese manufacturing plant-
level data and argue that endogenous markup setting shows much larger 
gains from trade than Ricardian models. Bigger welfare gains in their 
model are driven by a significant reduction in large firms’ markups. 
They imply that import competition reduces the gap between large and 
small in terms of firm markup. However, they never show any empirical 
evidence that plant-specific markups decrease after trade barriers are 
lower.  

Our main empirical findings confirm many theoretical predictions. 
First, the level of markup is obviously higher in more productive firms, 
as predicted by Melitz and Ottaviano (2008). Second, markup increases 
as market share rises. This reinforces the increasing relationship 
between markup and market share. As Atkeson and Burstein (2008) and 
Oh (2013) predicted, larger market share leads to higher markup 
because large firms can enjoy more market power due to lower demand 
elasticity. Third, markups of exporters are higher on average than 
markups of non-exporters. This makes sense, that exporters are mostly 
more productive and larger firms, which can afford to pay fixed costs 
for exporting, as Melitz (2003) predicts. Fourth, we create distributions 
of firm markups at a given point every year, and compare them. 
Interestingly, the mean of markups has decreased over time, and so has 
the dispersion. Even though we cannot identify the main factors behind 
for convergence of markups, a competition effect from globalisation is 
definitely one of the plausible factors. In order to identify and quantify 
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the effect of import competition on markup dispersions, we regress 
industry markup dispersions on industry import penetrations. Generally 
speaking, import competition reduces markup dispersion. Lastly, 
although the overall picture of markup distribution has been increasingly 
condensed over time, we find that when individual firms expand their 
market share in overseas markets, their markups increase.  

The remainder of this paper is organized as follows. We introduce 
our theoretical model and briefly provide theoretical predictions about 
empirical results in Section 2. Section 3 introduces our empirical 
framework and our estimation routine. Section 4 provides our main 
empirical results and a discussion of them. The final section concludes.  

 
2. Theoretical Background  
 
In this section, we illustrate how variations in firm size are theoretically 

related to differing levels of firm markup. We first lay out the market 
structure in the model to examine the mechanisms underlying market 
share and markup. This model is based on the monopolistic competition 
suggested by Dixit and Stiglitz (1977), except that it has a few compete-
tors rather than a continuum of firms. The goods market features 
differentiated oligopoly competition within a quantity-setting game.  

We construct a model of imperfect competition in which final goods  
consist of a continuum of industry goods and each industry goods  
market consists of ܰ firms. The final good is produced using a constant  
returns to scale production function, which aggregates a continuum of  
industry goods.  

 ܻ ൌ ቆන ଵିభആ݆݀ଵݕ
 ቇ ആആషభ                                                                                  ሺ1ሻ 

 
where ݕ denotes the output of industry yj. The elasticity of substitution  
between any two different industry goods is constant and equals η. Final 
goods producers behave competitively.  

In each industry, there are ܰ firms producing differentiated goods  

that are aggregated into industry goods through an aggregate constant 
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elasticity of substitution (CES) production function. The output of goods  
in industry j1 is given by 
 

ݕ ൌ ܰ భభషഇ ቌ ଵିଵ/ఏேೕݕ
ୀଵ ቍ ഇഇషభ                                                                     ሺ2ሻ 

  
where ݕ is the output of firm i in industry j. Within each industry of ܰ  
firms, a firm sets its quantity. The elasticity of substitution between any  
two intra-industry goods is constant and equals θ. It is assumed that the 
elasticity of substitution between any two goods within an industry is 
higher than the elasticity of substitution across industries, 1 < η < θ.  

The final good producer solves a static optimization problem that 
results in the usual conditional demand for each industry good,  

ݕ   ൌ ൬ ܲܲ൰ିఎ  ܻ,                                          
 
where ܲ is the industry j price and P is the price of final goods,  
 ܲ ൌ ቆන ܲଵିఎ݆݀ଵ

 ቇ భభషആ ,                                                                                ሺ3ሻ 

  
Denoting the price of good i in industry j by ܲ,  
  

ܲ ൌ ܰ భഇషభ ቌ ଵିఏேೕ
ୀଵ ቍ భభషഇ ,                                                                       ሺ4ሻ 

 
the inverse demand functions for goods within an industry are given by:  

  
  

                                                 
 1  The term N1-11P implies that there is no variety effect in the model.   
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ቀܲቁ ൌ ቆ /ݕݕ ܰቇିଵ/ఏ ቀݕܻቁିଵ/ఎ
 

 
Dixit and Stiglitz (1977) assume that each firm is small relative to 

the economy, and therefore does not influence the equilibrium price and 
quantity. In this model, the assumption of a small number, ܰ, of firms 
in each industry implies that a firm’s quantity choice affects the industry 
price. Within a given industry, each firm takes into account the effect 
that the pricing and production decisions of other firms has on the 
demand for its own goods. Therefore, the price elasticity of demand Ԗ 
( ܵ ) of firm (i) is a decreasing function of the firm’s when the 
substitutability of within-industry goods is higher than that of between-
industry goods (η < θ). In equation (6), the demand elasticity is a market 
share weighted average of two values [η, θ]: when yij is close to zero, 
the perceived demand elasticity of firm i in industry j is equal to θ,  
which is the same as in Dixit and Stiglitz (1977). On the other hand, if  ݕ is close to one, the demand elasticity of firm i is the same as that of  
the monopoly firm in industry j.2 

 Ԗ൫ ܵ൯ ൌ 1ߠ ൫1 െ ܵ൯  ߟ1 ܵ൨ିଵ                                                             ሺ5ሻ 

 
From eq (4) and eq (5), these market shares can be written as a 

function of prices in equation (7)  
 

ܵ ൌ ݕ ܻ ൌ ∑ଵିఏ ଵିఏேೕୀଵ                                                                          ሺ6ሻ 

 
Derived directly from the demand elasticity in equation (6), firm 

markup is an increasing function of its market share from (8).  
 

                                                 
 2  If firms compete in a price-setting game (Bertrand competition) within an industry, 

the demand elasticity would be ߳௬, ൌ ሺ1ߠ െ ሻݏ   .ݏ߯
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൫ߤ ܵ൯ ൌ Ԗሺ ܵሻԖ൫ ܵ൯ െ 1 ൌ 11 െ ଵఏ ൫1 െ ܵ൯ െ ଵఎ ܵ                                  ሺ7ሻ 

 
Firm markups are combined into aggregate industry markup (ߤҧ ). 

Aggregate markup can be expressed in two ways: the input-share 
weighted average of firm markup, which is equal to the revenue-share 
weighted harmonic average of firm markup.  

 

ҧߤ ൌ  ேೕߤݔ
ୀଵ ൌ ቌ ܵߤ

ேೕ
ୀଵ ቍିଵ                                                               ሺ8ሻ 

 
where  ݔ ൌ ூ௨௧ೕூ௨௧ೕ   is the input share3 of firm i in industry j.  

 
In a symmetric industry equilibrium, aggregate industry markup ߤҧ is 

equal to aggregate markup ߤҧ . Going forward, we will restrict our 
attention to symmetric industry equilibrium.  

The assumption of (θ>η) implies that each firm’s markup of its price 
over marginal costs is an increasing function of that firm’s market share 
within an industry. At one extreme, if the firm has a market share ܵ 
approaching zero, it faces only the industry elasticity of demand 0 and 
chooses a markup equal to θ / (θ-1). At the other extreme, if the firm has 
a market share approaching one, it has lower elasticity of demand across 
industries η and sets a higher markup equal to η / (η-1). The difference 
θ-η actually determines how much the demand elasticity changes in 
response to shifts in market share. As θ-η gets bigger, the effect of 
market share on demand elasticity and markup becomes increasingly 
significant.  Γሺݏሻ refers to the elasticity of the markup with respect to market 

                                                 
 3  In the case that input prices are common to all firms, input shares of any input are 

equal within firms. For instance, the labour input share ೕுೕ  of firm i in industry j is 

the same as the capital input share ೕೕ , if firms face the same wage rates and capital 

rental prices. 
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share. Note that Γሺݏሻ is an increasing and convex function of s. In the 
constant markup model, Γ(s) = 0,  

 Γሺݏሻ ൌ 1ݏ െ ଵఏ ሺ1 െ ሻݏ െ ଵఎ ݏ ൬1ߟ െ  ൰ߠ1

 
This convexity plays an important role in the dynamics of aggregate 

markup. Due to this convexity, aggregate markup increases as market 
shares across firms become more dispersed or unequal.  

In addition to convexity, the level of aggregate markup is influenced 
by a composition effect. Since aggregate markup is the input-share 
weighted average of firm markups, a large firm’s high markup weighted 
by its high input-share contributes significantly to raising aggregate 
markup, and vice versa. This composition effect implies that the pricing 
behaviours of large firms play a dominant role in the dynamics of 
aggregate markup.  

It is worth mentioning that a firm’s markup does not change unless 
its market share changes. When there are uniform changes such as cost 
reductions for all firms, relative prices do not change between firms; 
therefore, market share stays constant. This is an important departure 
from a generic sticky price model in which an exogenous price-setting 
friction causes variations in markup for the representative firm.4 In our 
model, aggregate fluctuations cannot change aggregate markup. Only 
changes in relative productivity between firms matter in determining 
aggregate markup.  

The model described above can apply to how globalisation can 
influence firm decisions in terms of markups. In terms of increases in 
importing, trade liberalization and the resulting greater influx of 
imported goods make domestic markets more competitive. Rises in 
import penetration in an industry naturally reduces the market share of 
domestic firms. Based on the theoretical framework above, this effect 
lowers the level of domestic markups. Furthermore, the speed of 
lowering markups is accelerated in large firms rather than small firms 
                                                 
 4  It follows that our model can explain why large firms are reluctant to cut prices in 

recessions—due to the low demand elasticity they face.  
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due to the convex schedule of optimal markup. In this sense, we can say 
that globalisation generates more competition and reduces market power 
inequality between large and small firms.  

When it comes to globalisation through exporting, applying this 
modified imperfect competition framework is ambiguous. It is obvious 
domestic firms lose domestic market share to foreign competitors. For 
exporting producers, domestic market share may not change at all after 
participating in exporting, but entry to exporting may change the firm 
distribution through the selection process.  

In terms of the economic literature, we can lean on the endogenous 
markup model suggested by Melitz and Ottaviano (2008). Even if the 
details are different, the basic mechanism is closely related to our model 
above. Competition from entry lowers the level of markups. Melitz and 
Ottaviano (2008) prove theoretically that the mean of markups 
decreases and the average level of productivity of firms increases as 
markets become more integrated through trade liberalization. This 
makes sense, that the selection effect pushes the least productive firms 
out of the market. A more competitive environment makes firms reduce 
prices and markups as well. Interestingly, Melitz and Ottaviano also 
predict the dispersion of firm performance measures such as price, 
markup, and firm size: the variance of cost, prices, and markups are 
lower in bigger markets because the selection effect decreases support 
for these distributions. On the other hand, the variance of firm size (in 
terms of either output or revenue) is larger in bigger markets due to the 
direct magnifying effect of market size on these variables.  

Regarding the dispersion of firm performances, the two different 
directions of price and quantity are very interesting. Even if the degree 
of competition increases, firm size distribution will be more unequal. To 
determine if globalisation actually increases the level of competition or 
is more beneficial for large firms, markup distribution is a better 
measure than firm size distribution. In Section 4 we will present our 
empirical results regarding the dispersion of markups.  

However, the effect of increases in firms’ exports on firms’ markups 
is ambiguous in the sense that variations in markups across firms in 
cross-sectional analysis may not show the same pattern in time series 
analysis. Thus, the real effect of international trade on differing markups 
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according to size should be measured empirically. De Loecker and 
Warzynski (2012) showed that exporting makes firms increase markups 
in time series analysis as well as in cross-sectional analysis.  

 
 
3. Estimation  
 
3.1. Production Function Estimation  
 
The problem of estimating the production function has been an 

important issue since the beginning of economics as production 
functions are a fundamental component of all economics. In fact, the 
econometric subject is the possibility that the major determinants of 
firm’s production decision might be unobservable to econometricians. 
Thus, this measurement error induces the endogeneity problem due to 
the relation between observed inputs and unobserved productivity 
shocks. Olley and Pakes (1996, hereafter referred to as the OP model), 
Levinsohn and Petrin (2003, hereafter the LP model), Ackerberg, Caves 
and Frazer (2006, hereafter the ACF model), and De Loecker and 
Warzynski (2012, hereafter the DLW model) are seminal papers leading 
to the introduction of new techniques for identification of production 
functions. OP model and LP model cannot avoid the multicollinearity 
issue when they estimate the labour coefficient of production function in 
the estimation scheme. DLW model owes ACF model in terms of the 
full identification in the second stage of structural estimation. In 
addition, these papers are somewhat more structural in nature-using 
observed input decisions to control for unobserved productivity shocks 
(De Loecker and Warzynski (2012)). These techniques have been used 
in a large number of recent empirical papers including Pavcnik (2002), 
Fernandes (2007), Criscuola and Martin (2009), Topalova and 
Khandelwal(2011), Blalock and Gertler (2004), and Alvarez and Lopez 
(2005).  

  
3.2. Markup Estimation  
 
Estimating markups has a long tradition in industrial organization 
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and international trade. Re-searchers in industrial organization are 
interested in measuring the effect of various competition and trade 
policies on market power through estimating unobservable markups. In 
this paper, we use a simple empirical framework in the DLW model to 
estimate markups. Our approach of following the DLW model nests the 
price-setting model used in applied industrial organization and 
international trade and relies on optimal input demand conditions 
obtained from standard cost minimisation and the ability to identify the 
output elasticity of a variable input. This framework eliminates issues 
related to input adjustment costs. Also, this methodology suggests that 
the output elasticity of a variable factor of production is exactly equal to 
its expenditure share in total revenue as price equals marginal cost of 
production, solving the cost minimisation problem.  

Markup estimates are obtained using production data where we 
observe output, total expenditure on variable inputs, and plant-level 
revenue datasets. The DLW model in particular requires a measure of 
output that disregards price differences across firms. Therefore, we use 
real output value from the Korean dataset. Recent literature makes 
empirical approach very suitable to those types of datasets from several 
countries. (Foster, Haltiwanger, and Syverson [2008]; Goldberg et al. 
[2010]; Kugler and Verhoogen [2008]; De Loecker and Warzynski 
[2012]).  

Some assumptions are introduced following the DLW model. First, 
constant returns to scale is not imposed, and second, the user costs of 
capital do not need to be observed or measured in our model. This 
relaxation results in a flexible methodology and reliable estimates such 
as the DLW model. We then use our empirical model to verify whether 
exporters, on average, charge higher markups than their domestic 
counterparts in the same industry, and how markups change according 
to firm size, i.e., how the market share changes. This framework is well 
suited to relating markups to any observed plant-level activity 
potentially correlated with plant-level productivity.  

  
3.3. Local Constant Kernel Model  
 
In recent decades, the literature on nonparametric econometric methods 
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has offered solutions to the problems related to parametric misspecification 
of econometric regression models. This misspecification problem can be 
generically generated in production or markup estimations because the 
functional form of production is wholly determined by the researcher’s 
arbitrary decision. However, nonparametric regression techniques 
basically do not oblige the researcher to assume and specify a functional 
form of production for the relationship between the firm’s decision 
variables and the production variable (output production or value-added 
production). Fully nonparametric models are most often applied to 
cross-sectional data, while they are seldom applied to panel data sets 
(Czekaj and Henningsen [2013]5).  

There still exists a possibility that the DLW model has a multicoll-
nearity problem because it uses nth order nonparametric series 
regression with inter-variable components in the first stage of structural 
estimation even though it fully estimates coefficients necessary to 
compute the markups in the second stage formed by the generalized 
method of moments (GMM) structure. Therefore, we use a local 
constant kernel model (hereafter, the LCK model) with unordered 
discrete data at the first stage of structural estimation. The LCK model 
is a fully nonparametric model that uses a time variable and an 
individual identifier as additional (categorical) explanatory variables 
(Racine and Li [2004]). In this formation we do not need to consider 
separately the production part of labour and capital, and the productivity 
shock observable to firm managers before their input decisions (on 
labour, investment, materials so on), but unobservable to econometricians. 
The fully nonparametric regression, that is, LCK, model only focuses on 
how to accurately estimate data. At the same time, the LCK model 
captures non-linear individual and time effects that do not need to be 
assumed to be additive and separable.  

In our analysis, we use a fully nonparametric and nonseparable panel 
data model (LCK model) that has been suggested by Henderson and 
Simar (2005), Racine (2008), and Gyimah-Brempong and Racine (2010). 

                                                 
 5  Czekaj and Henningsen (2013) only compare the fittability of ordinary least squares 

(OLS), semiparametric and fully nonparametric regressions. It is not their purpose to 
solve unbiased estimators for unobserved productivity shocks in firm decisions.  
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They estimate an undefined function as a fully nonparametric two-ways 
effects panel data model with individual effect and time effect as 
categorical explanatory variables using the nonparametric regression 
method proposed by Li and Racine (2004) and Racine and Li (2004). 
Those papers use both continuous and categorical explanatory variables 
for fully nonparametric specification. This estimator does not require 
any data transformation with a loss of observations. In addition, the 
intercept of the dependent variable and the slopes of the explanatory 
variables on the dependent variable are not fixed according to the 
interaction between time periods and individuals in the fully nonparametric 
model. Hence, this estimator does not imply any restrictions on the most 
general specification of panel data models. Furthermore, the bandwidths 
of the explanatory variables can be selected using data driven cross-
validation methods. The overall shape of the relationship between the 
dependent variable and the covariates, the individual, and time is 
entirely determined by the data.  

Finally, we compare the empirical results with LCK, DLW and 
conventional ordinary least squares (OLS) models. It is found that the 
LCK model fits better with the production data and is more consistent 
with the economic theory compared with the DLW and OLS models. 
This means that the LCK model captures the non-linear individual and 
time effects by using a discrete smoothing parameter, and the fitted 
value-added is determined by the local weighted average rather than by 
labour, capital, and material variables.  

  
3.4. Structure to Estimate Markups  
 
We explain the structural model to obtain plant-level markups 

relying on standard cost minimisation conditions for variable inputs 
following the DLW model. These conditions imply that the markup is 
the output elasticity of an input in relation to the share of that input’s 
expenditure in total sales and the firm’s markup (DLW model). To 
obtain output elasticities, we need estimates of the production function, 
for which we rely on proxy methods developed by the DLW model. We 
follow the restrictions that DLW imposes, and we discuss our model in 
detail in below given DLW model.  
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3.4.1. Deriving Markups  
 
A firm i produces output at time t with the implicit production 

technology:  
 ܳ௧ ൌ ܳ௧ሺ ܺ௧ଵ , … , ܺ௧ே, ,௧ܭ  ,௧ሻݖ
 
in which it relies on N variable inputs such as labour, intermediate 

inputs, and electricity. In addition, the firm relies on a capital stock, ܭ௧, 
which is treated as a dynamic input in production, which means the 
amount of investment at t is determined given the information at t-1. 
The productivity shock ݖ௧ evolves exogenously following a first order 
Markov process, and the labour in production is a non-dynamic input, 
which means the amount of labour at t is related to the observed 
productivity shock ݖ௧. However, the only restriction we impose on ܳ௧ 
to derive an expression of the markup is that ܳ௧ is continuous and twice 
differentiable with respect to its arguments.  

Producers have a cost-minimisation problem, such as the associated 
Lagrangian function:  

 ࣦ൫ ܺ௧ଵ , … , ܺ௧ே, ,௧ܭ ௧൯ݖ ൌ  ܲ௧ೕ ܺ௧  ே
ୀଵ ௧ܭ௧ݎ  ई௧൫ܳ௧ െ ܳ௧ሺሻ൯, 

  
in which ܲ௧ೕ

 and ݎ௧ show a firm’s input price for a variable input j and  
capital, respectively. The first-order condition for any variable input is  

  ߲ࣦ௧∂ ܺ௧ ܲ௧ೕ െ ई௧ ∂ܳ௧ሺሻ∂ ܺ௧ ൌ 0, 
  
in which ई௧ is the marginal cost of production at a given level of 

output as ߲ࣦ௧ /߲ܳ௧ ൌ ई௧ . Then we can generate the following 
expression after some calculus:  

 ∂ܳ௧ሺሻ∂ ܺ௧ ܺ௧ܳ௧ ൌ 1ई௧ ܲ௧ೕ ܺ௧ܳ௧ .                                                                         ሺ9ሻ 
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The equation (9) can be rewritten following DLW (2012) such that  
௧ߤ   ܲ௧ ܺ௧ܲ௧ܳ௧ ൌ Ԗ௧ , 
 

in which the output elasticity on an input X is denoted by Ԗ.  This 
expression shows that the markup is the measure for the output elasticity 
on an input divided by the share of an input’s expenditure in total sales 
such that  

௧ߤ   ൌ Ԗ௧σ௧ ,                                                                                                   ሺ10ሻ 

  
where σ௧  is the share of expenditure on input ܺ௧ in total sales ܲ௧ܳ௧.  
This means that an estimate of the output elasticity of one variable input 
in production and data on the expenditure share are enough to obtain a 
measure of plant-level markups using production data. The expenditure 
share can be directly obtained from observed micro data.  

This derivation is standard and has been used throughout the 
literature, especially the DLW model (2012). DLW model’s contribution 
is to provide consistent estimates of the output elasticities while 
allowing some inputs to face adjustment costs and recover firm-specific 
estimates of the markup related to various economic variables.  

  
3.4.2. Output Elasticities and Markups  
 
For estimates of the output elasticities ܧ௧, production functions are 

implicitly assumed to contain a scalar Hicks-neutral productivity term 
and common technology parameters across the set of producers. But, 
when taking the log of production, the overall function can be estimated 
by using a fully nonparametric regression, LCK model. The latter does 
not imply that output elasticities of inputs across firms are constant, 
except for the special case of Cobb-Douglas.  

The production function is  
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ܳ௧ ൌ ൫ܩ ܺ௧ଵ , … , ܺ௧ே, ,௧ܭ ;௧ݖ ൯ߚ ൌ ൫ܨ ܺ௧ଵ , … , ܺ௧ே, ,௧ܭ ൯ߚ expሺݖ௧ሻ, 
 

in which a set of common technology parameters β govern the 
transformation of inputs to units of output, combined with the firm’s 
productivity ݖ௧.  

This expression contains most specifications used in empirical work 
such as the translog production function. The main advantage of 
restricting production technologies of this form is proxy methods 
suggested by LCK, DLW, and OLS to obtain consistent estimates of the 
technology parameters β at the second stage. At the first stage, the total 
function of production G will be estimated. We consider the log version  
of equation (10) given that the output elasticity of a variable input j, Ԗ௧ೕ

 
is given by ∂ ln Gሺ·ሻ/ ∂ ln ܺ௧  and is by definition independent of a 
firm’s productivity level.  

We implicitly assume that measurement errors occur in the output 
data and we assume unanticipated shocks to production, which we 
combine into ݒ௧ . It is assumed that the log output is given by ݍ௧ ൌln ܳ௧   .௧ are unanticipated shocks to production and i.i.dݒ ௧, whereݒ
(independent, identically distributed) shocks including measurement error. 
Also, the first stage of our estimation separates the overall production 
part and the measurement error from the data. It is important to 
emphasize that we explicitly count on the fact that firms do not observe ݒ௧ before optimal input decisions.   

Therefore, the production function we estimate for each industry 
separately, is defined as  

௧ݍ   ൌ ݂ሺݔ௧; ሻߚ  ௧ݖ   ,௧ݒ
  

in which we collect all variable inputs in ݔ௧, and β contains all relevant 
=coefficients. We consider flexible approximations to f ሺ·ሻ, therefore we 
can use the LCK model, and explicitly write the production function we 
estimate on the data in general terms. For instance, our main empirical 
specification relies on any functional form that implies that f (-) is 
approximated by a fully non-parametric specification (LCK model), or a 
second order nonparametric series where all (logged) inputs, (logged) 
inputs squared, and interaction terms between all (logged) inputs are 
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included (DLW model). We recover the translog production function 
when we drop higher-order and interaction terms. The departure from 
the translog production function (DLW model) is important for our 
purpose, to compare the empirical results.  

Our fully nonparametric approach can nest various specifications of 
the production function, and only need the proper order of approximation 
of production functions at the second stage of the structural estimation 
framework. However, in order to obtain consistent estimates of the 
production function at the second stage, we need to control for 
unobserved productivity shocks, which are potentially correlated with 
input choices such as the insight of OP and LP models, and we use the 
DLW model approach while relying on materials to proxy for 
productivity. In this case, we do not need to reconsider the underlying 
dynamic model when considering modifications to OP setup when 
dealing with additional state variables. We describe the estimation 
framework while relying on a dynamic control for capital and discuss 
the additional assumptions.  

We follow the DLW model (2012) and use material demand,  
 ݉௧ ൌ ݉௧ሺ݇௧, ,௧ݖ  ,௧ሻݔ
 

to proxy for productivity by inverting m(.), where we collect additional 
variables potentially affecting optimal material demand choice in the 
vector ݔ௧. The inclusion of these additional control variables shows the 
only restriction we impose on the underlying model of competition 
(DLW model). Once those variables are appropriately accounted for in 
the estimation routine to obtain output elasticities, we can analyse how 
markups are different across firms and time, and how they relate to 
firm-level characteristics such as the globalisation or export status.  ݖ௧ ൌ ݉௧ି ଵሺ݇௧, ݉௧,   ௧ሻ is used to proxy for productivity in theݔ
production function estimation. The use of a material demand equation  
to proxy for productivity is important for researchers considering 
multicollinearity and estimating output elasticities and markups. Especially, 
as long as ߲݉/߲ݖ  0  conditional on the firm’s capital stock and 
variables captured by ݔ௧, ݉௧ି ଵሺ݇௧, ݉௧,  ௧ݖ ௧ሻ can be used to proxy forݔ
being used to index a firm’s productivity. In this setting, the DLW 
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model (2012) finds it useful to refer to Melitz and Levinsohn (2006) 
who also rely on intermediate inputs to proxy for unobserved produc-
tivity while allowing for imperfect competition. Melitz and Levinsohn 
(2006) show that this monotonicity condition holds as long as more 
productive firms do not set lower markups than less productive firms. 
This is the main part of the DLW model’s idea.  

  
3.4.3. Steps for Estimating Markups  
 
Basically, our analysis departs from De Loecker and Warzynski 

(2012) and gives up on identifying any parameter at the first stage since 
conditional on a nonparametric function in capital, materials, and other 
variables affecting input demand, identification of the labour coefficient 
is not plausible. Even though they use nonparametric series regression 
with inter-variable, high-order components, we use the fully nonpara-
metric regression with continuous and discrete data. We are concerned 
with more flexible production functions and allow for an undefined 
functional form between the various inputs, identification of the labour 
coefficients at the first stage.  

Our procedure consists of two steps and follows the DLW model. 
However, let us consider a value-added production function with the 
general form, which is given by  

௧ݍ   ൌ Φሺ݇௧, ݈௧, ݉௧, ,௧ߡ,ߡ ௧ሻݔ  ,௧ݒ                                                     ሺ11ሻ  
  

also for the comparison with the DLW model, given by  
௧ݍ   ൌ ݈௧ߚ  ݇௧ߚ  ௨݈௧ଶߚ  ݇ଶߚ  ݈௧݇௧ߚ  ௧ݖ   ௧,       ሺ12ሻݒ
 

in which lower case means the natural logarithms. ݇௧  and ݈௧  are log 
labour and log capital in firm i in period t and ݍ௧ denotes log value-
added, and ݈  and ݈௧  in (11) are the individual and time identifiers as 
categorical explanatory variables.  

At the first stage we run a fully nonparametic kernel regression 
(LCK model) of (11), then we obtain estimates of expected output (Φ ௧) 
and an estimate for ݒ௧. Expected output is given by  
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Φ ௧ ൌ ∑ ,ஔሺ݇௧ܭ௧ݍ ݈௧, ݉௧, ι,ߡ௧, ∑௧ሻୀଵݔ ,ஔሺ݇௧ܭ ݈௧, ݉௧, ι,ߡ௧, ௧ሻୀଵݔ ,                                             ሺ13ሻ 

 
in which K is the kernel function for the vector of mixed variables6. For 
the DLW model,  

 Φ ௧ ൌ መ݈௧ߚ  መ݇௧ߚ  መ௨݈௧ଶߚ  መ݇ଶߚ  መ݈௧݇௧ߚ  መ݂௧ሺ݇௧, ݈௧, ݉௧ሻ   ,௧ݒ
 

in which መ݂௧ is estimated by high-order polynomial series of ݇௧, ݈௧, and ݉௧.   
The second stage estimates coefficients for the production function 

through the law of motion for productivity such that  
௧ݖ   ൌ ݃ሺݖ௧ െ 1ሻ   .௧ߟ
  
Following the DLW model, we allow for the potential of additional 

(lagged and observable) decision variables to affect current productivity 
outcomes (in expectation), in addition to the standard inclusion of past 
productivity. By allowing plant-level decisions such as export participation 
and investment, which directly affect a firm’s future profit, the DLW 
model tackles concerns of De Loecker (2010), who discusses potential 
problems of restricting the productivity process to be completely exogenous.  

After the first stage, we can compute productivity for any value of β, 
where ߚ ൌ ሺߚ, ,ߚ ,௨ߚ ,ߚ ሻߚ , using ݖ௧ ൌ Φ ௧ െ ݈௧ߚ െ ݇௧ߚ െߚ௨݈ଶ െ ݇ଶߚ െ .݈௧݇௧ߚ  The innovation to productivity given ߟ ,ߚ௧ሺߚሻis recovered by regressing ݖ௧ሺߚሻ on its lag ݖ௧ିଵሺߚሻ. Then, we 
use generalised moment conditions to estimate parameters of the 
production function such that  

  ॱൣη௧ሺߚሻ ൈ ሺ݈௧ିଵ, ݈௧ିଵଶ , ݈௧ିଵ݇௧, ݇௧݇ଶ ሻԢ൧ ൌ 0.  
 

                                                 
 6  Please refer to Racine (2008) and Racine and Li (2004) for details of fully nonpara-

metric estimation with continuous and discrete data, and how to find optimal 
smoothing parameters for discrete data. Also, see Appendix A for the basics of 
nonparametrics.  
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The moments above are from the DLW model and exploit the fact 
that the investment is assumed to be decided at a period ago and 
therefore should not be correlated with the innovation in productivity. 
We use lagged labour to identify the coefficients on labour since current 
labour is expected to react to shocks to productivity, and hence ॱሾ݈௧ߟ௧ሿ is expected to be nonzero. In fact, DLW (2012) require input 
prices to be correlated over time while using lagged labour as a valid 
instrument for current labour, and they already find very strong 
evidence for that requirement by running various specifications that 
essentially relate current wages to past wages.  

The estimated output elasticities are computed using the estimated 
coefficients of the production function. Under a translog value-added 
production function, the output elasticity for labour (1) is given by  

 ߳̂௧ ൌ መߚ  መ௨݈௧ߚ2   .መ݇௧ߚ
 
In addition, a Cobb-Douglasproduction implies that the output 

elasticity of labour is simply given by ߚመ. Finally, using expression (10) 
and our estimate of the output elasticity, we compute markups directly. 
However, we only observe ෨ܳ௧ , which is given by ܳ௧ exp ሺݒ௧ሻ. The 
first stage of our procedure gives us an estimate for ݒ௧ and we use it to 
compute the expenditure share such that  

ො௧ߪ  ൌ ܲ௧ ܺ௧ܲ௧ ொୣ୶୮ ሺ௩ොሻ. 
 
This correction like the DLW model is important as it removes any 

variation in expenditure shares resulting from variation in output not 
correlated with Φ൫݇௧, ݈௧, ݉௧, ι,ߡ௧,  ௧൯, or output variation not related toݔ
variables impacting input demand including input prices, productivity, 
technology parameters, and market characteristics, such as the elasticity 
of demand and income levels. These estimates for the markup as given 
by equation (10) for plant i at time t are computed while allowing for 
considerable flexibility in the production function, consumer demand, 
and competition (DLW [2012]).  
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4. Empirical Results  
  
In this section, we use our empirical model to estimate markups for 

Korean manufacturing firms, and test whether exporters and non-
exporters, also large and small plants have, on average, different markups. 
In addition, we substantially investigate how markups change with 
correlation with market share and export status, additionally, industry 
import penetration, and as such we are the first, to our knowledge, to 
provide robust econometric evidence of this relationship with unbalanced 
fixed effect regression and dynamic unbalanced panel regression.  

After estimating the output elasticity of labour and materials, we can 
compute the implied markups from the first order conditions as 
described above. We use our markup estimates to discuss several major 
findings. First, we compare our markup estimates to the DLW model 
and the OLS model. Second, we look at the relationship between 
markups and plant-level export status and market size, and industry 
import penetration effect in both the cross-section and the time series. 
Third, we briefly discuss the relationship between markups and other 
economic variables.  

  
4.1. Background and Data  
 
We use a plant-level dataset covering firms selected in Korean 

manufacturing during the period 1980-2001. The data are provided by 
the Korean Statistical Office and contains plant-level accounts for an 
unbalanced panel of 91,522. We have the information about market 
entry and exit, as well as detailed information on plant-level export 
status and export sales. At every point in time t, we know whether the 
firm is a domestic producer, an export entrant, an export quitter, or a 
continuing exporter. Table 1 provides some summary statistics about 
numbers of observations, observation period, manufacturing industries, 
and plants in data.  In addition, Table 2 presents basic statistics of input 
variables related to production, value-added, export, material cost, 
labour and capital. The unit of variables except monthly average 
employees is Mil. KRW.  
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▌ Table 1 ▌  Data Statistics  
This table lists numbers of observations, observation period, manufacturing 

industries, and plants in data.  
  

 Value 

Number of Observations  
Observation Period  
Number of Industries  
Number of Plants  

576,690 
> 5 year 

69 
91,522 

  
▌ Table 2 ▌  Statistics of Input Variables  

This table lists basic statistics of input variables related to production, 
value-added, export, material cost, labour and capital. The unit of variables 
except monthly average employees is Mil. KRW.  

 
Variable Min Median Max Mean Std. Dev. 

Nominal Production  
Nominal Export  
Nominal Material Cost  
Real Material Cost  
Monthly Average Employees  
Property, Plant and Equipment 
Real Production  
Real Value-Added 

2 
0 

0.2 
0.0 
2 

0.5 
2.1 
0.0 

400 
0 

161 
3.1 
13 
141 
495 
195 

17,100,000
8,466,105
9,288,284
140,137 
33,553 

9,041,855
16,500,000
5,107,007

4,150 
1,230 
2,271 

42 
45 

2,010 
4,676 
1,461 

81,154 
44,315 
46,490 

819 
315 

43,344 
82,190 
26,035 

 
4.2. Estimated Markups  
 
We obtain an estimate of each plant’s markup and unobservable 

productivity shock (or total factor productivity, TFP) and compare the 
average or median with the DLW and the OLS approach (simple 
regression of the first stage without the second stage of structural 
estimation) in Table 3. Although our focus is not so much on the exact 
level of the markup and TFP, we want to highlight that the estimated 
markups and TFP are comparable to those obtained with different 
methodologies, but are different in an important way.  

Our procedure generates industry-specific production function coefficients, 
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which in turn deliver firm-specific output elasticity of variable inputs. 
The latter are plugged in the FOC of input demand together with data on 
input expenditure to compute markups. We list the median markup 
using a set of specifications to highlight our results in Table 3. We first 
present results using our standard methods using the LCK model. We 
present our results using value-added functions (for value-added 
production functions, we rely on the output elasticity of labour to compute 
markups), allowing for nonparametric series regression (DLW model) and 
a conventional OLS model (CD production).  

   
▌ Table 3 ▌  Statistics of TFPs and Markups  

This table lists the statistics of TFPs and markups estimated by a local 
constant kernel (LCK) model, a De Loecker and Warzynski (DLW, 2012) 
model, and an OLS model. The root mean squared error (RMSE) shows the 
deviation of fitted value-added (VA) from real value-added. The lower panel 
shows correlations of LCK, DLW, and OLS markups.  

 
Model RMSE 1% Median 99% Mean Std. Dev. 

LCK  
 ݍ          

TFP  
Markup  

DLW  
 ݍ         

TFP  
Markup  

OLS  
Markup  

Correlation  
LCK  
DLW  
OLS 

 
0.39 

 
 
 

0.65 
 
 
 
 

LCK 
1 

0.54 
0.87 

 
 

1.08 
0.41 

 
 

0.72 
-0.57 

 
0.62 
DLW 

 
1 

0.48 

 
 

3.45 
1.61 

 
 

3.45 
1.68 

 
2.05 

 
 
 
 

 
 

4.55
8.93

 
 

6.32
9.75

 
9.35
OLS

 
 
1 

 
 

3.32 
2.09 

 
 

3.33 
2.21 

 
2.57 

 
 
 
 

 
 

0.65 
2.51 

 
 

0.98 
2.27 

 
2.39 

 
 
 
 

 
As can be seen in Table 3, the RMSE of the LCK model is much 

lower than that of the DLW model. This means the measurement error 
from the LCK model is estimated to be small as long as suitable to data 
compared to the DLW model. In addition, the median of the LCK model 
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is slightly lower than that of the DLW model, but much lower than that 
of the OLS model. The literature argues that the simple OLS model 
(based on CD function) has biased estimates for coefficients so that 
markup estimates from the OLS model might have relatively upward-
bias compared to other structural estimation. However, the interesting 
thing is that OLS markups are higher correlated to LCK markups than 
DLW markups. The correlation between LCK and DLW markups is 
only 0.54, which is much lower than we expect because LCK and DLW 
markups basically share the estimation framework except the first stage 
for Φ௧. Figure 1 shows distributions of markups estimated by the LCK, 
DLW, and OLS models, respectively, which are left-skewed sequentially 
by list. In addition, Figure 2 presents  

  
▌ Figure 1 ▌  Distributions of Markups According to Estimation Models  

This figure shows distributions of markups estimated by a local constant 
kernel (LCK) model, a De Loecker and Warzynski (DLW: 2012) model, and an 
OLS model. The vertical line shows the frequency of distributions, and the 
horizontal line shows markups from 0 to 10 in the figure. The solid line 
represents the distribution of LCK markups, the dashed line is for DLW 
markups, and the dotted line is for the distribution of OLS markups.  
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distributions of LCK markups over time from 1980 to 2001. As time 
goes by, the distributions of markups are getting denser and lower, 
which can be interpreted as the effect on firm’s markups from changes 
in the competitive environment and the globalisation of the Korean 
economy. 

 
▌ Figure 2 ▌  Distributions of Markups over Time  

This figure shows distributions of LCK markups and standard deviations of 
LCK markups and log of sales over time from 1980 to 2001. The vertical line 
in the upper panel shows the frequency of distributions over time, and the 
horizontal line shows markups from 0 to 5 in the figure. The arrow shows the 
direction of medians of markups over time. The solid line in the lower panel 
represents standard deviations of LCK markups and the dashed line depicts 
standard deviations of log sales in real terms.  
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Table 4 presents means of four groups’ markups (LCK model) as 
independent sorts of size and globalisation (export status). The small 
plants are in the lower 30 percent of sales in each industry at each time 
period, and the large plants are in upper 30 percent of sales in each industry 
at each time period, and the other sort is exporter or non-exporter.  
As can be seen in Table 4, mean differences between large firms and 
small firms given export status is relatively larger than mean differences 
between exporters and non-exporters given firm size. We can interpret 
this to mean that firm markups are affected by firm size rather than by 
firm globalisation strategy. Figures 3-5 show distributions of exporters 
and non-exporters, large and small plants, and four groups’ markups as 
independent sorts of size and globalisation. As can be seen from the 
lower panel in Figure 5, mean and median differences of large and small 
firms’ markups given the export status is bigger than those of exporters 
and non-exporters given firm size over time. However, we can see that 
mean and median differences decrease over time, which is contrary to 
the notion that the polarisation between large and small or exporters and 
non-exporters would be deteriorating over time. This phenomenon 
might occur as a result of stronger competition in the industry, in other 
words, the markup gap decreases in the degree of competition intensified 
over time even though the innovation polarisation deteriorates over time. 

 
▌ Table 4 ▌  Means and Differences of Markups  

This table lists means of four groups’ markups (LCK model) as independent 
sorts of size and globalisation. The small plants are in the lower 30 percent of 
sales in each industry, the large plants are in the upper 30 percent of sales in each 
industry, and the other sort is exporter or non-exporter. Numbers of plants are 
annual averages from1980 to 2001. t-statistics in parentheses are for mean differences, 
defined as mean difference divided by the standard error (the standard deviation 
of mean difference divided by the square root of number of years).  

 
 Means of Markups  

Exporter(A) Non-Exporter(B) (A)-(B) 
Large Plant(C)  
Small Plant(D)  
(C)-(D) 

3.63
2.05 
1.57 

(16.4)

2.84
1.97 
0.86 

(16.2)

0.79 (12.7) 
0.08 (2.96) 

  

    Numbers of Plants Exporter   
Large Plant    

       

   Small Plant 2,569 7,551
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▌ Figure 3 ▌  Distributions of Exporters and Non-Exporters’ Markups  
This figure shows distributions of exporters’ and non-exporters’ markups. 

The solid line in the upper panel represents the distribution of exporters’ 
markups, and the dashed line is for the distribution of non-exporters’ markups. 
The solid line in the lower panel shows the difference between medians of 
exporters’ and non-exporters’ markups over time, and the dashed line depicts the 
difference between means of exporters’ and non-exporters’ markups over time.  
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▌ Figure 4 ▌  Distributions of Small and Large Plants' Markups  
This figure shows distributions of small plants’ and large plants' markups. 

The small plants are in the lower 30 percent of sales, and the large plants are in 
the upper 30 percent of sales. The solid line in the upper panel represents the 
distribution of large plants' markups, and the dashed line is for the distribution 
of small plants' markups. The solid line in the lower panel shows the difference 
between medians of large and small plants' markups over time, and the dashed 
line depicts the difference between means of large and small plants’ markups 
over time.   
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▌ Figure 5 ▌  Distributions of Markups of Plants sorted by Size and Globalisation  
This figure shows distributions of four groups’ markups as independent 

sorts of size and globalisation. The small plants are in the lower 30 percent of 
sales in each industry, the large plants are in the upper 30 percent of sales in 
each industry, and the other sort is exporter or non-exporter. The solid line in 
the upper panel represents the distribution of large and exporting plants’ 
markups, the dashed line depicts the distribution of small and exporting plants’ 
markups, the dashed-dotted line represents the distribution of large and non-
exporting plants’s markups, and the dotted line shows the distribution of small 
and non-exporting plants’ markups. The solid line in the lower panel shows the 
difference between medians of large and small exporters’ markups over time, 
the dashed line depicts the difference between medians of large and small non-
exporters’ markups, the dashed-dotted line shows the difference between 
medians of large exporters and non-exporters over time, and the dotted line 
represents the difference between medians of small exporters and non-exporters 
over time.  
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4.3. Unbalanced Panel Data Analysis for Markups  
 
We can now turn to the main focus of our application—how markups 

on average are affected by size, globalisation, and productivity shock 
and whether markups change when the import penetration in industry 
increases. We discuss unbalanced panel data analysis for markups in 
fixed effects regression and dynamic panel regression.  

The estimation framework introduced above was not explicit about 
firms selling in multiple markets. In light of our application we want to 
stress that our measure of markups for globalisation is a share-weighted 
average markup across the multi-markets, where the weight by market is 
the share of an input's expenditure used in production sold in that market. 
We can correctly compare markups across producers and time without 
requiring additional information on input allocation across production 
destined for different markets. To compare markups across markets 
within a plant, we do require either more data or more theoretical 
structure to pin down the input allocation by final market.  

Given plant-specific markups, we can simply relate a plant's markup 



250 Job Creation and Business Investment as Pathways to a Creative Economy  

to its size and globalisation (export status) in a regression framework. 
As noted above, we are not interested in the level of the markup and 
instead we estimate the percentage difference in markups depending on 
the plant’s size (market share in industry and export status).  

The unbalanced panel specification we take to the data is given by  
   ln ̂ߤ௧ ൌ ܺ௧γ  ߡ  ߡ  ௧ߡ   ,௧ߦ
  

in which ߡ , ௧ߡ  andߡ  are individual, industry, and time effects, 
respectively. ܺ௧  is an independent vector with industrial import 
penetration ratio, log (ݖ௧), log ( ܺ௧/ܮ௧), log(market share௧), export 
dummy, and export dummy x log(market shareijt). We control for 
labour and capital use, log(ܭ௧/ܮ௧), in order to capture differences in 
factor intensity, as well as full year-industry inter-actions to take out 
industry specific aggregate trends in markups (ߡ). We collect all the 
controls in a vector ܺ௧ with γ the corresponding coefficients.  

We rely on our approach to test whether, on average, exporters have 
different markups as well as a different slope for exporters’ market 
share. The latter, to our knowledge, has not been documented and we 
see this as a first important set of results. We are interested in the 
coefficients on the various control variables, so further below we will 
discuss the separate coefficients of other economic variables such as 
total factor productivity and industry import penetration. We estimate 
this fixed effect regression at the manufacturing level and include a full 
interaction of year and industry dummies. Once we have estimated 
coefficients of export dummy and export dummy x log(market share௧), 
we can compute the level of markup difference by applying the 
percentage difference to the constant term, which captures the domestic 
markup average. We denote this markup ratio between exporters’  
markup ߤ௧ா  and non-exporters’ markup ߤ௧ே , and we compute it by 
applying 

 ॱ ቈߤ௧ாߤ௧ே | ܺ௧ except export status      ൌ exp ൣߛா   ாൈ୪୭ ሺ୫ୟ୰୩ୣ୲ ୱ୦ୟ୰ୣሻlog ሺmarket share௧ሻ൧ߛ
 
after estimating the relevant parameters. Table 5 presents our results.  
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▌ Table 5 ▌  Market Share and Export Effects on LCK Markups in Unbalanced Panel  
This table shows results of fixed effect regressions in unbalanced panel data 

for markups estimated by local constant kernel (LCK) model such as  
  ln ̂ߤ௧ ൌ ܺ௧γ  ߡ  ߡ  ௧ߡ   ,௧ߦ
 

in which ݈, ݈, and ݈௧ are individual, industry and time effects, respectively. ܺ௧ 
is an independent vector with industrial import penetration ratio, log( ௧ݖ ), 
log( ௧ܮ/௧ܭ ), log(market share௧ ), export dummy, and export dummy x 
log(market share௧) - ** and * refer to the statistical significance levels at 1 
percent and 5 percent, respectively. Robust standard errors in brackets are 
clustered within plants.  

  
(1) (2) (3) (4) (5) 

Import Penetration  
 
Log(ݖ௧)  
 
Log(ܭ௧/ܮ௧)  
 
Log(market share௧)  
 
Dummy(exporter)  
 
Dummy(exporter)  
xLog(market share௧)  
 
Industry dummy (L~)  
R-sq: within  
Num. of Plants  
Num. of Obs 

0.000 
[0.000] 
1.333** 
[0.027] 
0.071** 
[0.001] 

-0.077** 
[0.002] 
0.344** 
[0.015] 
0.047** 
[0.002] 

 
yes 
0.31 

61,549 
320,385 

 
 

1.065** 
[0.018] 
0.072** 
[0.001] 
-0.039** 
[0.001] 
0.329** 
[0.013] 
0.040** 
[0.001] 

 
yes 
0.40 

78,803 
565,899 

0.000 
[0.000] 

 
 

0.065** 
[0.001] 
-0.016** 
[0.002] 
0. 176** 
[0.018] 
0.022** 
[0.002] 

 
yes 
0.14 

61,557 
320,679 

 
 
 
 

0.062** 
[0.001] 
0.012** 
[0.001] 
0.131** 
[0.013] 
0.011** 
[0.001] 

 
yes 
0.27 

78,812 
566,756 

 
 
 
 

0.062** 
[0.001] 
0.016** 
[0.001] 
0.042** 
[0.002] 

 
 
 

yes 
0.27 

78,812 
566,756 

 
We run the fixed effect regression for the various estimates of the 

markups as described above. The parameter γE  is estimated very 
significantly in all specifications (1)-(5) and values are between 0.042 
and 0.344, which means that the exporters’ markup is, on average, about 
4.2 percent to 34.4 percent greater than non-exporters’ markup, and 
values for coefficient - γEൈ୪୭ሺ୫ୟ୰୩ୣ୲ ୱ୦ୟ୰ୣሻ range from 0.011 to 0.047. 
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The parameter for the log market share ranges from -0.077 to 0.016. As 
expected, all the results except base of market share level relying on 
translog technology are very similar because the variation in markups is 
almost identical across the various specifications. One important 
message from this table is that the parameter of market share does not 
have consistent signs, suggesting that this unbalanced fixed effects 
regression might have omitted variables.  

Under assumptions of dynamic unbalanced panel data analysis of 
Arellano and Bond [1991], we take to the data is given by  

  ∆ ln ̂ߤ௧ ൌ ௧ିଵߤ̂ ln ∆ߙ  ∆ ܺ௧γ   ,௧ߦ∆
 

in which ܺ௧ is an independent vector with industrial import penetration 
ratio, log(ݖ௧), log(ܭ௧/ܮ௧), log(market share௧) export dummy, export 
dummy x log(market share௧ ), and time dummy. The second lags of 
log(ݖ௧), log(ܭ௧/ܮ௧), log(market share௧), export dummy x log(market 
share௧), and the first differences of industrial penetration ratio, export 
dummy, and time dummy are used as instrument variables in difference 
GMM system. Table 6 presents our results. The parameter γE  is 
estimated very significantly in all specifications (1) - (5) and values are 
between 0.054 and 0.396, which are slightly higher than values in Table 
5, and values for coefficient γEൈ୪୭ሺ୫ୟ୰୩ୣ୲ ୱ୦ୟ୰ୣሻ  range from 0.010 to 
0.043, which are similar to results of fixed effects regressions. The 
parameters for the log market share in all specifications have robust 
positive signs. The significances for the import penetration ratio are 
weak, thus we need to consider other variables to capture the industrial 
characteristics. In addition, similarly to DLW (2012), TFP increases the 
markup on average by 16.3 percent to 24.0 percent.  
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▌ Table 6 ▌  Market Share and Export Effects on LCK Markups in Dynamic   
Unbalanced Panel   

This table shows results of difference GMMs in dynamic unbalanced panel 
data (Arellano and Bond [1991]) for markups estimated by using a local 
constant kernel (LCK) model, such as  

  ∆ ln ̂ߤ௧ ൌ ௧ିଵߤ̂ ln ∆ߙ  ∆ ܺ௧γ   ,௧ߦ∆
 
in which ܺ௧  is an independent vector with industrial import penetration 

ratio, log(ݖ௧), log(ܭ௧/ܮ௧), log(market shar݁௧), export dummy, export dummy 
x log(market share௧), and time dummy. The second lags of log(ݖ௧), log(ܭ௧/ܮ௧), log(market share௧), export dummy x log(market share௧), and the first 
differences of industrial penetration ratio, export dummy, and time dummy are 
used as instrument variables in difference GMM system. ** and * refer to the 
statistical significance levels at 1 percent and 5 percent, respectively. Robust 
standard errors in brackets are estimated by the finite-sample corrected two-
step covariance matrix.  

  
(1) (2) (3) (4) (5) 

Log(markeup௧,ଵ)  
 
Import Penetration  
 
Log(ݖ௧)  
 
Log(ܭ௧/ܮ௧)  
 
Log(market share௧)  
 
Dummy(exporter)  
 
Dummy(exporter)  
xLog(market share௧)  

0.169** 
[0.005] 
0.000 
[0.000] 
0.240** 
[0.075] 
0.079** 
[0.008] 
0.080** 
[0.015] 
0.121 
[0.134] 
0.010 
[0.017] 

0.175** 
[0.004] 

 
 

0.163** 
[0.038] 
0.045** 
[0.005] 
0.115** 
[0.010] 
0.396** 
[0.102] 
0.043** 
[0.013] 

0.179** 
[0.006] 
0.001* 
[0.000] 

 
 

0.074** 
[0.009] 
0.079** 
[0.016] 
0.054 
[0.152] 
0.002 
[0.020] 

0.185** 
[0.004] 

 
 
 
 

0.036** 
[0.005] 
0.109** 
[0.011] 
0.383** 
[0.107] 
0.042** 
[0.014] 

0.184** 
[0.004] 

 
 
 
 

0.034** 
[0.006] 
0.118** 
[0.012] 
0.063** 
[0.006] 

 
 

Num. of Plants  
Num. of Obs 

48,674 
199,926 

76,472 
370,917 

48,686 
200,203 

76,502 
371,701 

76,502 
371,701 
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For comparison of the DLW and OLS models, Table B.1-B.4 shows 
the results of unbalanced fixed effects and dynamic panel regressions. 
Tables for the DLW model show that the DLW model still has the 
negative signs for market share, and weak consistent signs for the 
parameter of productivity shock. The OLS model has negative signs for 
variables related to export dummy. Therefore, the results of the LCK 
model are robustly consistent with industrial organization and 
international economic theories compared with those of the DLW and 
OLS models.  

For the last exercise, we directly quantify how import competition 
can influence the dispersion of markups. Since large firms set higher 
markups than small firms, the dispersion of markups is closely related to 
the gap in markups between small and large firms. Table 7 reports 
industry panel fixed-effect regressions. It shows that import competition 
measured as import penetration reduces the differential in firm markups. 
In the first column, the standard deviation of industry markups 
decreases by about 0.07 percent with a 1 percentage point increase in 
import penetration. The inequality of markups between firms decreases 
with intensified international competition, as the theory predicts.  
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▌ Table 7 ▌  Import Penetration Effect on Dispersion of Markups   

This table shows results of industry panel fixed-effect regressions  
  ln ܵܦ௧ ൌ ߙ  ܲܯܫ ଵ lnߚ ܴ௧  ௧ܮ/ଶ ln Kߚ   ௧ߤ ଷ lnߚ
 

in which 5ܦ௧ is a standard deviation of markup in an industry j, IMPR is an 
industry import penetration, log(ܭ௧/ܮ௧ ) is an industry capital-labour ratio, andݐ݅ߤ is log industry average markup. Overall import penetration can be 
categorized into two types. One is only imports from China, and the other is 
imports from the rest of the world. This classification comes from Bernard, 
Jensen, and Schott (2006). They emphasize that the response of industry 
employment to import competition from low-wage countries such as China can 
be different from typical import competition from the rest of the world. The 
dependent variable of columns (1) and (2) is the standard deviation of industry 
markups, and columns (3) and (4) use an inter-quartile range of industry 
markups as a response variable. ** and * refer to the statistical significance 
levels at 1 percent and 5 percent, respectively.  

   
(1) (2) (3) (4) 

Import Penetration  
 
Import Penetration (other) 
 
Import Penetration (China) 
 
Log(ܭ௧/ܮ௧)  
 
Log(ߤ)   
 

-0.067** 
[0.019] 

 
 
 
 

0.240** 
[0.035] 
0.040** 
[0.016] 

 
 

-0.099** 
[0.020] 
1.162** 
[0.315] 
0.211** 
[0.033] 
0.056** 
[0.015] 

0.068 
[0.039] 

 
 
 
 

0.378** 
[0.069] 
0.113** 
[0.031] 

 
 

0.057 
[0.043] 
0.504 
[0.675] 
0.368** 
[0.072] 
0.119** 
[0.033] 

Num. of Industry 
Num. of Obs 

16 
130 

16 
130 

16 
130 

16 
130 

 
We further estimate whether import competition from low-wage 

countries such as China has a stronger effect on domestic firm 
behaviour. Interestingly, the second column reveals positive signs for 
the effect of import penetration from China on markup dispersion, while 
import penetration from the rest of the world retains its negative effect 
on markup dispersion. In some sense, it is embarrassed, but it can be 
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possible if forces of import competition are concentrated on only very 
small firms. Products from China are usually low quality and low price. 
These types of goods are commonly made by domestic small firms. It 
would be plausible to assume that if the good markets are segmented by 
high and low quality goods, and the substitution between high and low 
quality products is very low, import competition from low-wage 
countries would affect only low price goods. If domestic small firms 
face stronger competition from low wage countries, they have to cut 
prices to stay in the market, whereas large firms with high quality goods 
are generally able to maintain their prices. In this case, the standard 
deviation of markups rises with increased import penetration.  

For our robustness check we use an inter-quartile range of markups 
as markup dispersion in each industry as a dependent variable. However, 
import penetration has an insignificant effect on markup dispersion in 
this case. It implies that changes arising from import penetration are 
concentrated on the lower tail or upper tail of the support of markups. If 
the changes in markup dispersion occur uniformly or in overall support, 
the result should be the same if we use the standard deviation as a 
dispersion measure. We can conjecture that very small firms or very 
large firms are more influenced by import penetration, considering the 
different results of the standard deviation and inter-quartile range.  

  
  
5. Conclusions  
  
In this paper, we show that large firms decide on higher markups in 

each industry as they have greater market powers in integrated markets. 
Also, exporters set higher markups through higher observable 
productivity than non-exporters. This is empirically consistent with the 
theory that firms conditional on higher observable productivity decide 
on higher markups. Interestingly, even after controlling for productivity 
and other firm characteristics, the level of markup is proportional to the 
market share. A one percent increase in market share leads to a 0.080.12 
percent increase in markup. It draws attention since it is the evidence 
that the firm strategy of price is reflected by pure market power.   

To answer the question whether globalisation confers unequal 
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benefits on small and large firms, we generate markup distribution and 
find that the mean and the dispersion of markups have been decreasing 
over time. However, the average firm size and firm size distribution 
have been increasing. These patterns are predicted exactly by the 
theoretical model of trade. The main hurdle is to identify the effect of 
globalisation. In order to investigate the effect of globalisation, we use 
industry panel fixed-effect regressions. For the proxy of globalisation, 
the import penetration is used. It is a disadvantage that import 
penetration only captures the effect of importing as globalisation 
includes both imports and exports. It turns out that import competition 
reduces the markup gap between small and large firms, as predicted by 
the theory.  

Methodologically, we develop De Loecker and Warzynski (2012) 
and control the endogeneity problem by using the difference GMM in 
dynamic unbalanced panel data suggested by Arellano and Bond (1991). 
Compared to De Loecker and Warzynski (2012), our estimate of 
markups has smaller errors and reasonable levels of average and median 
of markups.  

This paper has an important message regarding enterprise policies. A 
widening of the performance gap, measured as output or sales, between 
large and small firms, cannot be interpreted as meaning that 
globalisation negatively affects the welfare of consumers. It is likely 
that globalisation strengthens competition between all firms, so the gap 
in prices or markups shrinks as a result of the selection effect, which 
benefits consumers. Therefore, protective policies to shield SMEs from 
the effects of globalisation may interfere with the selection process and 
harm productivity growth.  
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▌ Appendix ▌  

A. Local Constant Kernel Regression   
 
A.1. Basics of LCK Regression  
 
The nonparametric model is as follows:  
ݕ  ൌ ݃ሺݔሻ  ,ݑ ݅ ൌ 1, … , ݊, 
 
in which the functional form g (∙) is unknown. If g (∙) is a smooth 

function, we can estimate g (∙) nonparametrically using kernel methods 
so that we consider g (∙) as the conditional mean of y given x such that  

  ݃ሺݔሻ ൌ ॱሾݕ|ݔ ൌ  ,ሿݔ
 

due to the general result of nonparametric theory. We note that  ॱሾݕ|ݔ ൌ ሿݔ ൌ  y ௬݂,௫ሺݔ,  can be replaced with ݕሻ݀ݕ y መ݂௬,௫ሺݔ,  ݕሻ݀ݕ
with the unknown probability density function ௬݂,௫ሺݔ,   ሻ estimated byݕ
the kernel method such that  

  መ݂௬,௫ሺݔ, ሻݕ ൌ 1݄݊ … ݄  ߈ ቀݔ െ ݄ݔ ቁ ߢ ൬ݕ െ ݄ݕ ൰
ୀଵ ,                           ሺ14ሻ 

 

in which ߈ ቀ௫ି௫ ቁ ൌ ߢ ቀ௫భି௫భ௬భ ቁ ൈ … ൈ ߢ ൬௫ି௫ ൰  and where ߢ  is a 

kernel function satisfying basic conditions of nonparametrics, ݄ is the 
smoothing parameter associated with y, and ݄  … ݄ are bandwidths for ݔ. From equation (14), we obtain the estimate 
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ො݃ሺݔሻ ∑ ୀଵݕ ߈ ቀ௫ି௫ ቁ∑ ߈ ቀ௫ି௫ ቁୀଵ ,                                                                            ሺ15ሻ 

 
which is simply a weighted average of yi, because we can rewrite (15) 

as  
  ො݃ሺݔሻ  ݓݕ

ୀଵ , 
 
in which ݓ ൌ ߈ ቀ௫ି௫ ቁ / ∑ ߈ ቀ௫ି௫ ቁୀଵ  is the weight attached to ݕ  
  
A.2. Cross-Validation Method for Bandwidth  
 
Once we have the continuous explanatory variables xi, the optimal 

bandwidth h is determined by the cross-validation method, minimizing  
  Cܸ൫݄ଵ, … , ݄൯ ൌ ݉݅݊ 1݊  ቀݕ െ መ݂ି ଵሺݔሻቁଶ ݉ሺݔሻ,

ୀଵ                        ሺ16ሻ 

 

in which መ݂ି ሺݔሻ ൌ ∑ ௬ಯభ ௷ቀೣషೣభ ቁ∑ ௷ቀೣషೣభ ቁಯభ  is the leave-one-out kernel estimator of ݂ሺݔଵሻ  and ݉ሺݔሻ  is a weight function that rules out boundary 
observations and  ݉ሺ·ሻ  1. Then, the asymptotic result of optimal 
bandwidth is  

 ݊ଵ/ሺାସሻ ݄ ൌ ොܽ ՜  ܽ, 
 

in which a is uniquely defined, positive, and finite to asymptotically 
minimize the first leading term of CV (h).  
 

A.3. LCK Regression with Mixed Data  
  
We now turn to a nonparametric approach with continuous and 

discrete variables. From a statistical point of view, smoothing discrete 
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variables may introduce some bias, but it is also known that it reduces 
the finite-sample variance resulting in a reduction in the finite-sample 
mean squared error of the nonparametric estimator.  

Coming back to a nonparametric regression model given by  
ଵݕ   ൌ ݃൫ݔ, ௗ൯ݔ  ,ݑ ݅ ൌ 1, … , ݊, 
 
in which ݔ and ݔௗ are continuous and discrete variables, respectively. 

Then we define the estimate of unknown PDF as   
  መ݂௬,௫ሺݔ, ሻݕ ൌ 1݄݊ … ݄  ఋ߈ ቀݔ െ ݄ݔ ቁ ߢ ൬ݕ െ yݕ ൰

ୀଵ                    
ൌ 1݄݊ … ݄  ܹ ቆݔ െ ݄ݔ ቇ ,ௗݔ൫ܮ ,ௗݔ λ൯

ୀଵ ߢ ൬ݕ െ y݄ ൰, 
 

in which ߜ ൌ ሺ݄, ,ሻߣ ܹ  is a asymmetric, nonnegative univariate kernel 

function, and ܮ൫ݔௗ, ,ௗݔ λ൯ ൌ ∏ ௦ଵሺ௫ೞߣ  ஷ௫ೞሻ௦ୀଵ  where 1ሺݔ௦ௗ  ്  ௦ௗሻ is anݔ
indicator function which equals one when ݔ௦ௗ  ്  .௦ௗ and zero otherwiseݔ
The smoothing parameter for ݔௗ is assumed to be 0 λ  1. Then, 
 ො݃൫ݔ, ௗ൯ݔ ൌ ∑ ୀଵݕ ,ݔఋ൫߈ ,ݔ ∑ௗ൯ݔ ,ݔఋ൫߈ ,ݔ ௗ൯ୀଵݔ  

 
which is analogous to equation (13).  
  
Least squares cross-validation selects 9 = (h, A) to minimize the 

following function:  
,ሺ݄ܸܥ  ሻߣ ൌ min,ఒ ሺݕ െ ො݃ି൫ݔ, ௗ൯ሻଶ୬ݔ

୧ୀଵ  

 
in which ො݃ି൫ݔ, ,ݔௗ൯ and ݉൫ݔ  ௗ൯ are the same as (16). Note thatݔ

when ߣ ൌ 1, ,ௗݔሺܮ ,ௗݔ λሻ  becomes unrelated to (ݔௗ, ௗݔ ). Finally, the 
asymptotic results of smoothing parameter δ is  
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݊ଵ/ሺାସሻ ݄ ൌ ොܽ ՜  ܽ,  ݊ଶ/ሺାସሻλ ൌ ܾ ՜  ܾ, 
 
in which a and b are uniquely defined, positive, and finite to 

asymptotically minimize the first leading term of CV (h, λ).  
  
  
B. Additional Tables  
  

▌ Table Appendix 1 ▌  Market Share and Export Effects on DLW Markups   
in Unbalanced Panel  

This table shows results of fixed effect regressions in unbalanced panel data 
for markups estimated by a De Loecker and Warzynski (DLW, 2012) model 
such as  

  ln ̂ߤ௧ ൌ ܺ௧γ  ߡ  ߡ  ௧ߡ   .௧ߦ
 
Other descriptions remain the same as in Table 5.  
  

 (1) (2) (3) (4) (5) 

Import Penetration 
 
Log(zzjt) 
 
Log(Kzjt/Lzjt) 
 
Log(market sharezjt) 
 
Dummy(exporter) 
 
Dummy(exporter) 
 

0.000 
[0.000] 
0.656** 
[0.043] 
0.030** 
[0.001] 
-0.086** 
[0.002] 
0.316** 
[0.016] 
0.043** 

 

 
 

0.238** 
[0.013] 
0.016** 
[0.001] 
-0.042** 
[0.001] 
0.302** 
[0.013] 
0.035** 

 

0.000 
[0.000] 

 
 

0.027** 
[0.001] 
-0.075** 
[0.002] 
0.263** 
[0.015] 
0.036** 

 

 
 
 
 

0.016** 
[0.001] 
-0.036** 
[0.001] 
0.262** 
[0.012] 
0.030** 

 

 
 
 
 

0.015** 
[0.001] 
-0.027** 
[0.001] 
0.029** 
[0.002] 

 
 

xLog(market sharezjt) [0.002] [0.001] [0.002] [0.001]  
R-sq: within 
Num. of Plants 
Num. of Obs 

0.14 
60,843 
313,937 

0.27 
78,231 
557,260 

0.12 
60,872 
314,374 

0.27 
78,289 
559,753 

0.27 
78,289 
559,753 
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▌ Table Appendix 2 ▌  Market Share and Export Effects on DLW Markups   
in Dynamic Unbalanced Panel  

This table shows results of difference GMMs in dynamic unbalanced panel 
data (Arellano and Bond (1991)) for markups estimated by a De Loecker and 
Warzynski (DLW: 2012) model such as  

  ∆ ln ௧ߤ̂ ൌ ߙ ∆ ln ௧ିଵߤ̂  ∆ ܺ௧γ   .௧ߦ∆
 
Other descriptions remain the same as Table 6  
 

 (1) (2) (3) (4) (5) 

Log(markupit-1) 
 
Import Penetration 
 
Log(zit) 
 
Log(Kit/Lit) 
 
Log(market shareit) 
 
Dummy(exporter) 
 
Dummy(exporter) 

xLog(market shareijt)

0. 199** 
[0.006] 
-0.000 
[0.000] 
0.147** 
[0.051] 
0.068** 
[0.009] 
0.082** 
[0.017] 
0.286* 
[0.130] 
0.032 
[0.017] 

0.201** 
[0.004] 

 
 

-0.083** 
[0.017] 
0.018** 
[0.006] 
0.051** 
[0.011] 
0.627** 
[0.097] 
0.077** 
[0.012] 

0.197** 
[0.006] 
-0.000 
[0.000] 

 
 

0.067** 
[0.009] 
0.073** 
[0.016] 
0.292* 
[0.128] 
0.033 
[0.017] 

0.205** 
[0.004] 

 
 
 
 

0.026** 
[0.006] 
0.068** 
[0.011] 
0.594** 
[0.099] 
0.072** 
[0.012] 

0.205** 
[0.004] 

 
 
 
 

0.027** 
[0.006] 
0.083** 
[0.012] 
0.042** 
[0.006] 

 
 

Num. of Plants 
Num. of Obs 

47,608 
194,394 

75,658 
363,654 

47,648 
194,777 

75,752 
365,723 

75,752 
365,723 
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▌ Table Appendix 3 ▌  Market Share and Export Effects on OLS Markups   
in Unbalanced Panel  

This table shows results of fixed effect regressions in unbalanced panel data 
for markups estimated by an OLS model such as  

  ln ̂ߤ௧ ൌ ܺ௧γ  ߡ  ߡ  ௧ߡ   .௧ߦ
 
Other descriptions remain the same as Table 5.  
 

 (1) (2) (3) 

Import Penetration 
 
Log(Kijt/Lijt) 
 
Log(market shareijt) 
 
Dummy(exporter) 
 
Dummy(exporter) 
xLog(market shareijt) 
Industry dummy (tj) 
R-sq: within 
Num. of Plants 
Num. of Obs 

0.001  
[0.000] 
0.077**  
[0.001] 
-0.084** 
[0.002] 
0.289** 
[0.018] 
0.043** 
[0.002] 

yes 
0.13 

61,579 
321,010 

 
 

0.089**  
[0.001] 
-0.068** 
[0.001] 
0.278** 
[0.013] 
0.039** 
[0.001] 

yes 
0.29 

78,834 
567,279 

 
 

0.088**  
[0.001] 
-0.056** 
[0.001] 
-0.024** 
[0.002] 

 
 

yes 
0.29 

78,834 
567,279 
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▌ Table Appendix 4 ▌  Market Share and Export Effects on OLS Markups   
in Dynamic Unbalanced Panel  

This table shows results of difference GMMs in dynamic unbalanced panel 
data (Arellano and Bond (1991)) for markups estimated by an OLS model such 
as  

  ∆ ln ௧ߤ̂ ൌ ߙ ∆ ln ௧ିଵߤ̂  ∆ ܺ௧γ   .௧ߦ∆
  
Other descriptions remain the same as Table 6  
  

 (1) (2) (3) 

Log(markupit-1) 
 
Import Penetration 
 
Log(Kit/Lit) 
 
Log(market shareit) 
 
Dummy(exporter) 
 
Dummy(exporter) 
xLog(market shareijt) 

0.176** 
[0.006] 
0.001** 
[0.000] 
0.095** 
[0.009] 
0.038** 
[0.016] 
-0.009 
[0.155] 
-0.002 
[0.020] 

0.181** 
[0.004] 

 
 

0.054** 
[0.005] 
0.079** 
[0.010] 
0.292** 
[0.104] 
0.033* 
[0.013] 

0.181** 
[0.004] 

 
 

0.052** 
[0.005] 
0.091** 
[0.011] 
0.040** 
[0.005] 

 
 

Num. of Plants 
Num. of Obs 

48,744 
200,519 

76,573 
372,262 

76,573 
372,262 
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CHAPTER 6 
Endogenous Product Characteristics in Merger 

Simulation: A Study of the U.S. Airline Industry1 
 
 

by 
Jinkook Lee* 

(Korea Development Institute) 
 
 
Abstract  
 
Standard merger simulations focus solely on price changes while 

constraining the set of product characteristics to be identical pre- and 
post-merger. Recent papers have begun to address this issue (see, e.g. 
Fan, August 2013 AER). To overcome the limitations of traditional 
simulations, I endogenize both prices and product characteristics by 
specifying a two-stage oligopoly game. After estimating demand and 
supply system, I simulate the effect of the Delta and Northwest Airlines 
merger on prices, product characteristics, and welfare. The simulation 
results show that (i) the merged firm tends to increase product 
differentiation post-merger; (ii) the higher product differentiation 
reduces the firm’s incentive to raise prices; (iii) the changes in 
characteristics and prices increase not only the merged firm’s profit but 
also consumer welfare. I also compare the predicted to actual post-
merger outcome and find that endogenizing product characteristics is 
essential to better predict the actual outcome.  

 
  

                                                 
* Associate Research Fellow, Department of Industry and Service Economy, KDI, Email: 

ljk@kdi.re.kr  
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1. Introduction 
 
Until recently, standard merger simulations have focused solely on 

price changes while implicitly constraining the set of product 
characteristics to be identical pre- and post-merger.1 However, when an 
industry experiences a change in market structure such as entry, exit, or a 
merger, firms are likely to adjust product characteristics. As examples of 
the airline industry, Peters (2006) shows that a merged airline tends to 
reduce flight frequency on segments where the merging carriers were 
competing with each other, and Mazzeo (2003) finds that carriers are 
likely to deteriorate on-time performance when markets become less 
competitive.2  

Ignoring this aspect can lead to a significant bias in predicted prices in 
several aspects. On the demand side, the set of characteristics is an 
important part from which consumers derive utility. Then, it is very 
natural that the post-merger changes in characteristics affect consumers’ 
choices and the resulting market shares of products. On the supply side, 
merging firms consolidate their production facilities and change the way 
of conducting operations. This induces the combined firm to search a 
new set of optimal characteristics based on changes in marginal and fixed 
cost. Further, the product repositioning influences the extent of cross-
price effect merged firm internalizes. Suppose that a merged firm’s 
products become more differentiated than before, then cross-price 
elasticity between them becomes weaker so that the firm has less ability 
to increase prices than standard simulations predict. However, traditional 
simulations do not consider these three channels through which optimal 
prices are affected. Besides the predicted prices, subsequent welfare 
assessments can be biased in this sense.3 

                                                 
 1  Throughout this paper, standard merger analysis refers to the simulation method based 

on differentiated product demand and firm conduct in oligopolistic markets. This 
empirical model is widely used since Berry and Pakes (1993), Berry (1994), Werden 
and Froeb (1994), and Berry, Levinsohn and Pakes (1995).  

 2  Merger effect is not the primary focus of Mazzeo (2003), but the finding on the link 
between market competition and product quality is closely related to this study.  

 3  Besides the intuitive understanding of limits, Crawford (2012) discusses potential 
econometric problems associated with exogenous product characteristics.  
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To overcome the limitations, I endogenize not only prices but also 
product characteristics to analyze merger effects in the U.S. airline 
industry. To be specific, I aim to answer the following four questions: (i) 
How does merged firm adjust product characteristics? A few studies has 
addressed this issue by comparing ‘actual’ pre- and post-merger data. 
Unlike the literature, I ‘simulate’ post-merger characteristics based on 
pre-merger data and structural model, assuming that actual outcomes are 
not available. (ii) How and to what extent does the product repositioning 
affect post-merger prices? After simulating price changes, the paper 
analyzes how much of the changes is caused through each of three 
channels (described above). Especially by separating the magnitude of 
cross-price elasticity, I attempt to see a change in the firm’s ability of 
raising prices. (iii) How does post-merger equilibrium affect welfare? I 
introduce consumer heterogeneity in preferences for the characteristics in 
the demand specification. Given heterogeneous consumers, merged firm 
can reposition various subsets of products differently. I assess welfare 
changes of each type of consumers as well as profit changes by each 
group of products. (iv) Does endogenizing product characteristics 
contribute to better predicting post-merger outcome? Although a large 
body of literature has displayed interests in merger simulation, there has 
been very little studies testing this matter. With a focus on flight 
frequency, I evaluate the predictive performance of my simulation.  

The U.S. air travel market in the late 2000’s offers an ideal environ-
ment to this research. Above all, the industry has experienced at least 
nine completed or on-going mergers between 2008 and 2013, including 
the recently approved the American and US Airways merger.4 Second, 
airline mergers involve very complicated integration procedures on 
various levels. In terms of overall operations, they reform engineering, 
maintenance, crew training, network design, flight schedule, and 
allocation of fleets. Also production facilities such as aircraft, gates, and 
ticket offices are consolidated. Regarding customer service, they create 
single reservation system and harmonize frequent flier program. All these 
                                                 
 4  Since the U.S. airline market was deregulated in 1979, there have been more than thirty 

merger cases. They exhibit a variation in merging entity types such as legacy, regional, low 
cost carriers (LCCs). The comprehensive list of U.S. airline mergers is available at 
http://www.airlines.org/Pages/U.S.-Airline-Mergers-and-Acquisitions.aspx.  
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consolidations can impact operational characteristics of the airline’s 
products. Third, a comprehensive and latest dataset is publicly available 
from the U.S. Department of Transportation (DOT). The data used 
include Origin and Destination survey, Air Travel Consumer Report, On-
Time Performance, T-100 Domestic Segment, and other sources from the 
U.S. Bureau of Transportation Statistics.  

To simulate merger effects, I set up a structural model of demand and 
supply in differentiated product markets. The demand model uses 
discrete choice setting (McFadden, 1981; Berry, Levinsohn and Pakes, 
1995) and particularly adopts random coefficient logit model with finite 
consumer types (Berry, Carnall and Spiller, 2006; Berry and Jia, 2010) to 
see whether the tourists and the business passengers exhibit hetero-
geneous preferences for price and characteristics. In the supply model, I 
set up a two-stage oligopoly game where firms decide optimal product 
characteristics - flight frequency, on-time performance, mishandled 
baggage rate, and denied boarding rate - at the first stage, and then 
choose optimal prices at the second stage. Even though the sequential 
choice model involves technical difficulties, it is more realistic for 
industries where adjusting product characteristics requires a long time.5  

After estimating the model parameters, I predict post-merger 
equilibrium by using three different games: traditional model with 
endogenous price (Price model, ܩ ), a new model with endogenous 
characteristics and endogenous price (Full model, ܩி), and a hypothe-
tical model where firms can choose only prices under pre-merger 
situation, and product characteristics are given by post-merger charac-
teristics of the full model. (Hypothetical model, ܩு). Since the hypothe-
tical model does not consider the ownership consolidation, price changes 
in the game arise from the adjustment of characteristics rather than from 
the cross-price effect. I compare price changes from the three simulations, 
and then identify two different cross-price effects, respectively, from the 
price model and the full model.  

This study examines the Delta and Northwest Airlines merger, which 
                                                 
 5   For example, Fan (2013) studied the U.S. Daily Newspaper Market by using a 

sequential choice model. Endogenous newspaper characteristics include non-
advertising space, the number of staff for opinion sections, the number of reporters, 
and other measures. All these are not quite changeable in a short period of time. 
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created the largest commercial airline in the world as of 2008. Importantly, 
they competed in more than 450 markets with each other. Based on its 
greater scale of overlapped markets than other recent merger cases, we 
can expect the merger effect to be considerable. Further, the integration 
process had been completed early enough (December 2009) for the actual 
post-merger data to be available. This enables an evaluation of the 
simulation performance.  

From the simulation results, I find that (i) the merged firm tends to 
increase product differentiation post-merger. I measure a product quality 
by taking an inner product of the set of endogenous characteristics and 
their respective parameters, and then compute a change in quality of each 
product. The result shows that the merged firm raises the quality of 
primary products, but largely decreases that of secondary products.6 (ii) 
The higher product differentiation reduces the firm’s incentive to raise 
prices especially of the primary products. On the contrary, the firm 
increases prices of the secondary products substantially with intent to 
move passengers from secondary to more profitable primary goods. (iii) 
Consumer and producer welfare changes substantially differ from those 
of standard merger analyses. While the price model predicts decrease in 
consumer surplus for both types of passengers, the full model predicts 
that the business travelers get welfare gains due to the quality 
improvement of the primary goods, and this leads to an overall increase 
in consumer surplus. Regarding producer surplus, both models show that 
merged firm earns higher profit and competitors have less profits, but the 
additional gain to the merged firm is much bigger in full model. (iv) 
Finally, endogenizing characteristics is essential to better predict the 
actual outcome. Based on the comparison between the pre-merger, the 
simulated, and actual post-merger frequency, I find that the simulated 
frequency becomes closer to actual post-merger frequency. In summary, 
the results highlight that the analysts need to endogenize product 
characteristics as well, when simulating the effects of a proposed merger.  

This paper contributes to the existing literature in three ways. First, it 
extends merger literature. Focusing on airline merger studies, one group 

                                                 
 6  A primary product refers to a major route where passenger traffic is large, and a 

secondary product indicates a route where small number of passengers travel.  



 CHAPTER 6  Endogenous Product Characteristics in Merger Simulation 273 

of papers adopts comparative analysis or reduced form model to examine 
changes in price, output, or welfare. Borenstein (1990), Werden, Joskow 
and Johnson (1991), Kim and Singal (1993), Morrison (1996), Kwoka 
and Shumilkina (2010), and Luo (2011) belong to this group. Another 
group takes a more structural approach to simulate post-merger outcomes. 
Peters (2006) applies the discrete-choice demand and oligopolistic 
pricing game and suggests that merger simulation can better perform 
when it considers the changes in product characteristics. But he updates 
the characteristics by using actual post-merger data rather than 
endogenizes them in the model. Richard (2003) endogenizes flight 
frequency decision as well as quantity decision. However, the model is 
restricted to a single-firm optimization so that merged firm’s decision is 
not affected by competitors, and the choice variables are decided 
simultaneously (a one-stage monopoly game). My research belongs to 
the latter group, but endogenizes both the set of product characteristics 
and prices in a sequential fashion in oligopolistic markets (a two-stage 
oligopoly game).  

Second, this study contributes to the on-going literature on endogenous 
product choice (or quality). Starting from Mazzeo (2002), the issue has 
been continuously addressed by Crawford and Shum (2006), Gandhi et al. 
(2008), Draganska, Mazzeo and Seim (2009), Chu (2010), Byrne (2012), 
and Fan (2013).7 Endogenizing product charac-teristics involves serious 
computational burden, especially when supply model adopts a two-stage 
oligopoly game with continuous character-istics. This is because one 
needs to compute derivatives of prices with respect to product 
characteristics for all products in a market. The literature avoids the 
complicated matrix by assuming reduced-form profit function without 
demand-driven market share (Mazzeo, 2002) or by adopting a one-stage 
game (Gandhi et al., 2008; Chu, 2010) or by analyzing monopoly market 
(Crawford and Shum, 2006; Byrne, 2012). The closest paper to mine is 
Fan (2013) in terms of specifying a two-stage oligopoly game. She 
derives the matrix by taking the total derivative of the second-stage 

                                                 
 7  Crawford (2012) well summarizes this on-going literature. Also, Cho (2012) provides 

a great review by categorizing the literature according by types of product 
differentiation and consumer heterogeneity.  
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optimality condition as an application of the implicit function theorem. I 
empirically solve it in a more explicit way in which the optimal price 
function is derived from the second-stage optimality condition, and then I 
differentiate it with respect to product characteristics to solve the first-
stage optimality condition. Since my approach directly computes the 
derivatives, it can be applied to more complicated optimization problems 
where multiple choice variables are correlated and decided sequentially 
(e.g. a three-stage oligopoly game).  

Finally, looking at the overlap between above two subjects, this paper 
adds an empirical evidence on how a merger influences ‘product 
positioning’ or ‘product variety’. This issue still remains controversial. A 
series of papers including Berry and Waldfogel (2001), Gandhi et al. 
(2008), and Sweeting (2010) shows that merged firm tends to increase 
product differentiation to avoid market cannibalization. On the other 
hand, Gotz and Gugler (2006) finds that higher concentration in retail 
gasoline market reduces product variety. This matter is critical because 
the consumer welfare is largely depending on how products are 
repositioned post-merger (Mazzeo, Seim and Varela, 2013). To provide a 
new evidence from the airline industry, I introduce two quality-distance 
measures: within-firm distance and within-market distance and analyze 
post-merger changes in the extent of product differentiation.  

The remainder of the paper is organized as follows: Section 2 
provides the structural model of air travel market and derives necessary 
optimality conditions. Section 3 describes the dataset. Section 4 presents 
an estimation procedure and reports model parameters. Section 5 
simulates post-merger product characteristics and price, and analyzes 
welfare changes. The comparison analysis between the simulated and 
actual post-merger outcome is also addressed here. Section 6 concludes 
with a brief summary.  

 
 
2. The Model  
 
This section presents demand and supply model in the air travel 

market. In each market, carriers provide the set of differentiated products, 
and each consumer either purchases one product or takes the outside 
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option of not flying. Importantly, the endogenous product characteristics 
are assumed to affect both consumers’ utility and firms’ cost.  

 
2.1. Demand  
 
The demand model follows discrete choice framework with 

heterogeneous consumer preferences (Berry, Levinsohn and Pakes, 1995, 
henceforth, BLP). In particular, I allow the consumer hetero-geneity to 
be represented by discrete distribution with only two types of consumers 
(Berry and Jia, 2010). As Borenstein and Rose (1994), Gerardi and 
Shapiro (2009), and several airline studies suggest, we can regard them 
as the business passengers and the tourists (r = 1 or 2).  

A ‘market’ is a directional round trip between origin and destination 
city (see figure 1).8 A ‘product’ is a unique combination of carrier- 

 
▌ Figure 1 ▌  An Illustration of Market and Product 

 
Notes: O, D, C indicate origin, destination, and connecting city, respectively. Given carrier, roundtrip ORD-IAH, 

ORD-DFW-IAH, and MDW-IAH are considered as different products.  

                                                 
 8  A city is a Metropolitan Statistical Area. In general, one city has one airport, but a few 

big cities have multiple airports. For example, Chicago has ORD (O’Hare) and MDW 
(Midway) airport as described in figure 1.  
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itinerary.9 In other words, given an itinerary, all tickets sold by a carrier 
are aggregated to form a representative product. 10  This market and 
product definitions allow us to distinguish direct and connecting flights 
and to use information on characteristics for each airport.  

Each consumer derives utility from price, observed product charac-
teristics, and unobserved components. The conditional indirect utility of 
a passenger i who is of type r from choosing product j in market t is 
assumed to be  

௧ݑ  ൌ ߙ௧  ௧ψݕ  ௧φݖ  ௧ߦ  ௧ሺλሻݒ  λߝ௧ 
 ൌ ߚ௧ݔ  ௧ߦ  ௧ሺλሻݒ  λߝ௧       (1) 

 
where ௧ is a passenger-weighted average ticket price of product j. ݕ௧  is a two-dimensional vector including Ontime15 and Layovers. 

Ontime15 represents on-time performance of a product. A flight is 
counted as ‘on-time’ if it arrives at a gate less than 15 minutes after the 
scheduled arrival time. Since the original data contain a flight’s 
scheduled arrival and actual arrival time on each non-stop segment, I 
measure Ontime15 as the geometric mean of percentage of flights that 
arrive on-time on each segment. Layovers is the number of connections 
per round-trip: 0 for direct flights and 2 for connecting flights.11 I allow ௧  and ݕ௧ to have random coefficients ߙ  and ψ , respectively, to see 
whether the business passengers and the tourists exhibit heterogeneous 
tastes for price, on-time arrival, and direct flight.  

The vector ݖ௧  includes several other characteristics for which both 

                                                 
   9  An itinerary is an ordered sequence of airports for a round-trip.  
10  The product definition is based on two considerations. First, the data on mishandled 

baggage rate and denied boarding rate are available only at carrier-level. Second, if 
each ticket is considered as a product, the estimation time tends to seriously increase, 
mainly because product shares need to be inverted at each iteration to derive 
unobserved product quality.  

11  In the sample, passengers on direct flights have two coupons with no connection, and 
passengers on connecting flights have four coupons with two connections. 
Technically, ‘direct’ means that passengers do not change a plane between origin and 
destination, whereas ‘non-stop’ means that the flight does not stop between origin 
and destination. In this paper, I use both terms to refer to flights that do not stop 
between origin and destination.  
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types of passengers are assumed to have same level of marginal utility 
(߮). It contains Frequency, the number of average daily departures, to 
capture the benefits from convenient flight schedule with multiple 
departure times. Frequency is computed as the geometric mean of a flight 
frequency on each segment for a similar reason to Ontime15. Mishandled 
baggage is the number of mishandled baggages per 1,000 passengers. If 
a passenger’s baggage is lost, damaged, or delayed, it is considered 
mishandled. ݖ௧ also includes Denied boarding measured by the number 
of involuntary denied boardings per 10,000 passengers. Even though 
consumers hold confirmed reservations, they may be denied boarding 
from a flight due to airline overbooking.  

In this research, the four characteristics - Ontime15, Frequency, 
Mishandled baggage, and Denied boarding - are modeled as endogenous 
variables (along with endogenous price). In previous studies, the 
characteristics are assumed to be exogenous based on the notion that 
firms cannot adjust them at least in the short run. However, this paper 
aims to simulate the merger effect. Since airline integration process takes 
a long time to be completed and the consolidation influences the overall 
operational characteristics of airline products, I reasonably set the 
characteristics to be a firm’s choice variables.12 

As additional controls, ݖ௧ includes HubDM, the number of a carrier’s 
hub airports on itinerary. This variable controls consumer valuation for 
frequent flier program and convenient gate access generated by a 
carrier’s hub operation. I also expect that passengers’ utility depend on 
Constant, Distance (the total round-trip distance), Slot - control (the 
number of slot-controlled airports on itinerary), and Tour (1 if a 
destination airport is located in either California, Florida, or Nevada).13 
Finally, I include several carrier dummies to control the brand-specific 
effect. Major airlines are Continental (CO), Delta (DL), Northwest (NW), 
United (UA), US Airways (US), and American (AA, the base carrier). 
Two low cost carriers are Southwest (WN) and AirTran (FL). The 
remaining carriers are defined as Other Carriers (OT). 
                                                 
12  The integration process for the Delta and Northwest Airlines merger continued for 

twenty one months after the initial announcement in April 2008.  
13   In this study, slot-controlled airports include Chicago O’Hare (ORD), John F. 

Kennedy (JFK), LaGuardia (LGA), Reagan National (DCA) airport.  
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 ௧ is an unobserved (to the econometrician) product quality which isߦ
not captured by the dataset. It represents ticket-or flight-level 
characteristics such as Saturday night stay-over, advance purchase, non-
refundability, minimum or maximum stay restriction, and in-flight meal 
service quality.14 ݒ௧is the nested logit disturbance. It is constant across 
all airline products (inside goods) in market t, but differentiates air 
travels from the outside option of not flying. λ is the nested logit 
parameter which represents the degree of product differentiation between 
inside goods. It varies between 0 and 1. If λ = 1 (then ݒ௧ = 0), each 
airline product is perfectly differentiated. In this case, there will be no 
need to set outside option, and demand specification becomes a 
multinomial logit model. If λ = 0, all airline services are perfectly 
substitutable. ߝ௧ is an i.i.d. (across consumers, products, and markets) 
logit error. The error structure ݒ௧ (λ)+ λߝ௧ follows the Type I extreme 
value distribution to derive closed-form market share equation.  

The indirect utility from the outside good (e.g. driving a car or taking 
a train) is given by  

௧ݑ  ൌ ௧ߦ    ௧.      (2)ߝ
 
A simple way to identify mean utility of the outside good is setting it 

as one of the inside goods. However, it is not desirable strategy because 
airline products are quite different services from those by other ground 
transportation modes. Alternatively, I normalize both ߦ௧ and ߝ௧  to be 
zero for all consumers. In this case, the coefficient of Constant will 
measure marginal utility from choosing any airline products.  

Note that in the standard BLP model, consumer tastes vary with 
demographics and unobserved individual characteristics, following 
multivariate normal (or other continuous) distributions. Differently, the 
random coefficients here vary with finite passenger types, following 
discrete r-type distribution. Thus, I derive a market share function by 
computing the weighted sum of the market share for each type, rather 

                                                 
14  This restricted information is available only in transaction-level data from Computer 

Reservation System. An analysis which uses the specific information can be found in 
Puller, Sengupta and Wiggins (2012).  
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than by integrating purchase probability over continuous distributions. 
The weight is the percentage of type r consumers in the population (ߛ).  

Assuming each type r consumer purchases one airline ticket which 
gives the highest mean utility ሺݔ௧ߚ  ௧ሻߦ , the market share of jth 
product is given by  

,௧ݔ௧ሺݏ  ,௧ߦ ௗሻߠ ൌ  ଶߛ
ୀଵ  ݁ሺ௫ೕఉೝାకೕሻ/ഊ∑ ݁ሺ௫ೖఉೝାకೖሻ/ഊא  ሺ∑ ݁ሺ௫ೖఉೝାకೖሻ/ఒሻఒא1  ሺ∑ ݁ሺ௫ೖఉೝାకೖሻ/ఒሻఒא  ,                                     ሺ3ሻ 

 
where ݔ௧=൫ݔଵ௧, … , ,௧൯ݔ ௧ߦ ൌ ሺߦଵ௧, … , ௧ܬ ௧ሻ,andߦ  is the set of all airline  
products in market t. θௗ is the set of all demand parameters (ߙ, ψ, ߮, λ,  γ). Each market provides two groups of products: all the airline services 
and outside option, thus the first term indicates within-group share of 
airline product j, and the second term denotes to group share of all the 
airline products.  
 

2.2. Supply  
 
In this section, I describe a two-stage oligopoly game where each 

carrier chooses optimal product characteristics first and then decides 
optimal prices to maximize the expected profit under Bertrand-Nash 
competition. Airline network structures such as markets, routes, airports 
served, and location of hub airports are assumed to be exogenous.15  

At the first stage, firm f decides the set of product characteristics, ݔ ൌ ሺݔ, ,ிݔ ,ெݔ  ሻ to maximize the profit function16ݔ
 

                                                 
15  This assumption is justified by the fact that most airlines sign ‘long-term use-and-

lease agreements’ with airports to occupy the airport facilities. The detailed 
information on the contractual practices between airports and airlines can be found in 
Ciliberto and Williams (2010) and Lee (2013). Also, considering that an airline 
product is a carrier-route combination, the assumption is analogous to a typical 
setting where the number of products offered is exogenously given. 

16  The superscript O, F, M, and D denote the first letter of the endogenous product 
characteristics, respectively. 
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Πூ ൌ  ሺሺݔሻ െ ݉ ܿሺݔிሻሻא · ܯ · ,ሻݔሺሺݏ ,ݔ ;ߦ ௗሻߠ െ ,ݔ൫ܨ ζ; ߬൯  ሺ4ሻ 

 
where ݔ ൌ ൫ݔଵ, … , ,൯ݔ ݔ ൌ ሺݔଵ, … , ሻ, and ζݔ ൌ ሺζଵ, … , ζሻ. J is  
the set of all products in a market, and ܬ  is the set of all products  
offered by firm f in a market. Throughout the supply model, a market  
subscript t is omitted for simplicity.17 ݉ ܿ is the marginal cost of product 
j, and M is a market size which is the geometric mean of the MSA 
population of two end-point cities. ݏሺ·ሻ  is the demand-driven market 
share function of product j coming from equation (3), and ܨሺ·ሻ is the 
fixed cost function.  

In equation (4), a carrier’s decision on the characteristics (ݔ) affects 
prices, marginal, and fixed cost. It also affects market share directly and 
indirectly.18 To be specific, in each market, prices of all products are  
influenced by the characteristics of all products through ሺݔሻ and p(ݔ).  
These interactions (arising from a two-stage oligopoly game) make the 
necessary equilibrium conditions difficult to be computed. The way of 
solving it is described in section 2.3.  

Marginal cost of serving an additional passenger is given by the 
following linear function  

 ݉ ܿ ൌ ݄ߜ  ω                                                                                            ሺ5ሻ 
 

where ݄  denotes the set of cost characteristics. ݄  includes Frequency 
 to capture marginal cost effect of the aircraft utilization. Among the (ிݔ)
four endogenous characteristics, only Frequency is modeled to affect 
marginal cost because it is a quantity-related variable. ݄  also controls 
HubMC, 1 if a flight departs from, connects at, or arrives at its hub 
airport. A carrier’s hub operation can cause two countervailing effects on 
marginal cost. In hub-and-spoke system, a majority of passengers come 
from different origins and connect at a carrier’s hub airport to reach their 
                                                 
17  Following Berry and Jia (2010), markets are assumed to be independent. Thus, all 

equations in this section are applied to each market without loss of generality.  
18  Even though price, marginal cost, and market share function also depend on other 

control variables, equation (4) is expressed with a focus on the endogenous 
characteristics.  
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final destinations. This allows the carrier to generate high load factor on 
major routes, which contributes to decreasing the per-passenger cost. On 
the other hand, a carrier’s hub operation causes massive air- and ground-
side congestion at an airport. This can increase marginal cost. The 
coefficient reflects the net effect of the two factors. I control two distance 
measures, ݁ܿ݊ܽݐݏ݅ܦ௦௧  and ݁ܿ݊ܽݐݏ݅ܦ , consi-dering that fuel 
efficiency can differ depending on aircraft size, and different sizes of 
fleets are allocated on short-haul and long-haul routes. 19  Similarly, I 
control ݏݎ݁ݒݕܽܮ௦௧  and ݏݎ݁ݒݕܽܮ . Conne-cting flights involve 
an additional landing/takeoff during which airplanes burn a large fraction 
of fuel, and the amount of fuel consumed is known to vary with aircraft 
size.20 Finally, I set carrier dummies to control carrier-specific cost effect.  ߜ indicates a vector of cost parameters, and ω represents unobservable 
(to the econometrician) marginal cost shocks. It includes fluctuations in 
oil prices, quality of on-board meals, charges levied for landing, and 
other unobserved factors.  

Following Fan (2013), I adopt a quadratic function to approximate the 
fixed cost function. Specifically, the slope of the fixed cost with respect 
to an endogenous characteristic (ݔ, ݇ ൌ ܱ, ,ܨ ,ܯ   is given by (ܦ

,ݔሺܨ߲  ζ; ߬ሻ∂ݔ ൌ ߬  ߬ଵݔ  ζ,                                                              ሺ6ሻ 

 
where τ is a vector of parameters, and ζ represents unobservable fixed-
cost shock. Adjustments of the operational characteristics accompany 
consolidation of facilities (aircraft, gate, and ticket counter) and 
workforce (pilots, flight crew, gate/ticket takers, baggage handlers, and 
ticket booking agent). Using more or less of these resources influences 

                                                 
19  I create an indicator variable ݈݃݊ܫ ൌ 1  if a market distance is longer than 3,500 

miles and ݐݎ݄ݏܫ ൌ 1  if a market distance is shorter than 3,500 miles. Then the 
distance measures are  computed as ݈݃݊݁ܿ݊ܽݐݏ݅ܦ ൌ ݁ܿ݊ܽݐݏ݅ܦ כ ݈݃݊ܫ  and ݐݎ݄ݏ݁ܿ݊ܽݐݏ݅ܦ ൌ ݁ܿ݊ܽݐݏ݅ܦ כ  .ݐݎ݄ݏܫ

20  Similar to the distance measures, I compute the two ݏݎ݁ݒݕܽܮ as ݈݃݊ݏݎ݁ݒݕܽܮ ൌ ݏݎ݁ݒݕܽܮ כ ݐݎ݄ݏݏݎ݁ݒݕܽܮ  andܫ ൌ ݐݎ݄ݏݏݎ݁ݒݕܽܮ כ  .ݐݎ݄ݏܫ
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the fixed cost. Other cost shocks such as advertising costs are captured  
by ζ.  

Given a vector ݔ chosen at the first stage, firm f decides price  at 
the second stage to maximize the following profit function,  

 Πூூ  Πூூא ൌ  ሺ െ ݉ ܿሻא · ܯ · ,ሺݏ ,ݔ ;ߦ  ௗሻ                                ሺ7ሻߠ

 
While the first stage profit function is specified as the difference between 
the variable profit and the fixed cost, carriers now maximize the variable 
profit under the Bertrand-Nash competition.  

In airline industry, prices are easily changeable, but the product 
characteristics are not. For example, when a carrier increases flight 
frequency, it needs to adjust aircraft size and to hire more employees 
who manage flight schedule. Further, it may reallocate gates based on 
contract with airport authority. However, price decisions can be made 
relatively quickly and flexibly at the final stage. Hence, this sequential 
choice model better reflects airlines’ decision-making process.  

 
2.3. Necessary Equilibrium Conditions  
 
I solve carriers’ optimization problems by deriving necessary 

equilibrium conditions for the product characteristics and prices. From 
the conditions, I will recover the structural errors in marginal cost  
function ( ߱) and fixed cost function (ζை, ζி, ζெ, ζ) in section 4.  

Starting with the second-stage game based on backward induction, I 
take the derivative of the second-stage profit function ∏  ூூ  with respect 
to prices (, ݆ ൌ 1, ڮ , ∂ ) to generates the first-order conditionܬ ∏ /ூூ  ,(∂

,ሺݏ  ,ݔ ;ߦ ௗሻߠ   ሺ െ ݉ܿሻא · ,ሺݏ߲ ,ݔ ;ߦ ∂ௗሻߠ ൌ 0.                    ሺ8ሻ 
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Stacking all ܬ products together yields  
,ሺݏ  ,ݔ ;ߦ ௗሻߠ  Ω௦, · ሺ െ ݉ ܿሻ ൌ 0,                                             ሺ9ሻ 
 

where ݏ ൌ ሾݏଵ, … , ,ሿᇱݏ  ൌ ሾଵ, … , ሿᇱ ,  ݉ ܿ ൌ ሾ݉ܿଵ, … , ݉ ܿሿᇱ  and Ω௦,, is a ܬ ൈ    matrix given byܬ
 

Ω௦, ൌ
ێێۏ
ێێێ
ۍ ௦߲భ߲భ ڮ ௦߲߲భڭ ڰ ௦߲భ߲ڭ ڮ ௦߲߲ ۑۑے

ۑۑۑ
 ሺ10ሻ                                                                   . ې

 
Rearranging terms in equation (9) derives a carrier’s optimal price 

function,  
  ൌ ݄ߜ  ߱ െ ௦,ିଵߗ · ,ሺݏ ,ݔ ;ߦ  ௗሻ.                                              ሺ11ሻߠ
 

The right hand side be composed of two parts. The first two terms indicate 
the marginal cost and the remaining term (including negative sign) 
constitutes markup. Through the two components, the optimal price is 
affected by product characteristics. This dependency provides a link 
between the first stage and the second stage game.  

Moving on to the first-stage game, I differentiate the profit function  ∏  ூ with respect to the product characteristics ( ,ݔ ݆ ൌ 1, … , ,ܬ ݇ ൌܱ, ,ܨ ,ܯ ߲ ሻ to yield the first-order conditionܦ ∏ /ூ   ,ݔ߲
  ߲ ∏  ூூ߲ݔא    ߲ ∏  ூூ߲ᇲ אאᇲݔᇲ߲߲ െ ߬ െ ߬ଵݔ െ ζ ൌ 0.             ሺ12ሻ 

 
While the adjustment of ݔ has a direct effect on variable profit of 

product h (∏  ூூ ), it also has an indirect impact on ∏  ூூ  h by affecting 
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prices of all products in a market.21 Main computational difficulty arises 
from 

డᇲడ௫ೕೖ  in the second term. This requires the derivative of all 

equilibrium prices with respect to all products’ characteristics.22 As a 
great way of computing it, Fan (2013) applies the implicit function 
theorem by taking the total derivative of the second-stage optimality 
condition (9) with respect to prices and product characteristics.23 Since 
this approach relies on the observed product characteristics, one needs to 
rule out corner solutions where the equation (9) does not hold. I 
empirically solve it in a more explicit way. I plug the optimal price 
function (11) into the first-stage profit function (4) and differentiate the 
profit function with respect to each product characteristic. While both 
methods need an assumption that the optimal price function is smooth 
and differentiable with respect to the characteristics, they produce the 
same computational result for a two-stage oligopoly game.24 However, 
since my approach directly computes the derivatives, it can be applied to 
more complicated optimization problems where multiple choice variables 
are correlated and decided sequentially (e.g. a three-stage oligopoly 
game).  

 
 
3. Data  
 
3.1. Sources  
 
I collected the data from a variety of sources (see table 1). The 

primary data set is the Airline Origin and Destination Survey (DB1B) 

                                                 
21  For Frequency (ݔி), the exact expression for the first-order condition is equation (13) 

below, because the frequency affects marginal cost function. However, the optimal 
price function includes marginal cost in it, thus equation (12) and (13) are essentially 
same for Frequency.  

 ߲ ∏ூூ߲ݔிא    ߲ ∏ூூ߲ᇲ אאிᇲݔᇲ߲߲ െ  ߲ ∏ூூ߲݉ܿ ߲߲݉ܿݔி െא ߬ி െ ߬ଵி ிݔ െ ζி ൌ 0 ሺ13ሻ 

 

22  Technically, the derivative requires us to compute 
பሺΩೞ,ುషభ ሻడ௫ೖ  and 

பሺΩೞ,ುషభ ሻడ௫ೖ . 

23  This approach was initially introduced by Villas-Boas (2007).  
24  The four endogenous product characteristics in this research are reasonably continuous.  
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produced by the U.S. Department of Transportation (DOT).25 Based on 
the DB1B, I defined the market and product, and created the variables 
varying by product (Fare and Layovers), carrier (brand dummies), airport 
(Slot-control), carrier/airport (HubDM, HubMC), and market (Distance 
and Tour).  

 
▌ Table 1 ▌  Data Sources 

Database Variables 
Level of 

observation
Sample periods 

O&D Survey (DB1B) 
On-Time Performance 
T-100 Domestic Segment 
Air Travel Consumer Report
Air Carrier Financial Report
Weather Underground 
MSA Population 

Market/Product, Fare, Controls
Ontime15 
Frequency 

Mishandled baggage, Denied boarding
Employee statistics 
Wind, Rain, Snow 

Market size 

ticket 
carrier-route
carrier-route

carrier 
carrier 
airport 

MSA city

‘07. 2Q.~‘08. 1Q. 
‘07. April~‘08. March 
‘07. April~‘08. March 
‘07. April~‘08. March 

‘07 
‘07. April~‘08. March 

‘07 estimates 
Notes: Controls include Layovers, Distance, HubDM, hubMC, Slot-control, Tour, Carrier dummies. 

 
The endogenous product characteristics come from three different 

sources, also produced by the DOT. I calculated Ontime15 based on the 
Airline On-Time Performance Data. The data contain monthly infor-
mation on scheduled and actual departure/arrival times for a flight, 
covering all U.S. carriers that account for at least one percent of domestic 
scheduled passenger revenues.26 Frequency was constructed by using T-
100 Domestic Segment Data. Among several departure-related terms, I 
used ‘departures performed’ which counts takeoffs by each carrier at an 
airport. Finally, I used Air Travel Consumer Report to create Mishandled 
baggage and Denied boarding. While the report is filed on a monthly 
basis, the statistics on Mishandled baggage and Denied boarding are 
updated by monthly and quarterly, respectively. Hence, I computed 
Mishandled baggage as the average value of the mishandled baggage rate 
                                                 
25   The DB1B database is a 10% sample of airline tickets from reporting carriers, 

produced on a quarterly basis. There are three subcomponents to the DB1B: market, 
coupon, and ticket dataset. This study combines the last two dataset.  

26  With this data, one can create other discrete variables (e.g. Ontime30, Ontime60) or 
continuous variables (e.g. Average minutes late). Besides departure and arrival times, 
the data also provide information on the causes of delay and cancelations.  
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of each month during a quarter.  
Further, I used airline employment data and weather data to construct 

instrumental variables for the endogenous characteristics. The employ-
ment data come from Air Carrier Financial Reports (Schedule P-10). It 
contains annual employee statistics by labor category such as pilots/ 
copilots, maintenance employees, and passenger handling employees. 
The weather data was collected from Weather Underground. This is a 
commercial weather service which gathers its most information from the 
National Weather Service (NWS). Typically, the weather reporting 
location for a particular city is its airport, which is appropriate for this 
research. The instruments will be explained in more detail in Section 4.  

 
3.2. Sample Selection and Description  
 
The Delta and Northwest Airlines merger was announced the second 

quarter of 2008. I define pre-merger period as the four quarters pre-
dating the announcement. Hence, the sample period for estimating pre-
merger demand and supply is from the second quarter of 2007 to the first 
quarter of 2008.  

The criteria for sample selection is as follows. In ticket level, I focus 
on round-trip itineraries within U.S. continent with at most four coupons. 
Also, I drop tickets whose prices are lower than $50 or higher than 
$1,800. The lower bound is to eliminate tickets purchased using frequent 
flyer miles, and the higher bound is to restrict the sample to coach-class 
travel. In product level, I drop observations with fewer than five 
passengers because they are likely to be non-regular services.27 I exclude 
products associated with open-jaw. 28 An open-jaw trip does not fit for 
applying the typical definitions of origin and destination city. Further, 
they are known to be subject to different pricing scheme relative to the 
ordinary round-trip tickets. In market level, I focus on medium to large 
metropolitan areas whose populations are more than 850,000. This is for 
reducing heterogeneity of demand and supply. As Berry and Jia (2010)  
                                                 
27  Since the DB1B is a 10% random sample, those airline products are likely to carry 

less than fifty passengers during a quarter.  
28  An open-jaw trip is essentially a round trip in which the outward point of departure 

and the inward point of arrival are not the same.  
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states, the demand pattern and the operation cost among small-sized markets 
tend to be different from those among medium to large-sized markets. 

The final sample contains 87,906 unique products in 9,117 markets.29 
Table 2 provides summary statistics for the estimation sample. Focusing 
on the endogenous characteristics, the mean value of Ontime15 indicates 
75% of flights arrived on-time during the sample period. As extreme 
cases, 24 products have 100% on-time performance record. All of them 
are direct flights, and more than half of them are produced by the 
Southwest Airlines. As the worst cases, 160 products have 0% on-time 
performance. When using a rougher measure Ontime30, the on-time 
performance increases to 86%. Also, a continuous measure Average 
minutes late shows that flights arrived 12.6 minutes late on average. The 
statistics for Frequency indicate that flights departed 4.3 times a day on 
average. It varies significantly across markets and products. To be 
specific, frequency is higher in tourism markets (4.52) than in others 
(4.23), and higher in short-haul markets (4.41) than in long-haul markets 
(4.20). Further, flights originating from a carrier’s hub airports show high 
frequency (4.91) than others (4.27). Lastly, the number of mishandled 
baggages are 6.4 per 1,000 passengers, and the number of denied 
boardings are 1.2 per 10,000 passengers. They also exhibit large 
variations across carriers and across quarters for each carrier.  

 
 
4. Estimation  
 
To estimate the model parameters, I recover the structural errors in the 

demand and supply specification as a function of model parameters and 
data. The errors include unobserved quality (ߦ௧ ), marginal cost  
shock ሺ߱௧ሻ, and fixed cost shocks ζ௧ை, ζ௧ி, ζ௧ெ, ζ௧). ߦ௧ is derived by inverting  
the market share function: ߦ௧ ൌ ,௧ݔଵሺିݏ ,ሶ௧ݏ ௗߠ ௗሻ. Given demand parametersߠ ൌ ሾߙ, ߰, ߮, ,ߣ ሿߛ  and data ݔ௧ , I solve for ߦ௧  that equates the 
predicted market share to observed market share by using a contraction 
mapping (Berry, Levinsohn and Pakes, 1995; Berry and Jia, 2010),  

 
                                                 
29  Travels on same itinerary but in different quarters are considered as different products 

in different markets.  
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ζ௧ு ൌ ζ௧ுିଵ  λൣln ݏሶ௧ െ ln ݏ௧ሺݔ௧, ,௧ߦ  ௗሻ൧,                                           ሺ14ሻߠ
 
where H denotes the ܪ௧ iteration, ݏሶ௧ is the observed market share, 

and ݏ௧ሺݔ௧, ,௧ߦ   .ௗሻ is the predicted market share defined by equation (3)ߠ
This convergence process is carried out market by market because 
market share of product j depends on the characteristics of all products in 
market t.30  

The marginal cost shock is recovered by necessary optimality 
conditions at the second stage. From the optimal price function (11), I 
derive ߱௧  as a function of marginal cost characteristics ݄௧  and 
parameters δ,  

 ω௧ ൌ ௧ െ ݄௧ߜ  Ω௦,ିଵ · ,௧௧ሺݏ ,௧ݔ ξ௧;  ௗሻ.                                  ሺ15ሻߠ
 
Finally, the fixed cost shock for each endogenous characteristic is 

obtained by the optimality condition at the first stage. The first-order 
condition (12) yields ζ௧ ሺ݇ ൌ ܱ, ,ܨ ,ܯ   ,ሻ asܦ

 ζ௧ ൌ ቌ  ∂ ∏  ூூ߲ݔ௧א    ߲ ∏  ூூ߲ᇲ אא௧ᇲݔᇲ߲߲ ቍ െ ߬ െ ߬ଵݔ௧ .          ሺ16ሻ 

 
The marginal and fixed cost shocks are computed carrier by carrier 
within a market, considering that each firm maximizes profit from its 
own products. Notice that demand parameters ߠௗ  enters the specifi-
cations of all structural errors. While ߠௗ enters the unobservable quality ξ௧ on the demand side, it becomes a factor of marginal cost shock ω௧ 
through the market share function, and of ζ௧ ሺ݇ ൌ  ܱ, ,ܨ ,ܯ  ሻ  throughܦ
the profit function. Moreover, marginal cost parameters δ included in ω௧ 
enters ξ௧ through the profit function. This interrelation motivates us to 
jointly estimate the demand and supply parameters for enhancing 
efficiency.  

I estimate the parameters by using the two-stage nonlinear Gener-
                                                 
30  I iterate the contraction mapping until the maximum difference between each iteration 

is smaller than 10ିଵଶ  : ||ξெ െ ξெିଵ||ஶ ൌ max൛|ߦଵெ െ ,|ଵெିଵߦ ڮ , ெߦ| െ ெିଵ|ൟߦ ൏10ିଵଶ. 
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alized Method of Moments. For product j in market t, let ܹ௧ ൌሾ ܹ௧ௗ ܹ௧  ܹ௧ሿ  be a set of instruments for endogenous variables in 
demand, marginal cost, and fixed cost specification, respectively. As an 
identification assumption, I set the moment conditions by taking 
expectations of each structural error interacted with the exogenous 
instruments 

,݆  ሾܧ :ݐ ܹ௧ௗᇲξ௧ሺθௗሻ ൌ ሾܧ ,0 ܹ௧ᇲω௧ሺθௗ, ሻߜ ൌ 0,                                                                               ሺ17ሻ ܧ ቂ ܹ௧ᇲߞ௧ ൫θௗ, ,ߜ ߬൯ቃ ൌ 0,    ݇ ൌ ܱ, ,ܨ ,ܯ  .ܦ
 
Let g(Θ) be the stacked vector of sample analogues to the moments 

(17), where Θ =ሾθௗ, ,ߜ ߬ሿ. I minimize the first-stage objective function 
Q = g(Θ) ԢVg(Θ) with a weighting matrix ܸ ൌ ሺܹԢܹ ሻିଵ, assuming all 
error terms are homoscedastic. After obtaining parameter estimates Θଵ, I 
compute the structural errors ηො ൌ ሾξመ  ωෝ  ζመሿ  to obtain the optimal 
weighting matrix ܸ ൌ ሺܹԢηොηොԢܹሻିଵ for second stage. The objective function 
is minimized once again to produce the final parameter estimates Θଶ. 

 
4.1. Instruments 
 
Carriers observe the product quality ξ௧  and the cost shocks (ω௧ , ζ௧ , ݇ ൌ  ܱ, ,ܨ ,ܯ   ሻ before they decide optimal product characteristicsܦ

and prices. Therefore, the carriers’ decisions are correlated with the 
structural errors. As an example of price, airline tickets restricted to 
Saturday night stay-over, advance purchase, or non-refundability requi-
rement tend to be cheaper than unrestricted tickets (Puller, Sengupta and 
Wiggins, 2012). Further, when carrier face significant marginal cost 
shocks (e.g. fuel cost, landing fee) and fixed cost shocks (e.g. insurance, 
FAA registration fee, advertising cost), they may reorganize flight 
operations and production facilities which can affect the product charac-
teristics. In this sense, the price and the characteristics are endogenous.  
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▌ Table 3 ▌  Instrumental Variables for Endogenous Product Characteristics 

Instruments Ontime15 Frequency
Mishandled 

Baggage 
Denied 

Boarding 

Weather (wind, rain, snow) Yes Yes Yes – 
Carrier’s Hub Status 
Hub Origin 
Hub Connection 
Hub Destination 

 
Yes 
Yes 
– 

 
Yes 
Yes 
Yes 

 
– 

Yes 
– 

 
Yes 
– 
– 

Labor Category (%) 
General Managers 
Pilots & Copilots 
Passenger Svc. & Admin. 
Maintenance 
Aircraft Traffic Handling 
Aircraft Control 
Passenger Handling 
Cargo Handling 
Statistical 
Traffic Soliciters 

 
Yes 
– 

– 
Yes 
– 

Yes 
– 

– 

– 

– 

 
Yes 
Yes 
– 
– 

Yes 
Yes 
– 
– 

– 
Yes 

 
Yes 
– 

Yes 
– 
– 
– 

– 
Yes 
– 

– 

 
Yes 
– 

Yes 
– 
– 

– 
Yes 
– 

Yes 
Yes 

Validity of instruments 
F-statistics 
R-squared 

 
724.5 
0.083 

 
806.6 
0.114 

 
1,600.5 
0.154 

 
2,903.6 
0.284 

Notes: The weather data come from Weather Underground which gathers its most information from the 
National Weather Service (NWS). I used information on wind, rain, and snow condition at origin and 
destination airport. The employment data come from Air Carrier Financial Reports (Schedule P-10). 

 
The exogenous instruments for prices include the information on 

market and airport-carrier level. The number of routes within a market 
can represents the degree of the market competition, which is correlated 
with overall price level. Next, the number of cities directly connected 
from an origin airport by a carrier measures the carrier’s network size 
from each airport. This airport-carrier specific variable is related to the 
attractiveness of frequent flier program and thus can capture a substantial 
portion of price premium. Finally, exogenous variables in the demand 
and supply specification are included.  

The identification strategy for the product characteristics is to find 
exogenous factors influencing airline operations. I apply weather conditions 
at an airport, a carrier’s hub status at an airport, and a carrier’s employ-
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ment statistics (see table 3). First, weather conditions such as wind, rain, 
and snowfall are beyond carriers’ controls, but affect several product 
characteristics either directly or indirectly. Ontime15 is affected most. 
Adverse weather conditions are the direct cause of most flight delays 
because it requires extra preparations for takeoff and landing. 
Mishandled baggage also falls under the direct effect since a delayed 
baggage is counted as a mishandled one.31 The bad weather indirectly 
influences Frequency through flight cancelations. Since I measured 
Frequency based on departures performed (not on departures scheduled), 
the cancelation due to bad weather is correlated with Frequency. 
However, it is not easy to find a close relationship between the weather 
conditions and Denied boarding. Notably, when the U.S. DOT measure 
Denied boarding, it does not consider passengers affected by canceled, 
delayed, or diverted flights.  

Second, a carrier’s hub status at an airport, which can be treated as 
exogenous, significantly affects the product characteristics.32 As Rupp, 
Owens and Plumly (2006) states, flights originating from hub airports 
tend to have lower on-time performance, because some of aircraft 
services such as cleaning, refueling, or catering occur only at hub airports, 
requiring a longer preparation time for the next same-day departure. 
Differently, flights connecting to hub airports tend to have better on-time 
performance in order to reduce inconvenience to connec-ting passengers. 
About Frequency, flights to and out of hub airports tend to exhibit high 
frequency to accommodate the dense traffic flows (Brueckner and Zhang, 
2001). Since my sample is supporting the pattern, I include all hub-
related variables in instruments. Baggages are mostly mishandled when 
transferred through hub airports during congested peak periods 
                                                 
31  Wyld, Jones and Totten (2005) provides a good example. During Christmas holiday 

season in 2004 when severe weather created disruptions, US Airways misplaced 
thousands of baggages across the Midwest, accumulating them at airports along the 
East Coast.  

32  The exogeneity assumption on a carrier’s hub status at an airport is supported by 
DOT (1999). In most medium and large airports in the US, major airlines have 
entered into long term use-and-lease agreements, including residual, compensatory, 
and hybrid agreements to attain the status of hub (or signatory) carrier. The average 
length of the agreement was 28 years for a residual agreement, 17 years for a 
compensatory agreement, and 20 years for a hybrid agreement.  
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(Jayaraman and O’Connell, 2011). Hence, I consider only connection at a 
hub as an instrument for Mishandled baggage. Since Denied boarding is 
positively correlated with high load factor mostly observed from flights 
out of hubs, the origination from a hub is included.  

The final group of instruments contains a carrier’s employment 
statistics. Using Air Carrier Financial Report, I calculated the percentage 
of workers in each labor category over total number of employees in an 
airline company and identified how their works were related to each 
product characteristic. Suppose that significant malfunctions of aircraft 
systems are detected just before departure time, then many skilled 
maintenance workers would be necessary for the flight to be on-time. 
Similarly, carriers need a large number of pilots, copilots, and aircraft 
controllers to keep high Frequency. Mishandled baggage and Denied 
boarding can be affected by the number of cargo handling employees 
and the number of staff in statistical posts, respectively.  

I conduct F-test by running reduced-form regressions. The test 
statistics (in bottom panel of table 3) indicate that the instruments are 
valid at 99% significance level.  

 
4.2. Estimation Results  
 
4.2.1. Demand Parameters  
 
The first column in table 4 reports the estimated demand parameters. 

First, price parameters are identified by sensitiveness of product shares in 
response to changes in prices. The coefficients of ݁ݎܽܨଵ and ݁ݎܽܨଶ are -
0.098 and -0.999, respectively. While both groups receive disutility from 
price increase, type 2 passengers exhibit about ten times as much price 
sensitivity as type 1 passengers. Based on industry knowledge, we can 
regard type 1 as the business travelers and type 2 as the tourists.33  
  
                                                 
33  In Berry and Jia (2010), estimates of price coefficients are -0.07 and -0.78 for the 

business passengers and the tourists, respectively (using 1999 data). Berry, Carnall 
and Spiller (2006) reported 0.068 and 0.696 for the business passengers and the 
tourists, respectively (using 1985 data). My estimates are close to them in terms of 
coefficient of each type and difference between the two coefficients.  
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▌ Table 4 ▌  Estimation Results on Model Parameters 

Mean Utility  Marginal Cost ($100)  

Endogenous Characteristics Frequency 
HubMC 
Layoversshort 
Layoverslong 
Distanceshort 
Distancelong 
US 
DL 
NW 
UA 
CO 
FL 
WN 
OT 
Constant 
 

-0.021** (0.002) 
-0.184** (0.017) 
0.175** (0.010) 
0.300** (0.019) 
0.226** (0.005) 
0.130** (0.004) 
-0.036** (0.008) 
-0.168** (0.011) 
-0.289** (0.012) 
-0.010 (0.008) 
-0.015 (0.010) 

-0.559** (0.019) 
-0.223** (0.018) 
-0.190** (0.016) 
1.721** (0.029) 

 

Fare1 
Fare2 
Ontime151 
Ontime152 
Frequency 
Mishandled baggage
Denied boardings 
 
Controls 
Layovers1 
Layovers2 
Distance 
HubDM 
Slot-control 
Tour 
US 
DL 
NW 
UA 
CO 
FL 
WN 
OT 
Constant λ γ1 

-0.098** (0.004) 
-0.999** (0.019) 
1.641** (0.164) 
2.114** (0.155) 
0.084** (0.003) 
-0.054** (0.005) 
-0.253** (0.018) 

 
 

-1.255** (0.013) 
-1.085** (0.009) 
0.105** (0.005) 
0.056** (0.010) 
-0.071** (0.006) 
0.238** (0.006) 
0.143** (0.014) 
0.007 (0.027) 

-0.511** (0.019) 
0.124** (0.017) 
-0.119** (0.024) 
-0.875** (0.020) 
-0.329** (0.021) 
-0.023 (0.017) 

-7.184** (0.130) 
0.618** (0.003) 
0.052** (0.004) 

Slope of Fixed Cost ($100) 

Ontime15constant 
Ontime15 
Frequencyconstant 
Frequency 
Mishandled baggageconstant 
Mishandled baggage 
Denied boardingconstant 
Denied boarding 

2416.8** (0.742) 
-2970.2** (0.518) 
6.605** (0.064) 
0.224** (0.005) 
-8.126** (0.059) 
0.491** (0.005) 

-31.634** (0.148) 
7.005** (0.020) 

Number of observations: 87,906 

Note:  Standard errors are in parentheses. ** indicates 99% level of significance. Subscript 1 and 2 attached to 
Fare, Ontime15, and Layovers indicate consumer types. 

 
Positive coefficients of Ontime151 and Ontime152 suggest that better 

on-time performance increases passengers utility who do not want flight 
delay during their travels. It should be noted that consumers do not know 
whether they would experience flight delays or not at the time of ticket 
purchase. However, as Suzuki (2000) and Mazzeo (2003) state, 
passengers can form expectations of flight delays based on the carrier’s 
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past on-time performances on a specific route. In that sense, the 
parameters can be interpreted as marginal utility from the expected on-
time arrival.34 To calculate willingness-to-pay (WTP) for on-time 
performance, I divide the coefficients of Ontime151 and Ontime152 by 
those of ݁ݎܽܨଵ and ݁ݎܽܨଶ, respectively. The result implies that business 
travelers show nearly eight times higher WTP than the tourists do:  நభభభ / நభమమ ൌ 7.9.  

Next, an increase in Frequency has a positive effect on consumers’ 
utility. The parameter estimate is 0.084. Consumers value a flight 
schedule with multiple departures because they are more able to depart at 
their preferred time. Increases in Mishandled baggage and Denied 
boarding will decrease the quality of airline products hurting passengers 
satisfaction. Reasonably, both characteristics have negative coefficients: 
-0.054 for Mishandled baggage and -0.253 for Denied boarding.35  

All other demand parameters have the expected signs. The coefficients of 
Layovers1 and Layovers2 are -1.255 and -1.085, respectively, indicating 
that connecting flights generate disutility to both groups. Going through 
an additional stopover at the connecting airport makes their travels not as 
smooth as flying on direct flights. In terms of WTP, the business group  

exhibits about twelve times higher WTP than the tourists do: நమభభ / நమమమ ൌ 11.8. Distance has a significantly positive coefficient, 0.105. In short-haul 
markets, airline products are competing with other transportation modes 
such as cars, buses, or trains. As a traveling distance increases, however, 
the substitutability to the outside goods becomes worse so that demand 
for air travel can grow.36 HubDM also has a positive coefficient, 0.056. It 
indicates that carriers attract more passengers at their hub airports. 

                                                 
34  More specifically, one can set up a dynamic model where a consumer’s decision at 

time t depends on past experiences of flight delays at time t-1,...,t-N. One good 
reference is Suzuki (2000) who developed an aggregate-level Markovian type model.  

35  Similar to on-time performance, I posit that consumers form their expectations on 
whether the baggages will be damaged, lost, or delayed, and wether they will be 
denied boarding from flights based on past experiences.  

36  Many studies controlled distance squared to capture the curvature of demand. For 
example, Berry and Jia (2010) found negative sign of distance squared, implying that 
further increase in distance makes the travel less pleasant.  



 

296 Job Creation and Business Investment as Pathways to a Creative Economy  

Borenstein (1989) called this phenomenon airport dominance by major 
carriers. The positive parameter is consistent with the finding. 37  The 
coefficient of Slot-control is -0.071, indicating that passengers get 
disutility from traveling through slot-controlled airports. An obvious 
source is flight delays frequently observed at these airports. However, 
since this study controls the delays by Ontime15, I interpret the disutility 
to mean fatigue and discomfort passengers endure at the congested 
airports. It can include a longer waiting time at ticket check-in counter 
and security check gates. The positive coefficient of Tour supports the 
well-known fact that tourist places attract more passengers.  

The nested logit parameter λ measures the degree of product 
differentiation between all airline products. If λ is equal to 1, air 
transportation services are perfectly differentiated. The estimate 0.618 
implies that there exists a mild substitution possibility among airline 
services. Finally, γ1 measures the percentage of type 1 passengers in the 
population. The parameter 0.052 indicates that the business group 
accounts for only 5.2% of the potential travelers. However, the business 
passengers are much more likely to actually buy ticket compared to the 
price-sensitive tourists. Based on the consideration, I calculate the 
percentage of each type of consumers in the sample and find that the 
business group makes up 40.5% of the actual travelers.38  

                                                 
37   Borenstein (1989) pointed out the airport dominance as the main cause of hub 

premium. A body of related studies suggest that the airport dominance is possible 
because of more convenient gate access and higher expected value from frequent 
flier program at hub airport. Recently, Lee (2013) suggests that the airport dominance 
is based on the gate contract between airport and major carriers. The estimates of a 
structural model reveal that a major carrier’s gate dominance at its hub airport has a 
positive effect on consumers’ utility.  

38   The estimates are close to those in Berry, Carnall and Spiller (2006). Based on 
various specifications, they reported that the business travelers make up 2.5%-7.7% 
in the population, and 26.8%-39.9% in the sample. I calculate the percentage of the 
business group in the sample as:  

  ௧ܯ · ොଵߛ · ଵ௧ఒ1ܦ  ଵ௧ఒܦ /௧்ୀଵ   ௧ܯ · ොߛ · ௧ఒ1ܦ  ௧ఒଶୀଵ௧்ୀଵܦ , where 

௧ܦ  ൌ  ݁௫ೖఉೝାకೖ/ఒא . 
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4.2.2. Marginal and Fixed Cost Parameters  
 
The second column in table 4 presents the cost parameters. Marginal 

cost parameters are estimated by regressing the difference between price 
and estimated markup on the marginal cost characteristics. Starting with 
Frequency, the parameter -0.021 indicates that when a carrier adds one 
more departure per day for a specific route, the cost of serving an 
additional passenger tends to decrease by $2.1. Greater Frequency 
contributes to increasing aircraft utilization (block hours per day) and to 
reducing turnaround times at airports. This makes per-flight and per-
passenger cost decrease. The parameter of HubMC (-0.184) indicates that 
the existence of hub airport on an itinerary tends to decrease marginal 
cost by $18.4. Among two countervailing effects (described in section 
2.2), the negative sign supports that cost reduction from high load factor 
is greater.  

As expected, Layoversshort and Layoverslong have positive coefficients, 
0.175 and 0.300, respectively. The additional fuel that a connecting flight 
spends during extra landing/takeoff increases marginal cost substantially. 
Distanceshort and Distancelong also have positive coefficients, 0.226 and 
0.130, respectively. As a market distance increases, the cost of carrying 
one more passenger rises. Interestingly, given the tendency of larger 
airplanes to serve long-haul markets, the Layovers and Distance 
coefficients imply that larger aircrafts tend to consume relatively more 
fuel during landing and takeoff phases, but tend to exhibit high fuel 
efficiency in the air.  

The coefficients of carrier dummy variables show that American 
Airlines (omitted as a base carrier) appears to have the highest marginal 
cost, followed by US Airways, Delta, and Northwest in order of high cost. 
In order to check the validity of the carrier-specific cost effect, I looked 
into each carrier’s operating cost per available seat mile (CASM) during 
the sample periods, using Air Carrier Financial Statistics (Schedule P-12). 
Table 5 and figure 2 indicate that the order of US Airways-Delta-
Northwest still stands in CASM data. However, American Airlines 
reports the lowest CASM, which seems curious. This implies that there 
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can exist other factors which are not captured by the model.39 The low 
cost carriers Southwest and AirTran have reasonably low level of 
marginal costs than the legacy carriers.  

The fixed cost parameters are estimated by regressing the derivative 
of the variable profit function on the fixed cost characteristics. Notice 
that the dependent variable is equivalent to the slope of fixed cost by 
equation (6) and (12), and thus the constant terms measure the marginal 
effect of the characteristics on the fixed cost. The coefficient of 
Ontime15constant indicates that as on-time performance improves from 0% 
to 100%, the fixed cost increases by $0.24 million. Although the on-time 
performance is largely affected by exogenous factors such as weather, 
carriers can still take steps to improve it. They can make an investment to  

 
▌ Table 5 ▌  Operating Cost per Available Seat Mile (CASM, in cents) 

 2Q 2007 3Q 2007 4Q 2007 1Q 2008 Average 

(By carrier) 
US* 

DL* 

NW* 

UA 
CO 
AA* 

FL* 

WN* 

 
16.3 
14.3 
13 
13 

13.5 
12.8 
9.4 
9 

 
15.8 
14 

13.6 
13.3 
13.5 
13.1 
9.5 
9.1 

 
16.4 
15.2 
14.7 
14.6 
14 

13.7 
9.9 
9.4 

 
17 

16.5 
16 

14.9 
14.9 
14.4 
10.9 
9.7 

 
16.4 
15.0 
14.3 
14.0 
14.0 
13.5 
9.9 
9.3 

(By carrier type) 
Legacy carriers 
LCC carriers 

 
13.4 
9.6 

 
13.6 
9.6 

 
14.5 
9.5 

 
15.3 
10 

 
14.2 
9.7 

Notes: Data sources of CASM are Air Carrier Financial Statistics (Schedule P-12) and T-100 Domestic 
Segment from U.S. DOT. The asterisk indicates that the brand-specific effects of the carriers are 
statistically significant. 

 
  
                                                 
39  One interesting point in figure 2 is that all carriers experienced substantial increases 

in CASM from the fourth quarter of 2007. This is mainly due to high fuel prices 
during the U.S. economic recession (beginning December 2007). Specifically, 
Schedule P-12 data reveal that legacy and LCC carriers, respectively, spent 23.0% 
and 27.3% of their operating costs for fuel in 2006, however, the proportions 
increased up to 30.2% and 34.7% by 2008.  
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▌ Figure 2 ▌  Operating Cost per Available Seat Mile (CASM) 

 
Notes: Data sources of CASM are Air Carrier Financial Statistics (Schedule P- 12) and T-100 Domestic  

Segment from U.S. DOT. 

 
adopt newer aircraft with fewer maintenance problems, more efficient 
fuel/food delivery system, advanced crew scheduling, and better 
boarding procedures. All these steps increase the fixed cost significantly. 

Frequencyconstant also has positive coefficient 6.605. Although raising 
Frequency reduces marginal cost, it increases the fixed cost. Considering 
that increased frequency on a certain route requires more economic 
resources such as fleets, pilots and crew-member, ground-side services, 
the result makes sense. 

Coefficients of Mishandled baggageconstant and Denied boardingconstant 
are -8.126 and -31.634, respectively. They suggest that as each of them 
decreases, the fixed cost increases. Since decreases in the characteristics 
make airline products better, the negative signs make intuitive sense. In 
order for baggages to be in the right place at the right time, efficient 
equipment and well-trained agents (e.g. check-in agents, ramp agents, 
and baggage handlers) are necessary at each baggage-handling point. 
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Similarly, reducing the number of involuntarily bumping passengers 
(without hurting the load factor) needs to apply sophisticated forecasting 
system and to increase the aircraft capacity to some extent. All these 
improvements lead to higher fixed cost.  

 
 
5. Merger Simulations  
 
The primary purpose of this paper is to simulate how a merged carrier 

adjusts the product characteristics and prices, and how the post-merger 
equilibrium affects welfare. In this section, I simulate the Delta and 
Northwest Airlines merger based on pre-merger data, the structural 
model, and the parameter estimates. Section 5.1 describes simulation 
methodology, and section 5.2 provides the detailed simulation results. In 
section 5.3, I report changes in consumer and producer welfare. Finally, 
section 5.4. evaluates the simulation result by comparing it with actual 
post-merger data.  

 
5.1. Simulation Methodology  
 
I perform the simulation based on the last two quarters in the pre-

merger sample,40 and focus on the markets where the Delta and Northwest  
Airlines competed with each other.41 Table 6 describes several statistics 
for the simulation sample. The merging airlines competed in 1,129  
  

                                                 
40  At an early stage of this study, I simulated based on the last quarter in the pre-merger 

sample as most merger studies did. The results from that sample are largely 
consistent with what will be reported in section 5.2. However, since the last quarter 
has only three monopoly markets after ownership consolidation, I expand the 
simulation sample to provide more robust results not only for oligopoly markets but 
for monopoly markets.  

41  The focus on overlapped markets does not necessarily mean that merger effect in 
other markets is negligible. A series of papers studied the spill-over effect over non-
overlapped markets. However, standard merger simulation has focused on the 
overlapped markets where merger effect arises from a loss of competition. To 
compare it with my simulation, I also concentrate those markets.  
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▌ Table 6 ▌  Description of Simulation Sample 

Integration steps  
Announcement 
Completion 
Resulting entity 

2Q. 2008 
4Q. 2009 

Delta Airlines 
Simulation sample (pre-merger)   
Sample period 
Number of markets overlapped 
- Duopoly / Oligopoly markets 

4Q. 2007~1Q. 2008 
1,129 

9 / 1,120 
Statistics by carrier  Delta Airlines Northwest Airlines 
Passenger share (per market) (%) 
Number of products (per market) 
Fare ($100) 
On-time performance (%) 
Flight frequency (per day) 
Mishandled boarding rate (per 1,000 passengers) 
Denied boarding rate (per 1,0000 passengers) 

0.17 
2.62 
3.81 
0.80 
4.51 
7.51 
1.45 

0.17 
2.13 
3.35 
0.70 
3.35 
4.67 
0.70 

Notes: Simulation sample consists of the last two quarters of the estimation sample. The simulation is 
conducted for 1,129 overlapped market pre-merger. 

 

▌ Figure 3 ▌  Simulation Design for Decomposing Sources of Price Change 

 
Notes: Pre is the actual pre-merger data. ܩ  and ܩி  indicate games based on the price model and the full 

model. P is a price and X is a vector of the endogenous product characteristics. ܩு  is a hypothetical 
game. 
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overlapped markets, including nine duopoly markets prior to the merger. 
They had very similar passenger share per market, but their products 
were significantly different in terms of the price and the characteristics.  

Figure 3 illustrates three separate games: price model ܩ, full model ܩி , and hypothetical model ܩு . Pre is actual pre-merger data where ܲ is a price, and ܺ  is a vector of the endogenous characteristics. In 
the price model, carriers can change only prices post-merger, holding the 
characteristics fixed at pre-merger level. This game corresponds to the 
standard merger simulation where change in price ܲ െ ܲ  measures 
the cross-price effect ܧܲܥ from the merger. On the other hand, the full 
model allows carriers to adjust both prices and the characteristics. In this 
case, ܲி െ ܲ represents not only the cross-price effect ܧܲܥி but also 
demand and cost-driven effects ܺ߂ ݉ݎ݂ ܲ߂ (explained in section 1). I 
decompose the price change in the full model into two separate effects by 
simulating the hypothetical model. This game assumes pre-merger 
situation as if the Delta and Northwest Airlines are separate carriers, but 
the characteristics are hypothetically equated to the post-merger 
characteristics in full model ܺி. Since this game does not consider the 
ownership consolidation, the price change comes from the adjustment of 
characteristics, that is, ܲு െ ܲ measures ܺ߂ ݉ݎ݂ ܲ߂. Consequently, ܲி െ ܲு identifies ܧܲܥி.42 Notice that magnitudes of two cross-price 
effects will be different because the product repositioning in the full 
model can cause higher differentiation or higher substitutability between 
the merged firm’s products. In the case of higher differentiation, we 
expect ܧܲܥ  ிܧܲܥ ி, otherwiseܧܲܥ    .ܧܲܥ

The full model derives post-merger characteristics and prices 
sequentially. Based on the post-merger ownership of the products, the 
simulation searches ܺி ൌ ሺݔכ, ݇ ൌ  ܱ, ,ܨ ,ܯ   ሻ  for firm f by solvingܦ
  

                                                 
42   This simulation design is an application of price-location game in Gandhi et al. 

(2008).  
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ܺி ൌ argmin  ∂ ∏  ூᇱ∂ݔ୩
∂ ∏  ூ∂ݔ ,    ݇ ൌ  ܱ, ,ܨ ,ܯ  ሺ18ሻ                            ܦ

 

where 
ப ∏  ப௫ೖ  is the necessary optimality condition (12) at the first-stage 

game. After deriving  ܺி for all carriers in all markets, it continues to 
derive ܲி by solving the optimal price function  
 ܲி ൌ ݉ෞܿכ െ Ω௦,୮୭ୱ୲ ൫ܲி, ܺி, ξመ; θௗ൯ିଵ · ,ሺܲிݏ ܺி, ξመ; θௗሻ          ሺ19ሻ 
 
where ݉ෞܿ כ is marginal cost estimates calculated by using post-merger 
characteristics ܺி and Ω௦,௦௧  is an analogous matrix to (10) based on  
post-merger ownership structure. I iterate this sequential process once 
more in spirit of best-response iteration. 43  The price model and the 
hypothetical model skip the derivation of a new vector of product 
characteristics and search only new optimal prices.  

After simulating the post-merger equilibrium, I compute quality index 
Q for each product by taking an inner product of the set of endogenous 
characteristics and their respective parameters,  

 ܳ௧ ൌ   ߛ ·
ଶ

ୀଵ ௧ݔ ,    ݇ ൌߚ  ܱ, ,ܨ ,ܯ  ሺ20ሻ                                           ܦ

 
where ߛ is the percentage of type r passengers in the population.44  
 
  

                                                 
43  I used a very tight tolerance to compute the equilibrium. The tolerance levels of 

product characteristics and prices are 1e-12 and 1e-15, respectively.  
44  A primary reason of introducing the scalar-valued quality index is to provide more 

intuitive interpretations for changes in product characteristics. It does not affect 
simulation results.  
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▌ Figure 4 ▌  Measures for the Extent of Product Differentiation: Within-firm distance  
and Within-market distance 

 
Notes: Within-firm distance of a product is the closest quality-distance from itself to other goods produced by the 

same firm. Within-market distance of a product the closest quality-distance from itself to other goods 
produced by competitors. 

 
Further, I quantify the magnitude of product differentiation with two 

quality-distance measures: within-firm distance and within-market distance 
(see figure 4). I define a within-firm distance of product j as the closest 
quality-distance to other goods produced by the same firm. For the 
merged firm’s products, if the distance increases post-merger, it implies 
that the product becomes more differentiated so that the cross-price effect 
can be weaker. On the other hand, a within-market distance of product j 
is measured by the closest quality-distance to other goods produced by 
competitors in the same market. A longer within-market distance post-
merger implies that the merged carrier can raise price easily based on less 
substitutability to its competitors’ products.  

 
5.2. Simulation Results  
 
5.2.1. Changes in Product Characteristics  
 
The histograms in figure 5 through 7 describe how the merged firm 

changes the product characteristics.45 They show us two important 
findings: overall quality degradation and higher product differentiation 
post-merger. The first implication is shown by figure 5 (a). While the 
average quality index decreases for all groups of markets after the merger, 
the quality degradation is severe in markets where the merging  

                                                 
45  Each number mounted on each bar in figure 5 through 7 is an average value of 

product quality or characteristics over the corresponding products.  
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▌ Figure 5 ▌  Quality Changes of Merged Firm’s Products in All Markets   
By market power 
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carriers had market power before the merger. 46  Specifically, markets 
where both carriers had market power (indicated by DL & NW) show 
that the quality decreases by 1.5% from 1.241 to 1.222. Sub-figures from 
5 (b) to (e) suggest that flight frequency changes the most, decreasing by 
4.7% from 2.832 to 2.698. It amounts to 12 less flights for each product 
during a quarter. The mishandled baggage rate and denied boarding rate 
increase, respectively, by 1.1% from 6.048 to 6.113 and 2.1% from 1.072 
to 1.095, also supporting the quality degradation. When either carrier had 
market power (DL only, NW only), the quality decreases as well. 
However, when neither carrier had market power (Neither), the quality 
rarely changes. In short, the combined firm lowers the product quality 
especially when it has a strong market power. However, the incentive of 
quality degradation becomes weaker when  
 
▌ Table 7 ▌  Changes in Price and Characteristics of Merged Firm’s Products in   

Oligopoly Markets 

A. Large share goods 

 Pre-merger Post-merger Change 
Quality index 1.319 1.330 0.011 

Ontime15 
Frequency 
Mishandled Baggage rate 
Denied Boarding rate 

0.756 
4.369 
6.287 
1.141 

0.756 
4.438 
6.249 
1.131 

0.000 
0.069 
-0.038 
-0.010 

Quality Distance    
Within-firm distance 
Within-market distance 

0.179 
0.111 

0.200 
0.107 

0.021 
-0.004 

 
Pre ܩ െ ிܩ ݁ݎܲ െ ݁ݎܲ ுܩ െ ݁ݎܲ ிܩ െ  ுܩ

Fare($) 368.6  4.9  3.7  1.5  2.2 

Marginal cost ($) 
Passengers 
Profits ($100) 

209.2
327.4
591.2

 0.0 
-2.6 
 1.9 

-0.1 
 0.3 
 6.4 

-0.1 
 4.1 
5.4 

 0.0 
-3.8 
 1.0 

Notes: Large share goods include 692 products in 680 markets. Each number indicates average values over 
the large goods.  

                                                 
46  I define an airline has market power if it carries more than 25% of total market 

enplanements.  
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▌ Table 7 ▌  (Continue) 
B. Medium share goods 

 Pre-merger Post-merger Change 
Quality index 1.306 1.315 0.008 

Ontime15 
Frequency 
Mishandled Baggage rate 
Denied Boarding rate 

0.759 
4.097 
6.241 
1.134 

 

0.759 
4.166 
6.222 
1.128 

 

0.000 
0.068 
-0.019 
-0.006 

 
Quality Distance    

Within-firm distance 
Within-market distance 

0.096 
0.080 

0.106 
0.081 

0.011 
0.001 

 
Pre ܩ െ ிܩ ݁ݎܲ െ ݁ݎܲ ுܩ െ ிܩ ݁ݎܲ െ  ுܩ

Fare($) 352.8  9.5  7.2  0.3  6.9 

Marginal cost ($) 
Passengers 
Profits ($100) 

229.3
47.7 
69.4 

 0.0 
-2.0 
 0.3 

-0.1 
-0.8 
 1.7 

-0.1 
 1.2 
 1.3 

 0.0 
-2.1 
 0.4 

Notes: Medium share goods include 1,041 products in 676 markets. Each number indicates average values 
over the medium goods. 

 

C. Small share goods 

 Pre-merger Post-merger Change 
Quality index 1.285 1.272 -0.013 

Ontime15 
Frequency 
Mishandled Baggage rate 
Denied Boarding rate 

0.754 
3.889 
6.230 
1.108 

0.754 
3.776 
6.263 
1.119 

0.000 
-0.113 
0.033 
0.011 

Quality Distance    
Within-firm distance 
Within-market distance 

0.064 
0.058 

0.075 
0.064 

0.012 
0.006 

 
Pre ܩ െ ிܩ ݁ݎܲ െ ݁ݎܲ ுܩ െ ிܩ ݁ݎܲ െ  ுܩ

Fare($) 361.1  24.1  1.9 34.2 

Marginal cost ($) 
Passengers 
Profits ($100) 

233.9
12.4 
19.5 

  0.0 
-1.0 
  0.0 

  0.2 
-1.0 
  0.1 

0.2 
0.2 
0.2 

  0.0 
-1.2 
-0.1 

Notes: Small share goods include 3,598 products in 865 markets. Each number indicates average values over 
the small goods.   
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▌ Figure 6 ▌  Quality Changes of Merged Firm’s Products in Oligopoly Markets By  
product group 
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strong competitors exist because the potential risk of losing passengers 
increases. 

To look at the second implication, I divide the merged firm’s products 
into large-, medium-, and small-share goods (henceforth large, medium, 
and small goods, respectively).47 Since a product is a unique combination 
of carrier and route, we can regard a large good as a major route (or a 
primary good), and a small good as a minor route (or a secondary good) 
in a market. A medium good refers to a route serving medium-sized 
enplanements. Figure 6 (a) illustrates the changes in average quality of 
three product groups in oligopoly markets. For the large goods including 
692 products in 680 markets, the merged firm improves the quality by 
0.8% from 1.319 to 1.330. Specifically, frequency increases by 1.6%, 
corresponding to adding 6 more flights per product during a quarter. 
Mishandled baggage rate and denied boarding rate decrease by 0.6% and 
0.9%, respectively. The medium goods show very similar patterns. 
However, the small goods including 865 products in 3,598 markets 
deteriorate substantially. The quality index decreases by 1.0% from 1.285 
to 1.272 and the underlying characteristics become worse. The frequency 
reduces by 2.9%, indicating 10 less flights per product during a quarter, 
and mishandled baggage rate and denied boarding rate increase by 0.5% 
and 1.0%, respectively. 48  To sum up, the merged firm increases the 
product differentiation post-merger by upgrading large and medium 
goods and downgrading small goods.  

The higher product differentiation post-merger can be understood by 
the firm’s profit-maximizing behavior. As I will show in subsection 5.2.2, 
the average profit from large goods is much bigger than that from small 
goods. This motivates the merged firm to move passengers from small 
goods to large or medium goods by adjusting the product quality. To 
verify this argument, I compute the number of passengers of each type 

                                                 
47  If a product serves more than 50% of the carrier’s enplanements in a market, it is 

defined as a large good. If less than 50% but at least 20%, it belongs to medium 
goods. The remaining goods with less than 20% constitute small goods.  

48  I tested different definitions of large, medium, and small goods. The quality index 
changed slightly depending on the definitions, but directions of quality changes were 
highly robust. The test results are available upon request.  
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who purchase the large, medium, and small goods pre- and post-
merger.49 It reveals that while total number of tickets sold in oligopoly 
markets decreases post-merger, the proportion of large goods increases 
from 70.6% to 71.6% and that of small goods decreases from 14.0% to 
13.0%.50 Specifically, table 14 shows that the business group purchases 
more large goods and less small goods, and the tourists’ consumptions 
decrease the most for small goods after the merger. Intuitively, the large 
goods are associated with major routes where a carrier’s hub airports 
exist and they generate considerable profits. Therefore, the merged firm 
takes better care of those routes to attract more passengers to them.  

Figure 7 (a) provides the quality adjustment in monopoly markets. 
The simulation sample contains only 28 products in 9 monopoly markets, 
but the pattern of higher product differentiation post-merger still stands. 
A notable thing in monopoly markets is that the quality changes are 
greater in absolute value, relative to oligopoly markets. The quality of 
large goods increases by 6.4% from 1.342 to 1.428, and that of small 
goods decreases by 7.4% from 1.328 to 1.230. We can understand the 
greater quality changes by monopolist with table 14 again. After the 
merger, the business group takes higher proportion of large goods in 
monopoly markets (66.7%) than in oligopoly markets (53.9%). Also, the 
tourists buy bigger proportion of small goods in monopoly markets 
(61.6%) compared to oligopoly markets (55.1%). Without competition, 
monopolist can adjust product quality more flexibly toward extracting 
more profits from each group. Even though the provided qualities can be 
higher or lower than most preferred level by each type, consumers are 
more forced to choose a particular product as the monopolist leads.  
  
                                                 
49   For example, I computed a percentage of the business passengers who actually 

bought large goods in the sample as:  
  ௧ܯ · ොଵߛ · ଵ௧ܦଵ௧ܮ ଵ௧ఒ1ܦ  ଵ௧ఒܦ /௧்ୀଵ   ௧ܯ · ොߛ · ௧ܦ௧ܮ ௧ఒ1ܦ  ௧ఒଶୀଵ௧்ୀଵܦ , where 

௧ܦ  ൌ  ݁௫ೖఉೝାకೖ/ఒ,א ௧ܮ ൌ  ݁ሺ௫ೖఉೝାకೖሻ/ఒ,א and ܮ௧ is the set of large 

goods produced by Delta or Northwest Airlines in overlapped market t. 
50  We can check this based on table 14. 
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▌ Figure 7 ▌  Quality Changes of Merged Firm’s Products in Monopoly Markets 

By product group 
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5.2.2. Changes in Prices  
 
How and to what extent does the product repositioning affect post-

merger prices? I present the results in table 7 and 8. Each table reports 
the quality index, the endogenous characteristics (whose values are 
identical to those in figure 6 and 7), and the quality-distance measures 
pre- and post-merger. Importantly, the bottom panel describes the simulated 
price changes from three separate games. 51  

Table 7A is about the large goods in oligopoly markets. Notably, the 
within-firm distance increases by 0.021 post-merger. This implies that 
the large goods become more differentiated from medium and small 
goods due to the quality improvement. Meanwhile, the within-market 
distance decreases very little, indicating that they become slightly more 
substitutable to competitors’ products. Based on the repositioning of 
large goods, we can expect the merged firm to have a difficulty in 
internalizing cross-price effect.  

I examine this hypothesis by comparing the cross-price effects ܧܲܥ 
and ܧܲܥி in the bottom panel. The second column indicates the cross 
price effect in the price model: ܧܲܥ =$4.9. The third and fourth column 
present price changes under the full model and the hypothetical model, 
respectively, and finally the cross-price effect in the full model is 
calculated in the last column: ܧܲܥி  =$2.2. Consistent with the 
hypothesis, the merged carrier internalizes a lower cross-price effect 
given the quality adjustment: ܧܲܥ   ி. Even though the qualityܧܲܥ
improvement causes price increase: ܺ߂ ݉ݎ݂ ܲ߂ ൌ $1.5 , it does not 
surpass the reduction of cross-price effect. Therefore, when the product 
characteristics are endogenized, the simulation predicts a lower price 
increase than the typical merger analysis due to the higher product 
differentiation: ܲ  ܲி.  

If so, why does the merged firm raise the product differentiation? This 
issue leads us to see profit changes. In table 7A again, the full model 
predicts lower marginal cost and more passengers relative to the price 
model. The cost reduction is possible due to the increased frequency, and 

                                                 
51  Each number in the table 7 and 8 indicates the average value over the corresponding 

products.  
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the attraction of more consumers is based on the enhanced quality. All 
these changes allow the merged firm to increase profit per product by 
$540 in the full model, which is much bigger than $190 in the price 
model. The additional profits correspond to $0.37 million and $0.13 
million, respectively, when multiplied by the number of large goods. To 
sum up, although the higher product differentiation reduces the ability of 
raising price, it can generate more profit.52  

The medium goods show very similar patterns to the case of large 
goods (see table 7B). One difference is that the within-market distance 
slightly increases post-merger. It can positively affect the cross-price 
effect in the full model. However, it still predicts smaller price increase 
than the price model by showing ܧܲܥሺ$9.5ሻ  ிሺ$6.9ሻܧܲܥ  and ܲ  ܲி.  

Interestingly, small goods show very different aspects compared to 
large and medium goods. Even though the small goods become more 
differentiated from other product groups due to their quality degradation 
(the within-firm distance increases by 0.012 post-merger), the full model 
predicts a greater cross-price effect than the price model: ி ሺ$34.2ሻܧܲܥ    ሺ$24.1ሻ. It seems implausible, but is still consistent withܧܲܥ
profit-maximizing decision in two aspects. First, unlike other product 
groups, the within-market distance considerably increases, implying that 
the small goods become less substitutable to competitors’ products. This 
encourages the merged firm to increase price. Second, small goods 
generate very small profit per product pre-merger. The profits are $59.1k, 
$6.9k, and $2.0k for large, medium, and small goods, respectively. Thus, 
the significant price increase (together with the quality degradation) of 
small goods can contribute to transferring consumers to other profitable 
goods.  

 
  

                                                 
52  Section 5.3 will address the profit analysis more thoroughly.  
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▌ Table 8 ▌  Changes in Price and Characteristics of Merged Firm’s Products   
in Monopoly Markets 

A. Large share goods 

 Pre-merger Post-merger Change 
Quality index 1.342 1.428 0.086 

Ontime15 
Frequency 
Mishandled Baggage rate 
Denied Boarding rate 

0.753 
2.241 
4.667 
0.663 

0.751 
2.950 
4.449 
0.590 

-0.001 
0.709 
-0.217 
-0.073 

Quality Distance    
Within-firm distance 
Within-market distance 

0.097 
– 

0.295 
– 

0.199 
– 

 
Pre ܩ െ ிܩ ݁ݎܲ െ ݁ݎܲ ுܩ െ ݁ݎܲ ிܩ െ  ுܩ

Fare($) 428.0 60.9 26.6 1.6 25.0 

Marginal cost ($) 
Passengers 
Profits ($100) 

115.1
53.3 
201.7

0.0 
-3.6 
1.5 

-1.5 
3.8 
14.0 

-1.5 
5.5 
12.2 

0.0 
-1.7 
1.8 

Notes: Large share goods include 6 products in 6 markets. Each number indicates average values over the 
large goods. 

 
B. Medium share goods 

 Pre-merger Post-merger Change 
Quality index 1.350 1.362 0.012 

Ontime15 
Frequency 
Mishandled Baggage rate 
Denied Boarding rate 

0.796 
3.371 
6.091 
1.061 

0.796 
3.553 
6.115 
1.069 

0.000 
0.182 
0.024 
0.008 

Quality Distance    
Within-firm distance 
Within-market distance 

0.059 
– 

0.209 
– 

0.150 
– 

 
Pre ܩ െ ிܩ ݁ݎܲ െ ݁ݎܲ ுܩ െ ݁ݎܲ ிܩ െ  ுܩ

Fare($) 370.3 65.0 48.0  2.3 45.7 

Marginal cost ($) 
Passengers 
Profits ($100) 

175.1
16.3 
28.5 

 0.0 
-2.5 
 1.0 

-0.4 
 0.8 
4.9 

-0.4 
 2.9 
 4.3 

 0.0 
-2.1 
 0.5 

Notes: Medium share goods include 8 products in 5 markets. Each number indicates average values over the 
medium goods. 
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▌ Table 8 ▌  (Continue) 
C. Small share goods 

 Pre-merger Post-merger Change 
Quality index 1.328 1.230 -0.098 

Ontime15 
Frequency 
Mishandled Baggage rate 
Denied Boarding rate 

0.777 
3.271 
6.074 
0.962 

0.779 
2.445 
6.335 
1.032 

0.002 
-0.826 
0.261 
0.070 

Quality Distance    
Within-firm distance 
Within-market distance 

0.102 
– 

0.218 
– 

0.116 
– 

 
Pre ܩ െ ிܩ ݁ݎܲ െ ݁ݎܲ ுܩ െ ݁ݎܲ ிܩ െ  ுܩ

Fare($) 336.8 113.4 147.0  1.8 145.2 

Marginal cost ($) 
Passengers 
Profits ($100) 

191.3
   7.8 
11.0 

 0.0 
-1.8 
 0.4 

 1.7 
-2.6 
-0.4 

 1.7 
-1.1 
-1.0 

 0.0 
-1.4 
 0.5 

Notes: Small share goods include 14 products in 6 markets. Each number indicates average values over the 
small goods. 

 
Table 8 reports the simulation results for monopoly markets. While 

they exhibit similar patterns, one difference is that prices of all product 
groups increase to a greater extent in the monopoly markets than in the 
oligopoly markets. One possible explanation is that the monopolist does 
not consider the within-market substitutability.  

 
5.3. Welfare Analysis  
 
This section assesses how the post-merger equilibrium affects the 

welfare. The demand parameters indicate that two types of consumers 
have heterogeneous tastes for the characteristics and price. On the supply 
side, the simulation results reveal that the merged firm repositions the 
large, medium, and small goods differently. This encourage us to 
examine the consumer surplus of each type and the producer surplus 
from each product group.  

 
5.3.1. Consumer Welfare  
 
I measure changes in consumer welfare by the compensating variation.  
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Following Small and Rosen (1981), the compensating variation for a type 
r passenger in market t is given by  

ܥ  ܸ௧ ܸ௧ െ ܸ௧௦௧ߙ ,                                                                                    ሺ21ሻ 

 
where ߙ ൏ 0 is the marginal disutility from price increase. Pre-merger 
term is defined as ܸ௧ ൌ ln ሾ1  ሺ∑ ݁ሺ௫ೕೝఉೝାకೕሻ/ఒሻఒא ሿ, and ܸ௧௦௧ is 
analogously defined to ܸ௧ replacing ݔ௧by ݔ௧௦௧. Then, the change in 
the average per-passenger surplus in market t is measured by ܵܥ௧ ൌ∑ ߛ · ܥ ܸ௧ଶୀଵ , and the change in total consumer surplus is the sum of ܵܥ௧ in all markets: ܵܥ ൌ ∑ ௧௧ܯ ·   .௧ is the market sizeܯ ௧ whereܵܥ

Table 9 reports the welfare effect based on the price model ܩ and the 
full model ܩி . In the first panel covering all markets, ܩ  predicts a 
decrease in consumer welfare for both types. Since this game predicts 
substantial price increase, holding the product characteristics fixed at pre-
merger level, the welfare loss is a natural result.  

However, ܩிpredicts substantially different outcomes in two aspects. 
First, the overall consumer welfare increases. To be specific, the tourists 
still experience the welfare losses (-$0.36 million), but the business 
passengers benefit significantly from the merger ($2.22 million). For the 
price-insensitive business group, utility gains from large and medium 
goods (associated with the quality improvement and the lower price 
increase) are greater than their losses from small goods (associated with 
the quality degradation and the greater price increase). However, for the 
price-sensitive tourists, the welfare losses from the price increase surpass 
the potential gains from quality improvement of large and medium goods. 
In overall, the amount of benefits to the business group largely surpasses 
the losses to the tourists.53 The result reveals that if the set of repositioned 
                                                 
53  As section 4.2 showed, the tourists account for 59.5% of actual travelers and for 94.8% 

of potential travelers. Considering the significant proportions, it seems unreasonable 
that the tourists’ welfare losses are much smaller than the business travelers’ gains. 
However, the tourists are shown to exhibit about ten times as much price sensitivity 
as the business group (α2/α1 = 10.2). When computing the compensating variation for 
each type, a change in the indirect utility is divided by the respective price coefficient  
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products exhibits more differentiation post-merger, it mitigates the 
welfare loss from the price increase and even leads to increases in 
consumer welfare. Recent studies on endogenous product choice have 
found that merger can have a positive effect on consumer welfare if the 
merged firm changes its product offerings which consumers value more 
(see, e.g. Mazzeo, Seim and Varela, 2013). My finding is consistent with 
the literature and provides new evidence from the airline industry.  

Second, the tourist group experiences smaller loss in ܩி than in ܩ . 
As table 14 shows, the number of tourists who purchase large or medium 
goods is not much different pre- and post-merger, but for small goods, it 
largely decreases. That is, a substantial portion of the tourists moves to 
large, medium, or outside goods, facing the dramatic increase in price of 
small goods.54  Since ܩி  predicts lower prices for large and medium 
goods than ܩ, the welfare losses by the tourists become smaller in ܩி.  

In the second panel table 9, we can observe the same patterns of 
welfare changes in both monopoly and oligopoly markets. The bottom 
panel presents another aspect. I divide markets into Quality-increase (QI) 
and Quality-decrease (QD) markets. If a weighted average quality of the 
merged firm’s products in a market increases post-merger, I define it as 
QI market, otherwise it belongs to QD market. 55  While the welfare 
changes in the QI markets follow the overall trend well, the consumer 
surplus in QD markets become worse off. This is because the overall 
quality degradation prevents the business group from getting significant 
welfare gains. I compare the features of two groups of markets (see table 
12) and observe that QI markets consist of more competitive routes 
where the merging carriers had relatively small market presence pre-
merger. This confirms that the lack of market competition results in 
worse product quality, and thus negatively affect the consumer welfare.  

                                                 
for converting it into dollar value. This makes a scale of the tourists’ losses drop to a 
tenth so that it becomes largely surpassed by business travelers’ gains. 

54  In table 7 and 8, ܩி predicts that small goods become more expensive than large and 
medium goods on average post-merger.  

55  I use the number of passengers of each product as the weight. 
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5.3.2. Profits and Social Welfare  
 
Endogenizing product characteristics crucially affects firms’ profits as 

well. In the top panel of table 10, the price model ܩ  predicts that 
merged carrier increases profits by $0.17 million, but the merger lowers 
the competitors’ profits by $0.30 million, causing the overall producer 
surplus to decrease. On the other hand, the full model ܩி  forecasts 
further increases in the merged firm’s profit by $0.68 million and smaller 
decreases in the competitors’ profits by $0.12 million, leading to increase 
in the producer surplus. A closer look at the computed outcome reveals 
that the higher gain to the merged firms is due to higher markup, and the 
lower losses to the competitors are based on increased number of 
consumers who switch from the merged firm due to the overall quality 
degradation and the price increase.56 Once two carriers are combined, the 
pre-merger characteristics may no longer be at the profit-maximizing 
level. ܩ ignores this, but ܩி finds new equilibrium characteristics and 
prices allowing higher profits for the merged carrier. The pattern of profit 
changes is observable in monopoly, oligopoly, and QI markets.  

In QD markets, however, not only competitors but also the merged 
firm loses profit in ܩி, even though the amount of loss by the merged 
firm is very small. The main reason is a large decrease in the passenger 
enplanements. The merged firm carries less 0.9% of passengers in QI 
markets, but it loses 2.6% of passengers in QD markets, which is large 
enough to completely offset the gains from higher markups. Finally, the 
bottom panel shows that the merged firm increases profit from all groups 
of products, but mostly from large and medium goods.  

Table 11 describes change in the social welfare. Expectedly, two 
simulations produce completely different outcomes. While ܩ leads the 
social welfare to decrease by $1.70 million, ܩி predicts it to increase by 
$2.41 million based on the increase not only in consumer surplus but  

                                                 
56  The average markups of the merged firm are $150.1 and $157.4 in ܩ  and ܩி , 

respectively, and the average passenger enplanements by competitors are 172,304 
and 172,733 in ܩ and ܩி, respectively.  
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▌ Table 11 ▌  Change in Total Surplus (TS) after the Delta and Northwest Airlines 
Merger (unit: $100K) 

Markets 

Price model (ܩ) Full model (ܩி) 

Change in 
CS 

Change in 
PS 

Change in 
TS 

Change in 
CS 

Change in 
PS 

Change in 
TS 

All markets -15.59 -1.38 -16.96 18.53 5.58 24.11 
Monopoly 
Oligopoly 

-0.14 
-15.45 

0.02 
-1.40 

-0.12 
-16.85 

0.06 
18.47 

0.12 
5.46 

0.17 
23.93 

QI markets 
QD markets 

-12.75 
-2.84 

-0.92 
-0.46 

-13.67 
-3.29 

19.86 
-1.34 

5.72 
-0.14 

25.58 
-1.47 

Notes: QI and QD markets indicate quality-increase and quality-decrease markets, respectively. If a passenger-
weighted average quality of merged firm’s products increases after the merger, it belongs to QI markets, 
otherwise it belongs to QD markets. 

 
also in producer surplus. The quality improvement of large and medium 
goods contributes to increasing utility gains especially of business 
travelers, on the other hand, the merged firm extracts more profits from 
the consumers who switch to more profitable goods. In overall, when a 
merger simulation endogenizes product characteristics, it produces quite 
different results from traditional simulation in terms of the post-merger 
equilibrium and the welfare effects.  

 
5.4. Comparison between Simulation Result and Actual  

Post-merger Outcome  
 
In this section, I evaluate the predictive performance of my simulation 

by comparing the simulated result with actual post-merger data. Notice 
that both the price model ܩ and the full model ܩி rely on the same set 
of assumptions regarding demand, cost, and firms’ conduct. One 
difference is that only ܩி allows the changes in product characteristics 
post-merger. In this sense, the comparison can be a test of the endogeneity 
assumption.  

To make such a comparison feasible, I exclude several markets from 
the comparison sample. Specifically, I drop a market if the merged 
carrier does not serve it any longer, or if the number of carriers, LCCs,  
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▌ Table 12 ▌  Market Competitiveness of QI and QD markets Pre-merger 

 
Quality-increase 

markets 
Quality-decrease 

markets 

Number of rival firms (within a market) 
Number of LCCs (within a market) 
Number of rival routes (within a market) 

4.56 
1.73 
12.06 

3.93 
1.45 
8.60 

Delta/Northwest only   

Passenger share 
Percentage of flights originating from hub 

0.29 
0.08 

0.37 
0.09 

Notes: Each number indicates average values. QI and QD markets indicate quality-increase and 
qualitydecrease markets, respectively. If a passenger-weighted average quality of merged firm’s 
products increases after the merger, it belongs to QI markets, otherwise it belongs to QD markets. 

 
and routes within a market substantially change after the merger.57 This 
is for controlling the exogenous changes such as entry and exit 
occurrence in routes or markets that the model does not take account of. 
The final comparison sample consists of 244 markets. The bottom panel 
of table 13 shows that the characteristics of the selected markets do not 
change much over the integration period. 

Importantly, I restrict this analysis to comparing flight frequency. I 
consider that the set of product characteristics is the first to be derived in 
the sequential choice model and the frequency changes the most among 
the endogenous characteristics. Hence, if the simulated frequency is 
substantially different from the actual post-merger frequency, further 
comparison analyses on prices and welfare effects would not be a very 
meaningful tasks.58 I compare the frequencies by market level rather than 
by product level because the set of merged firm’s products in a  
  
                                                 
57  Among 1,129 markets in the simulation sample, I exclude 154 markets the merged 

carrier exited as of first quarter of 2010. Further, I drop 731 markets where a change 
in the number of carriers is greater than three, or a change in the number of LCCs is 
greater than two, or a change in the number of routes is greater than five. 

58  Other product characteristics are not appropriate for the comparison analysis. The 
data on mishandled baggage rate and denied boarding rate are available only at carrier 
level (see table 1), whereas the simulation outcomes are carrier-route specific. Also, 
on-time performance rarely changes according to the simulation. 



 CHAPTER 6  Endogenous Product Characteristics in Merger Simulation 323 

▌ Table 13 ▌  Comparison of Average Market Frequency (AMF):  
Pre-merger vs. Post-merger (Simulated) vs. Post-merger (Actual) 

 
Pre-merger Post-merger

(Simulated)
Post-merger

(Actual) 
Number of 

markets 

Average market frequency     
All markets 14.10 13.77 13.64 244 
Monopoly 
Oligopoly 

8.17 
14.17 

6.15 
13.86 

4.43 
13.75 

3 
241 

QI markets 
QD markets 

15.27 
13.02 

16.02 
11.69 

17.79 
9.82 

117 
127 

Measures of market similarity     
Number of carriers 
Number of LCCs 
Number of routes 

6.00 
1.35 
10.81 

5.00 
1.35 
10.81 

5.03 
1.38 
9.59 

244 
244 
244 

Notes: Market frequency (MF) is defined as sum of frequency of each product provided by merging/merged 

carriers in a market: ݐܨܯ ൌ ∑ ݐ݆ݕܿ݊݁ݑݍ݁ݎܨ ൌ1݆ݐ݂ܬ  , where j is a product and t is a market. Then, average 

market frequency (AMF) is mean value of market frequency across markets: ܨܯܣ ൌ ଵ் ∑ ௧ ௧்ୀଵܨܯ . 
 

market has changed post-merger.59  
The top panel of table 13 presents the result. The first column reports 

average market frequency (henceforth, AMF) pre-merger which ܩ 
relies on.60 The second and the third column report the simulated AMF 
from ܩி and actual AMF post-merger, respectively. The table shows 
two clear trends. First, the simulated and actual AMF decrease from pre-
merger AMF by 0.33 and 0.46, respectively. The reductions correspond 
to 7,247 (=0.33 × 90 × 244) and 10,102 (=0.46 × 90 × 244) less flights  

                                                 
59  For example, the merging carriers served the Chicago to New Orleans market with 

two connecting flights: (in order of origin-outward connecting-destination-inward 
connecting airport) ORD-ATL-MSY-ATL and ORD-MEM-MSY-MEM pre-merger, 
but MDW-ATL-MSY-ATL and ORD-MEM-MSY-ATL post-merger. Even though the 
number of routes are same, airports in the itineraries are slightly different. This 
prevents the comparison by product level.  

60  Market frequency (MF) is defined as sum of frequency of each product provided by  

merging/merged carriers in a ݐܨܯ ൌ ∑ ൌ1݆ݐ݂ܬ ݐ݆ݕܿ݊݁ݑݍ݁ݎܨ , where j is a product and t 
is a market. Then, average market frequency (AMF) is mean value of market 
frequency across markets: ܨܯܣ ൌ ଵ் ∑ ௧ ௧்ୀଵܨܯ .  
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during a quarter in the selected markets. This pattern is observable in 
both monopoly and oligopoly markets. Second, the simulated and actual 
AMF move in the same direction. They increase in QI markets and 
decrease in QD markets, while actual AMF changes more. The results 
implies that even though ܩி  under- or overestimates actual AMF, it 
better predicts post-merger outcomes than ܩ.  

To be more specific, I illustrate market frequency (henceforth, MF) of 
each market in figure 8. Figure 8 (a) shows that the probability density 
function of actual MF (solid line) shifts to the right from that of pre-
merger MF (dotted line) in QI markets. Figure 8 (b) shows that actual 
MF generally lies above pre-merger MF. Both figures indicate the 
increase of actual MF in QI markets. A notable thing is that the simulated 
MF is located closer to actual one than pre-merger MF is. The density 
function of the simulated MF shifts to the right, and its bar plot in each 
market fits actual MF line better. Figure 8 (c) and (d) describe the result 
in QD markets. They show quite the opposite situation where the density 
function of the simulated MF shifts to the left following actual MF and 
its bar plot also fits in well with actual MF line mostly lying below pre-
merger MF.  

Figure 9 describes an overall pattern by getting QI and QD markets 
together. In figure 9 (a), the density function of actual MF significantly 
deviates from that of pre-merger MF, and the simulated MF is located 
between them in general. Finally, the bar plots in figure 9 (b) to (d) 
confirm again that the simulated MF better follows actual MF line than 
pre-merger MF does. In short, the comparison analysis suggests that 
endogenizing product characteristics is essential to better predict the 
actual post-merger outcome.  

 
 
6. Conclusion  
 
When a merger simulation ignores changes in product characteristics 

post-merger, it can lead to a significant bias in predicted prices and 
welfare effects. This paper overcomes the limitations by endogenizing 
both price and product characteristics in a two-stage oligopoly game. 
Using data from the U.S. Department of Transportation, I estimate the 
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model parameters and then simulate the effect of the Delta and 
Northwest Airlines merger on product characteristics, fares, and welfare. 
To evaluate the predictive performance of the simulation, I compare the 
simulated outcome with actual post-merger data.  

The main findings are as follows. First, the merged firm tends to 
increase product differentiation post-merger. The firm increases the 
quality of large and medium goods, but decrease that of small goods. The 
magnitude of the changes are stronger in monopoly markets. Since the 
large and medium goods are more profitable, the merged firm takes 
better care of their qualities to attract more passengers to them.  

Second, the higher product differentiation affects the merged firm’s 
incentive to raise prices. For large and medium goods, the full model 
predicts smaller cross-price effects than the price model. But for small 
goods, the cross-price effect is greater in the full model. The decreased 
quality and the increased price of small goods contributes to moving the 
consumers to large or medium goods.  

Third, endogenizing product characteristics leads to quite different 
welfare effects. While the price model predicts decrease in consumer 
welfare for both types of passengers, the full model predicts that the 
business passengers benefit from the merger ($2.22 million) and the 
tourists experience smaller losses (-$0.36 million). This leads to an 
overall increase in consumer welfare. The finding highlights that a 
merger can increase consumer welfare if the merged firm brings the 
repositioned products that consumers can value more. About producer 
surplus, both models predicts higher profit for the merged firm and less 
profits for the competitors, but the additional profit gain for the merged 
firm is much bigger in the full model ($0.68 million) than in the price 
model ($0.17 million).  

Finally, endogenizing product characteristics contributes to better 
predicting actual post-merger outcome. In QI markets, the simulated and 
actual post-merger frequency increase from pre-merger frequency. In QD 
markets, on the other hand, they decrease from pre-merger one. For both 
cases, the probability density function of the simulated is located 
between those of pre-merger and actual post-merger frequency.  

This paper concludes with two notes for future research. First, the 
comparison analysis suggests that simulated result still under-or overes-
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timates the actual post-merger outcome. The insufficient performance 
possibly comes from ignoring a change in unobserved product quality 
post-merger. If the link between unobserved and observed characteristics 
can be modeled through either structural or reduced form method, it can 
further improve the predictive performance of merger simulation. Second, 
this paper addresses the consumer heterogeneity with two types of 
passengers and estimates the percentage of each type in the population 
 An interesting point is that the distribution of the consumers can .(ߛ)
vary from market to market. For example, the Houston to Las Vegas 
market may have a higher proportion of the tourists to the business 
passengers than the Las Vegas to Houston market. Responding to these 
distributions, a carrier can choose different product offerings for each 
market. The relationship between the distribution of consumer types and 
firm’ decisions on product offerings can be an interesting topic for future 
research.  
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Abstract  
 
Entrepreneurship studies the birth of a new product or service. How a 

new product or service is conceived and who is involved in the process 
is the subject of this study. Discovery and exploitation of entrepreneurial 
opportunity are commonly referred as to Kirznerian entrepreneurship 
(Kirzner, 1973). Perhaps the best known concept of entrepreneurship in 
economics is Schumpeter’s entrepreneurship (Schumpeter, 1934). Schum-
peter regards the entrepreneur as the innovator who creates new products, 
processes, markets, sources of supply, or industrial combinations. This 
study examines the roles of knowledge in Kirznerian discovery of 
entrepreneurial opportunity and exploitation, and in Schumpeterian 
innovation. The entrepreneur is a risk taker for profit (Knight, 1921), and 
the paper will study how knowledge is used to discover entrepreneurial 
opportunities and reduce the Knightian risk and uncertainty. The paper 
builds a philosophical foundation for the creative economy.  
                                                 
* This paper is prepared for the 2014 KDI-KAEA Joint Conference. This research was 

supported by the Braun research fellowship at Saginaw Valley State University. I am 
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1. Introduction 
 
Recent emphasis on the firm and endogenous economic growth has 

catapulted knowledge and entrepreneurship to the forefront of economic 
policy and corporate strategy debates. Policy makers have realized that 
entrepreneurship helps create jobs and foster economic growth, primary 
factors in their political successes. Economists and management 
scholars began to pay attention to the origination and innovation of the 
firm because the global economy is going through a period of profound 
change and transformation. Entrepreneurs are leading the way, and 
newly emerging corporations such as Facebook, Twitter, Tesla, Google 
and Apple, frequently in the news as success stories, are major job 
creators. Their strategies also contribute to the firms’ successes and 
economic growth. Entrepreneurs originate new products, processes, and 
services in response to changes in the economic environment which 
create disturbance in the equilibrium (Kirznerian entrepreneurship, 
1973). Kirzner’s (1973) theory of entrepreneurship emphasizes the 
equilibrating role of entrepreneurship, conceived as alertness to profit 
opportunities, according to Holcombe (2003). Holcombe illustrates how 
entrepreneurship discovers the stock of entrepreneurial opportunities and 
points to entrepreneurship as the engine of economic growth.  

The Schumpeterian entrepreneur (Schumpeter, 1934, 1947), on the 
other hand, creates disequilibrium by innovating products, processes, 
services and markets. Foss and Klein (2010) argue that Schumpeterian 
entrepreneurship is exercised within the firm when it introduces new 
products, processes, or strategies, but routine operations of the firm need 
not involve entrepreneurship at all. Therefore, Schumpeterian entrepre-
neurship can be studied from the competence perspective of the firm, 
which consists of three subgroups in the theories of the firm (Foss and 
Mahnke, 2000): the resource-based, knowledge-based and evolutionary 
theories of the firm. This competence perspective of the firm has 
become a leading topic in recent industrial organization and strategy 
studies. Creating new capabilities (innovation) has become the most 
important source of competitive advantage. The outcomes of new 
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capabilities are sources of above normal rewards for entrepreneurship; 
these provide incentives for entrepreneurship, though the creation of 
new capabilities is accompanied by uncertainty and risk. 

However, entrepreneurs make judgments on the outcomes of their 
innovation (Cantillon, 1775; Mises, 1949; Schumpeter; 1934; Knight, 1921). 
Their decisions to innovate occur in the present, but they bear fruits in 
the future. Not all innovations necessarily lead to successful outcomes. 
Since innovation involves uncertainty and risk, reducing uncertainty has 
drawn significant attention (Arrow, 1971). Knowledge plays a crucial 
role in entrepreneurship and risk management.  

Knowledge, entrepreneurship and competence building are crucial 
sources for competitive advantages of the firm (Foss, 1999; Schiuma, 
2009). Langstrom et al. (2012) ague that “to successfully develop 
entrepreneurship research in the future, we need to relate new research 
opportunities to earlier knowledge within the field, which calls for 
a stronger ‘knowledge-based’ focus” (p. 1154). Casson(2014) urges 
researchers to involve greater use of formal models and give greater 
attention to cognition and information processing. However, there is a 
paucity of studies on knowledge and entrepreneurship (Foss and Mahnke, 
2000). Therefore, in an attempt to fill the gap this paper investigates the 
roles of knowledge in entrepreneurship and risk management. The study 
also attempts to bridge the gap between abstract theory and descriptive 
empiricism by applying knowledge and entrepreneurship theories to a 
case study.  

The paper is organized as follows: Section two reviews the nature of 
knowledge; Section three reviews the entrepreneurship theories of 
Kirzner, Schumpter and Knight; Section four analyzes the links between 
knowledge and entrepreneurship, and how knowledge can reduce risk 
and uncertainty in entrepreneurship; Section five evaluates knowledge, 
entrepreneurship and risk and uncertainty in the context of corporate 
entrepreneurship based on the case of the Dow Chemical Company; 
Section six discusses knowledge and entrepreneurship in the case of 
Dow; Section seven draws policy implications; finally, Section eight 
concludes the paper.  
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2. The Nature of Knowledge 
 
We need to have deeper understanding of the nature of knowledge 

and theories of entrepreneurship before integrating them. Therefore, we 
begin to discuss the nature of knowledge here, the next section reviews 
theories of entrepreneurship, and the following section integrates 
knowledge and entrepreneurship. Knowledge plays a key role in the 
discovery of entrepreneurial opportunity and innovation in new products, 
processes and services. Scholars in Western epistemology follow Plato’s 
concept of knowledge as “justified true belief” (Nonaka, 1994; Kimball, 
1999). Knowledge scholars have also developed several dimensions of 
knowledge in the history of epistemology and in economics. In our 
discussion, we employ four dimensions of knowledge (Ryle, 1946, 1949; 
Polanyi, 1962, 1966; Hayek, 1945 Lam, 2000): Ryle’s “know-how” and 
‘know that’, Polanyi’s “tacit and explicit knowledge”, Hayek’s information 
as knowledge, and Lam’s epistemological and ontological dimensions. 

 
2.1. Know How and Know That 
 
First, Ryle’s distinction between knowing how and knowing that 

(Ryle, 1946, 1949) links knowledge and entrepreneurship. Ryle maintains 
that know-how and know that are different kinds of knowledge. Ryle’s 
distinction is accepted in philosophy, although there are two other 
propositions: knowing that is a species of know-how (Hartland-Swan, 
1956, 1957), and knowing how is a species of know that (Fantle, 2008; 
Stanley and Wilson; 2001). For Ryle, knowing how is practical knowledge, 
an ability, competency or skill, whereas know that is a relationship 
between a thinker and a true position (Ryle, 1946, 1949). Despite the 
debates on know-how and know that among scholars in philosophy, 
Ryle’s perspective on the ability and dispositional account of know-how 
offers an interesting insight into entrepreneurship. Ryle’s view is that 
know-how is ability. Knowing how to do something entails having the 
ability to do it and being able to do it. For example, the individual 
knows how to ride a bicycle and is also able to ride a bicycle. According 
to Roland (1958), knowing how to ride a bicycle is a capacity which 
implies having learned how to ride through practice. Fantl (2008), 
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however, argues that there are various grades of know-how, and one’s 
know-how to ride a bicycle requires the addition of relevant pieces of 
know that.  

Ryle’s dispositional account of know-how as “know” in the case of 
moral judgments and rules of conduct acts as a tendency word, rather 
than a capacity word (Roland, 1958). For Ryle, if exercises of know-
how to ride a bicycle can involve disparate activities, then we can 
construe know-how to ride a bicycle as a disposition to engage in these 
activities in proper ways, as he claims in his book, The Concept of Mind: 
Knowing how, then, is a disposition, but not a single-track disposition 
like a reflex or a habit. Its exercises are observances of rules or canons 
or the application of criteria, but they are not tandem operations of 
theoretically avowing maxims and then putting them into practice. 
Further, its exercises can be overt or covert, deeds performed or deeds 
imagined, words spoken aloud or words heard in one’s head, pictures 
painted on canvas or pictures in the mind’s eye. Or they can be 
amalgamations of the two. (Ryle, 1949, p. 46) 

Ryle’s know-how to do something means to be disposed to behave in 
certain ways (tendency), but it is very hard to specify in advance what 
those ways are. However, know-how may be disposed to behave in 
accord with various rules (i.e., know that). Fantl (2008) points out an 
interpretation of Ryle that makes know-how a matter of ability; it will 
have to be a certain kind of ability – an ability to act out of the relevant 
rules (or canons or criteria) governing the intelligent execution of how 
to do the activity. 

This requires understanding of know that, a second dimension, and 
knowing how demonstrates observance of these rules or canons or 
application criteria. 

 
2.2. Tacit and Explicit Knowledge 
 
Second dimensions, Polanyi’s tacit and explicit knowledge, are 

crucially important in knowledge and competence creation. Polanyi 
(1962) recognizes the indispensable role belief plays in all knowing: 

We must recognize belief once more as the source of all knowledge. 
Tacit assent and intellectual passions, the sharing of an idiom and of 
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cultural heritage, affiliation to a like-minded community: such are the 
impulses which shape our vision of the nature of things on which we 
rely for our mastery of things. No intelligence, however critical or 
original, can operate outside such a fiduciary framework. (Polanyi, 1962, 
266) 

Polanyi’s statement includes many important aspects of current 
knowledge creation debates, such as belief, sharing and vision. How 
does a knower form belief? Polanyi (1966) argues that “our body is the 
ultimate instrument of all our external knowledge” (p. 15). We may 
probe things outside ourselves by a sentient extension of our body. Our 
awareness of our body for attending to external things comprises focal 
and subsidiary awareness. Focal awareness, the object of our attention 
here, depends on subsidiary awareness. Polanyi (1969) pointed out that 
“focal and subsidiary awareness are not two degrees of attention but two 
kinds of attention given to the same particulars” (Knowledge and Being, 
128). He uses recognition of a countenance as an example. Mitchell 
(2006) summarizes Polanyi’s example: the particular features of the 
physiognomy are subsidiarily known, and the integration of the 
particulars such as the nose and eyes produces the recognizable face. 
According to Mitchell (2006), “Polanyi’s most significant insight 
concerns the basic operation of mind: all knowing consists of the 
integration of subsidiary and tacitly sensed particulars into a focal and 
articulated whole” (p. 70). Polanyi identifies the object of our attention, 
the subsidiaries of our attention, and the knower as the triad (three 
components) of this tacit knowing. The knower integrates the subsidiary 
and the focal awareness into the active process that constitutes tacit 
knowing. However, the triad is not permanent, and the knower can 
dissolve the triad by looking differently at the subsidiaries. 

Polanyi (1969) pointed out that tacit knowing is indispensable in the 
discovery of new knowledge, and all knowledge “is either tacit or rooted 
in tacit knowledge” (Knowledge and Being, 1969, p. 195). If all 
knowing is either tacit or rooted in the tacit, the knower is indispensable 
in knowing. The knower integrates subsidiary elements within a focal 
whole; therefore, explicit knowledge is rooted in tacit knowledge, and 
tacit knowledge is the origin of knowledge. The knower acquires tacit 
knowledge by experience (indwelling) and engages in discovery of new 
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knowledge by uncovering hidden reality. Polanyi (1966) argues that 
indwelling is the proper means of knowing (p. 16). An individual 
indwelling in her job is gaining experiences, acquiring intuition for a 
discovery of new knowledge through her experiences. For Polanyi, 
intuition is making a guess and guessing correctly. He uses the notion of 
intimation of hidden reality. Individuals who are indwelling in their jobs 
develop a good intuition and easily detect the intimation from the 
hidden reality. As the knower (employee) accumulates tacit and explicit 
knowledge, the knower improves the discovery of knowledge. In the 
same vein, Cook and Brown’s (1999) generative dance between 
knowledge and knowing explain how the interplay between knowledge 
and knowing can generate new knowledge and new ways of knowing. 
Polanyi (1966) indicates that there are many particulars of hidden reality; 
they are inexhaustible. Therefore the discovery of knowledge from the 
hidden reality can be continuous. The discoveries of Nonaka and 
Takeuchi’s (1995) kneading for bread making and Orr’s (1996) 
knowledge sharing among service workers for Xerox copy machines 
provide paradigmatic examples of this discovery of knowledge. Every 
organization needs a process that can wring out tacit knowledge and 
encourage employees to engage in the discovery of knowledge (Park et 
al., 2014a). 

 
2.3. Knowledge and Information 
 
A third dimension is that, in economics, knowledge is information 

(Hayek, 1945; Arrow, 1962). According to Hayek, knowledge is 
dispersed and is not in a useable form, the so called Hayekian 
knowledge problem in the literature (Hayek, 1945; Holcombe, 2003; 
Sautet, 2000). Knowledge needs to be discovered through managerial 
and entrepreneurial actions. Spontaneous decisions should be made by 
those who have superior information. Consequently, limited knowledge 
(Arrow, 1962) and asymmetry of information (Stigler, 1961; Akerlof, 
1970; Alchian and Demsetz, 1972; Spence, 1973; Riley, 1975; Stiglitz, 
1975) have become huge issues in financial markets, human resource 
management and entrepreneurship. In the context of entrepreneurship, 
Arrow (1962) pointed out that there is no market for future goods. 
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Therefore, future prices are not known and cannot reveal information 
about the market. In the absence of markets for future goods, expect-
ations for the future are related to both quantities as well as prices. As 
Arrow stated, the future state of quantity and price of the good or 
service that the entrepreneur is producing is based on his/her antici-
pation of future quantity and price. He also argues that future-oriented 
decisions are made under conditions of dispersed and costly information 
(Arrow, 1974). Arrow (1962) brings expectations and uncertainties to the 
forefront of economic discussions; foresight, expectation and uncertainty 
are key issues because entrepreneurs hire inputs now to produce goods 
and services for future markets. Knight (1921) addresses this issue in his 
book, Risk, Uncertainty and Profit (1921). Therefore, it is essential for 
entrepreneurs to develop foresight on quantities and prices of their new 
products and services. 

 
2.4. Ontology of Knowledge 
 
Finally, Lam’s ontological dimension of knowledge (Lam, 2000) 

explains where knowledge within the firm can reside: individually or 
collectively. Her epistemological dimension of knowledge follows 
Polanyi’s classification of knowledge: tacit and explicit. Table 1 represents 
Lam’s dimensions of knowledge. Understanding the ontological dimension 
of knowledge is crucial in discussion of enactment of knowledge for 
entrepreneurship. Various enactment structures have emerged to wring 
out knowledge from individuals and groups (Weick, 1979; Park et al.,  
 

▌ Table 1 ▌  Lam’s Dimensions of Knowledge 

  Ontological dimension 

  Individual Collective 

Epistemological
dimension 

explicit
Embrained 
knowledge 

Encoded 
knowledge 

tacit
Embodied 
knowledge 

Embedded 
knowledge 
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2014a). Nonaka’s (1994) SECI model (socialization, externalization, 
combination and internalization), for example, is a pioneering model for 
knowledge creation. 
 
 

3. Entrepreneurship Theories of Kirzner, Schumpeter  
and Knight 

 
The formal description of entrepreneurship goes as far back as 

Cantillon, 1775. According to Schumpeter (1934), Cantillon introduced 
the term “entrepreneur” and defined this as the agent who buys means of 
production at certain prices in order to combine them into a product that 
will sell at prices that are uncertain at the moment at which he commits 
himself to his costs. Today’s Austrian entrepreneurship scholars (Mises, 
1966; Schumpeter, 1934; Kirzner, 1973) follow closely Cantillon’s 
explanation of entrepreneurship. Entrepreneurs both originate new firms 
and lead innovation in existing firms. Langlois (2005) rightly points out 
that the ‘firm exists because of entrepreneurship’. Langlois (2005) 
argues that the cluster of ideas central to the entrepreneurship literature 
flows out of the tradition of Knight (1921), Schumpeter (1934), and 
Kirzner (1973). We follow this tradition in our paper. Before reviewing 
the entrepreneurial ideas of Cantillon, Knight, Schumpeter and Kirzner, 
however, we need to define the field of entrepreneurship to link current 
entrepreneurship to them. Shane and Venkataraman (2000) define the 
field of entrepreneurship thus: 

The scholarly examination of how, by whom, and with what effects 
opportunities to create future goods and services are discovered, evaluated, 
and exploited (Venkataraman, 1997). 

Consequently, the field involves the study of sources of opportunities; 
the process of discovery, evaluation, and exploitation of opportunities; 
and the set of individuals who discover, evaluate, and exploit them 
(Shane & Venkataraman, 2000, 218). 

Shane and Venkataraman(2000) invoke three aspects of entrepreneurship, 
and Langlois (2005) points out that Knight, Schumpeter and Kirzner 
represent these three aspects of entrepreneurship which Shane and 
Venkataraman point to. According to Langlois (2005), Kirzner is about 
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discovery, the alertness to new opportunities; Knight is about evaluation, 
the faculty of judgment in economic organization; and Schumpeter is 
about exploitation, the carrying out of new combinations and the 
creative destruction that often results therefrom. We briefly discuss 
these three aspects of entrepreneurship. 

 
3.1. Kirznerian Entrepreneurship 
 
First, Kirzner(1973) continues the tradition of the Austrian entrepre-

neurship scholars. He has developed the concept of the discovery of 
entrepreneurial opportunities which has drawn attention from many 
scholars (Alvarez and Barney, 2007; Sautet, 2000; Shane, 2000; Yu, 
2001; Murphy and Marvel, 2007). Alvarez and Barney (2007) propose 
two internally consistent theories of how entrepreneurial opportunities 
are formed: An opportunity discovery theory and an opportunity 
creation theory. Kirzner’s (1973, 1997, 2000) theory of alert entrepre-
neurial discovery explains the market phenomena from the perspective 
of entrepreneurial decisions. He developed his entrepreneurial discovery 
based on Mises (1949) and Hayek (1937, 1945), who represent the 
Austrian school. According to Mises (1949), the driving force of the 
market process is provided by the promoting and speculating entrepre-
neurs, and profit-seeking speculation is the driving force of the market, 
as it is the driving force of production (p. 328-329). For Mises, entrepre-
neurs buy where and when they deem prices are too low, and they sell 
where and when they deem prices too high. Profit is the difference 
between the buying and selling prices. Entrepreneurial profit then is the 
driving force of entrepreneurial actions which equilibrate prices. Mises 
(1949) explains the role of entrepreneurs as follows:  

The entrepreneurs take into account anticipated future prices, not the 
final prices or equilibrium prices. They discover discrepancies between 
the height of the prices of the complementary factors of production and 
the anticipated future prices of the products, and they are intent upon 
taking advantage of such discrepancies. These endeavors of the 
entrepreneurs would finally result in the emergence of the evenly 
rotating economy if no further changes in the data were to appear (Mises, 
1949, p. 329). 
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Actions of profit seeking entrepreneurs bring about a tendency 
toward an equalization of prices for the same goods in all subdivisions 
of the market; thus entrepreneurs make the market system work 
efficiently and contribute to economic growth. Boettke and Sautet (2011) 
point out that for Mises “the market is not only a space where people 
may haggle over prices; it is also a process, by which knowledge is 
generated, information comes to be known, and prices are determined 
throughout society” (p. 32). In the market process, entrepreneurs 
eliminate price differentials and improve the overall efficiency of the 
economic system and economic growth. This function of the 
entrepreneur is similar to the role of Cantillon’s entrepreneur, as stated 
before. Cantillon and Mises were keenly aware of the speculative nature 
of entrepreneurial actions. Therefore, knowledge is important in dealing 
with the uncertainty in speculative entrepreneurial actions. 

Kirzner (1973) expands an Austrian (i.e., a Misesian) perspective on 
markets, which are envisaged as the dynamically competitive market 
process. He argues that in that process, markets tend to continuously 
move towards equilibrium. Markets are continuously in disequilibriaum 
due to continual changes in the exogenous environment, such as 
technologies, consumer preferences and regulations. Kirzner also 
introduces earlier errors made in the course of market exchanges as a 
source of entrepreneurial opportunities. Alert agents discover entrepre-
neurial opportunities generated by external shocks and earlier errors. Yu 
(2001) points out that the basic concept in Kirzner’s theory of entrepre-
neurship is alertness, which helps entrepreneurs discover opportunities 
hitherto unnoticed. Kirzner (1984) argues that disequilibrium prices 
offer pure profit opportunities that attract the notice of alert, profit-
seeking entrepreneurs. Yu (2001) elaborates on the subjective perspective 
of Kirzner’s concepts of entrepreneurial alertness and discovery. He 
argues that the entrepreneurial discovery process is associated with the 
actor’s interpretation framework, or the stock of knowledge, which is 
derived from everyday life experiences. Entrepreneurial alertness leads 
to discovery of the stock of knowledge generated in the market process 
and the tacit knowledge gained from everyday life experiences. The 
driving force of the discovery and exploitation of entrepreneurial 
opportunities is profit. For Kirzner, disequilibrium generates entrepre-
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neurial opportunities, and the entrepreneur engages in arbitrage that 
helps the market move towards equilibrium. Alert entrepreneurs 
discover opportunities stemming from external shocks, such as markets, 
technologies, regulations, and prior errors which are caused by 
entrepreneurial actions. Kirzner (1997) argues that opportunities created 
by earlier entrepreneurial errors have resulted in shortages, surpluses, 
and misallocated resources. Entrepreneurial errors occur due to overly 
optimistic/pessimistic entrepreneurial decisions. Ground for errors 
stemming from entrepreneurial decisions can be found in Popper’s 
epistemological philosophy (Popper, 1982). 

Popper (1982) points out that all living things face problems and 
solutions to those problems always come with errors. Popper’s evolu-
tionary epistemology (1982) offers a theoretical framework for error in 
entrepreneurial decisions; he argues that “all organisms are constantly, 
day and night, engaged in solving-problems” (p. 110). He states that 
problem-solving is always preceded by methods of trial and error; his 
fundamental evolutionary sequence of events is [P1→TS→EE→P2], 
where P1=initial problem, TS=tentative solutions, EE=error elimination, 
P2=new problems. For Kirzner correcting this error is an entrepreneurial 
action. 

 
3.2. Schumpeterian Entrepreneurship 
 
Secondly, the Schumpeterian entrepreneur (Schumpeter 1934, 1942, 

and 2008) generates surplus profits by breaking circular flow. Schum-
peter defines the concept of circular flow in his book, The Theory of 
Economic Development (1934): 

Under the assumption of constant conditions, consumers’ and 
producers’ goods of the same kind and quantity would be produced and 
consumed in every successive period because of the fact that in practice 
people act in accordance with well-tried experience, and that in theory 
we regard them as acting in accordance with a knowledge of the best 
combination of present means under the given conditions. But there is 
also another connection between how the successive period operates 
with goods which an earlier period prepared for it, and in every period 
goods are produced for use in the next (p. 41, 42). 
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Goods would be bought and sold at the same prices year after year in 
this circular flow, which is a description of the concept of Walrasian 
general equilibrium. Every business firm finds that its selling price 
exactly equals its cost of production; there is no surplus profit and no 
economic growth in the circular flow. Breaking this circular flow is the 
function of the entrepreneur.  

For Schumpeter (1934), economic development is spontaneous, and 
discontinuous change in the channels of the flow, disturbance of 
equilibrium, forever alters and displaces the equilibrium state previously 
existing. The entrepreneur carries out new combinations and contributes 
to economic development. These entrepreneurial actions then are the 
main mechanism in the process of economic development: 

This concept covers the following five cases: (1) The introduction of 
a new good – that is one with which consumers are not yet familiar – or 
of a new quality of a good. (2) The introduction of a new method of 
production, that is, one not yet tested by experience in the branch of 
manufacture concerned, which need by no means be founded upon a 
discovery scientifically new, and can also exist in a new way of 
handling a commodity commercially. (3) The opening of a new market, 
which is a market into which the particular branch of manufacture of the 
country in question has not previously entered before, whether or not 
this market has existed before. (4) The conquest of a new source of 
supply of raw materials or half-manufactured goods, again irrespective 
of whether this source already exists or whether it first has to be created. 
(5) The carrying out of new organization of any industry, like the 
creation of a monopoly position (for example through trustification) or 
breaking up a monopoly position (Schumpeter, 1934, p. 66). 

Schumpeter’s (1942) later work links these new combinations of 
entrepreneur with creative destruction. He argues that “the opening up 
new markets, foreign or domestic, and organizational development from 
craft shop to new organization illustrate the process of mutation that 
incessantly revolutionizes the economic structure from within, 
incessantly destroys the old one, incessantly creates a new one” (p. 83). 
He refers to this process as the process of creative destruction. This fact 
bears upon our problem in two ways: (1) In the process every element 
takes considerable time in revealing its true feature and ultimate effects, 
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so we must judge its performance over time; (2) Every piece of business 
strategy acquires its true significance only against the background of 
that process and within the situation created by it. It must be in its role 
in the perennial gale of creative destruction; it cannot be understood 
irrespective of it or, in fact, on the hypothesis that there is a perennial 
lull (pp. 83, 84).  

Thus Schumpeter (1934) explains economic development from the 
creative destruction perspective: 

Development in our sense is a distinct phenomenon, entirely foreign 
to what may be observed in circular flow or in the tendency towards 
equilibrium. It is spontaneous and discontinuous state previously 
existing. Our theory of development is nothing but a treatment of this 
phenomenon and the process incident to it (Schumpeter, 1934, p. 64). 

For Schumpeter (1947), gradual or routine adaptive response to 
changes in data is not entrepreneurial, but creative response to changes 
in data is entrepreneurial. Creative response is something that is outside 
of existing practice. According to him, a study of creative response in 
business becomes coterminous with a study of entrepreneurship. 
Therefore, the Schumpeterian entrepreneur is a creative entrepreneur, 
compared to a Kirznerian alert entrepreneur. Carrying out new combin-
ations is referred to as enterprise. Schumpeterian entrepreneurs are 
individuals whose function is to carry out the new combination. In 
contrast, managers merely operate an established business or direct 
routine daily tasks in circular flow and do not receive profit, though they 
receive wages. 

Schumpeter (1934) characterizes three corresponding pairs of opposites 
in characterizing the entrepreneur: (1) opposition of two real processes: 
the circular flow or the tendency towards equilibrium on the one hand, 
vs. a change in the channels of economic routine or a spontaneous 
change in economic data arising within the system, on the other; (2) 
opposition of two theoretical apparatuses: statics and dynamics; (3) 
opposition of two types of conduct: mere managers vs. entrepreneurs. 
Entrepreneurs respond creatively to a spontaneous change in economic 
and environmental data and work under the dynamic theoretical 
framework. Schumpeter argues that entrepreneurs are motivated by the 
psychology of a non-hedonic character. First, there is the dream and the 
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will to found a private kingdom, usually, though not necessarily, also a 
dynasty. Second, there is the will to conquer: the impulse to fight, to 
prove oneself superior to others, to succeed for the sake of, not the fruits 
of success, but success itself. Third, there is the joy of creating, of 
getting things done, or simply of exercising one’s energy and ingenuity 
(p.93).The Schumpeterian entrepreneur is bold, self-confident, creative 
and innovative. 

For Schumpeter, entrepreneurs do not bear risk, because new 
combinations are financed by capitalists, although entrepreneurs may 
own capital in some cases. New combinations are financed by banks 
that bear the financial risk. He points out that interest is paid out of their 
profit. Today venture capital firms also finance new combinations.  

 
3.3. Knightian Entrepreneurship 
 
Thirdly, Knight (1921) provides extensive reviews on profit, the 

reward that the entrepreneur receives from taking uninsurable risk 
(uncertainty). The entrepreneur makes changes, and with changes come 
risk. He distinguishes insurable risk from the uncertainty that is not 
measurable or insurable. He argues that profit cannot be the reward of 
management, for this can be performed by hired labor. If the manager 
takes no risk, this individual is no longer an entrepreneur. For Knight 
(1921) there is a fundamental distinction between the reward for taking 
a known risk and the reward for assuming a risk whose value itself is 
not known (p. 44). 

We have discussed Kirzner’s alert entrepreneurship, Schumpeter’s 
creative entrepreneurship and Kight’s uncertainty. Scholars have 
compared these entrepreneurships and tried to reconcile them (Kirzneer, 
2008; Alvarez and Barney, 2007, 2010) by presenting three assumptions 
based discovery and creation theories of entrepreneurial action (see 
Table 2). 
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▌ Table 2 ▌  Alvarez & Barney’s Central Assumptions of Discovery and Creation  
Theories of Entrepreneurial Action 

 Discovery Theory Creation Theory 
Nature of 
Opportunities 

Opportunities exist, independent 
of entrepreneurs. Applies a realist 
philosophy. 

Opportunities do not exist 
independent of entrepreneurs. 
Applies an evolutionary realist 
philosophy. 

Nature of 
Entrepreneurs 

Differ in some important ways 
from non entrepreneurs, ex ante. 

May or may not differ from non 
entrepreneurs, ex ante. 
Differences may emerge, ex post. 

Nature of Decision 
Making Context 

Risky Uncertain 

 
Table 2 summarizes three key issues in entrepreneurship: discovery 

of entrepreneurial opportunity, creation of entrepreneurial opportunity, 
and uncertainty. Venkataraman (2003) indicates that Shane (2003) 
builds a framework of the individual-opportunity nexus. According to 
Venkataraman, Shane takes two positions: 1) Entrepreneurial opportunities 
exist independent of the actors in a system; 2) A human being is 
required to provide this agency, so that when a market can come to be, it 
will come to be (italics in the original). This agency is entrepreneur. 
Entrepreneurial decision-making is risky since entrepreneurs exploit 
existing opportunities within the critical realist philosophy (Bhaskar, 
1975). However, in creative view, opportunities do not exist independent of 
entrepreneurs, and in an evolutionary realist or process philosophy, 
opportunities are social construction (Campbell, 1960; Whitehead, 
1929). 

 
3.4. Entrepreneurship and Foresight  
 
As we discussed in Mises, Kirzner and Schumpeter, the entrepreneurs 

take actions for change. Changes are speculative because there is a time 
gap between taking actions and the outcomes of these actions. These 
changes result in temporal monopoly profit. The great source of 
monopoly profit is to be found in the fact that the actuarial risk of any 
given undertaking is not the same for different entrepreneurs, owing to 
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their differences in ability and environment. Profit results from risks wisely 
selected, and some entrepreneurs have better foresight and prescient 
knowledge of the future. Knight (1921) deals with the uncertainty issue 
which Arrow (1974) defines as follows: 

Uncertainty means that we do not have a complete description of the 
world which we fully believe to be true. Instead, we consider the world 
to be in one or another of a range of states. 

Each state of the world is a description that is complete for all 
relevant purposes. Our uncertainty consists in not knowing which state 
is the true one (Arrow, 1974, 33). 

Entrepreneurs do not know which state will result when they make 
their entrepreneurial decisions ex ante. For Arrow, uncertainty of 
entrepreneurial actions is due to the absence of markets for future goods. 
Because entrepreneurs take actions under uncertainty, profits are their 
reward. 

Since profit is reward to the entrepreneur, it is requisite to define the 
entrepreneur’s function. Baumol (1968) defines this function as follows: 

The entrepreneur (whether or not he in fact also doubles as a manager) 
has a different function. It is his job to locate a new idea and to put them 
into effect. He must lead, perhaps even inspire; he cannot allow things 
to get into a rut and for him, today’s practice is never good for 
tomorrow. In short, he is the Schumpeterian innovator and some more. 

He is the individual who exercises what in the business literature is 
called “leadership.” And it is he who is virtually absent from the 
received theory of the firm (Baumol, 1968, p. 65). 

Since knowledge has become an important factor in locating new 
ideas and putting them into effect, today’s entrepreneurs seek knowledge 
from employees, consumers, suppliers, competitors and universities. 
Knowledge provides entrepreneurial ideas, and foresight helps entrepreneurs 
deal with uncertainty.  

The exercise and development of entrepreneurial foresight is requisite 
for successful entrepreneurial outcomes. Whitehead (1933) discusses the 
conditions for these. He argues that the habit of foreseeing is elicited by 
the habit of understanding; understanding can be acquired by a 
conscious effort and can be taught. He also points out that the training of 
foresight is by medium of understanding, and foresight is the product of 
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insight (p. 89). Understanding commerce stems from personal experience 
of commerce and first-hand practice. His insight on business routine and 
the change of routine illustrates how changes in business routines are 
made and how those changes are directed toward progressiveness. 
Whitehead (1933) argues that routine is the god of every social system, 
the essential component in the success of every factory; novel ideas 
emerge from routine activities and these novel ideas end up founding 
novel methods and novel institutions. Changes in civilization are made 
toward progressiveness in human life. Therefore, when entrepreneurs 
understand Whitehead’s process, they are able to capture novel ideas 
from exper-iences of routine business activities and draw foresight on 
emerging entrepreneurial ideas. Entrepreneurs feel the quality of 
changes in the air and quantify the changes for new products and 
services, processes and new markets. This is akin to the “awareness” of 
Kirznerian entrepreneurs. 

 
 
4. Knowledge and Entrepreneurship and Uncertainty 
 
4.1. Knowledge and Entrepreneurship 
 
We have discussed the nature of knowledge and presented three 

perspectives on entrepreneurship in sections 2 and 3. Having better 
understanding of knowledge and entrepreneurship, we can build 
knowledge as a foundation for entrepreneurship and risk and uncertainty 
management. 

According to Holcombe (2003), the assumption of perfect knowledge in 
the classical model of perfect competition rules out the possibility that 
any unrecognized profit opportunities could exist in the economy. 
Therefore, the classical model ignores entrepreneurship and surplus 
profit. The Austrian model deals with the market processes, which are 
dynamic; economic data or economic environments continue to change 
due to external economic shocks, and changes in environment generate 
entrepreneurial opportunities. Kirznerian entrepreneurs engage in arbitrage 
and help the market move toward equilibrium, whereas Schumpeterian 
entrepreneurs innovate products, services, production processes, organi-
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zations, markets and inputs.  
Reconciliation or integration of the discovery of entrepreneurial 

opportunities and creation of entrepreneurial opportunities has become a 
hot issue. Kirzner (1999, 2008) himself recognizes the critical contri-
bution of Schumpeter to entrepreneurship and justifies his position on 
alertness: creation opportunity needs alertness. Alvarez and Barney 
(2007, 2010) argue that the theories are difficult to reconcile because 
they are grounded in two separate philosophical realisms. Discovery 
opportunities are studied with theories embedded in critical realism, 
while creation opportunities are studied with theories embedded in 
evolutionary realism. Therefore, the theories may be reconciled or 
integrated only in an epistemological perspective. Mathews (2006) also 
attempted to reconcile Schumpeter with Kirtzner. 

Entrepreneurial ideas stem from individuals who possess knowledge. 
Ryle’s know that and know-how can be utilized both to discover 
opportunities and to create opportunities. Know that is useful to 
discover existing entrepreneurial opportunities. If an actor or agent 
knows that there are price differentials, he/she can engage in arbitrage 
and make a profit. If the actor has knowledge that the future price will 
rise, he/she can buy now and sell in the future. Crises continue to recur 
in the world. The event of crisis may be a critical reality, but there are a 
set of opportunities in a crisis. The subprime mortgage crisis, for 
example, was an external shock which presented an entrepreneurial 
opportunity because the housing market was below the market 
equilibrium. Entrepreneurs’ arbitrages made the current housing prices 
rise and improved economic efficiency and growth. As we increase 
experiences with bubbles, we are able to identify their probability 
distribution. Therefore, entrepreneurs take Knightian risk. Entrepreneurs 
in the U. S. housing bubble realized large profits by arbitraging price 
differentials in and out of the crisis. We observed the same pattern in the 
Asian financial crisis, which included Korea. There were also ample 
entrepreneurial opportunities in Greece, Spain and Ireland under the 
European economic crisis. 

Casson (2014) urges researchers to give greater attention to cognition 
and information processing in entrepreneurship research. Entrepreneurs 
need to acquire knowledge and understanding through thought, exper-
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ience and the senses on changes in data or economic environment. It is 
widely known that the IBM company had technology for data storage, 
but did not recognize the entrepreneurial opportunity for it and the 
Oracle company’s CEO unsderstood the potential for entrepreneurship 
and the Oracle company was born based on the data storing technology. 
The Kodak company owned the patent for digital technology, but did 
not capitalized the technology and lost the ensuing huge entrepreneurial 
opportunities from the digital technology. Entrepreneurs can process 
information and discover entrepreneurial opportunities which help solve 
the Hayek’s knowledge problem. Current environmental awareness of 
consumers may lead to changes in consumer preferences and offers 
entrepreneurial opportunities. Entrepreneurial opportunities in treatment 
of carbon, solar energy and alternatives to carbon-based energy will 
emerge. These are examples of Kirzner’s awareness (1973) and Casson’s 
cognition and information processing. 

Know-how offers creation of entrepreneurial opportunities. Know 
how is about how to do things, how to create new combinations via 
innovation in products, services, processes and markets (Schumpeter 
1934). Know-how is tacit knowledge which individuals gain by doing 
things, by performing routine tasks and using products. Knowledge is 
also dispersed and does not exist as useful form, as Hayek (1945) draws 
to our attention. Because the reality in this perspective is hidden and 
continues to emerge (Campbell, 1960, 1974; Whitehead, 1929), entre-
preneurs need to enact this knowledge to create entrepreneurial 
opportunities (Weick, 1977, 1979). 

Weick (1979) developed the enactment theory, seen as a process for 
people to achieve continuity and coordination by bringing out tacit 
knowledge from individuals. Knowledge in modern corporations is 
often created by a team; individuals in a team bring out their tacit 
knowledge as they interact with team members. Weick’s enactment 
process is seen as a structure, and structuration (Giddens, 1979, 1984) 
has emerged as a leading field in social sciences. Giddens’ structuration 
theory (1979, 1984) can be employed as a framework for explaining the 
relationship between structure and agent in knowledge creation, as it is 
concerned with understanding the activities of knowledgeable human 
actors and the structuring of social systems. 
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4.2. Knowledge and Uncertainty in Entrepreneurship 
 
Does an entrepreneur have better foresight than a non-entrepreneur? 

How does he form prescient foresight on future goods and services? 
These questions are frequently raised in the entrepreneurship research 
because according to Knight (1921), profit stems from entrepreneurs’ 
bearing risk and uncertainty. Hayek (1937) argues that an entrepreneur’s 
foresight can be formed from two sources. First, entrepreneurs’ 
understanding and interpretation of data can affect foresight. Second, 
general tendency or routine can also be a source of foresight. Whitehead 
(1933) illuminates foresight from the understanding and routine 
perspective; he points out that “if we knew enough of the laws, then we 
should understand that the development of the future from the past is 
completely determined by the details of the past by these scientific laws 
which condition all generation” (p. 87). He indicates that unfortunately 
our knowledge of scientific laws is woefully defective; thus our 
knowledge of the relevant facts of the present and past is scanty in the 
extreme. Whitehead (1933) further argues that foresight depends on 
understanding, which can be acquired by conscious effort and can be 
taught: 

Thus the training of Foresight is by the medium of understanding. 
Foresight is the product of Insight (Whitehead, 1933, p. 89). Hosinski 
(1993) observes Whitehead’s distinction between understanding and 
knowledge. Understanding is achieved in insight and expressed in 
hypotheses, and knowledge is tested understanding. Hosinski (1993) 
further points out that Whitehead (1929) illuminates the knowledge that 
we acquire through this method is not final, absolutely certain 
knowledge. It is always partial, liable to errors in judgment, and open to 
future improvement and correction. Alert entrepreneurs consciously 
search entrepreneurial opportunities in the field in which they have 
experience and knowledge, since previous knowledge is a source of 
entrepreneurial opportunities (Shane, 2003).  

Whitehead (1933) is cognizant of the importance of routine as the 
bedrock of efficiency, but at the same time recognizes that foresight is 
crucial for success in innovation (change). He points out that the modern 
commercial mentality requires many elements of discipline, scientific 
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and sociological. However, he indicates that the great fact remains: 
details of relevant knowledge cannot be foreseen. He then argues that 
the quantitative aspect of social change is the essence of business 
relations, and the habit of transforming observation of qualitative 
change into quantitative estimates should be characteristic of a business 
mentality. He points out that the business of the future must be 
controlled by a somewhat different type of person compared to those of 
previous centuries and illuminates requisite abilities for business 
mentality:  

Thus even for mere success, and apart from any intrinsic quality of 
life, an unspecified aptitude for eliciting generalizations from particulars 
and for seeing the divergent Illustration of generality in diverse 
circumstances is required. Such a reflective power is essentially a 
philosophic habit: it is the survey of society from the standpoint of 
generality. This habit of general thought, undaunted by novelty, is the 
gift of philosophy, in the widest sense of the term (Whitehead, 1933, pp. 
97-98). 

Those entrepreneurs who have learned this habit of general thought 
may form foresight on the emergence of novelty in business. Entrepre-
neurial actions based on this foresight may reduce uncertainties in 
entrepreneurial actions because knowledge and foresight reduce 
entrepreneurial errors. However, entrepreneurial decisions are liable to 
errors in judgments, as stated above. Popper’s (1969) fallibility also 
supports this uncertainty. An entrepreneur may know that her discovered 
entrepreneurial opportunity can be profitable and take entrepreneurial 
action, but this knowing is fallible, and entrepreneurial action can result 
in an uncertain outcome (Fantle and McGrath, 2009). 

Fantle’s (2008) interpretation of Ryle (1946, 1949) can be relevant in 
entrepreneurship and uncertainty. According to Fantle, Ryle’s know-
how is a matter of ability and there are various grades of know-how. 
Entrepreneurs themselves have various grades of ability to discover, 
evaluate, and exploit opportunities. Successful entrepreneurs should 
have a higher grade of abilities in discovering, evaluating and exploiting 
opportunities; these higher grades of require knowledge of know that 
and practice. As stated by Roland (1958), knowing how to ride a bicycle 
is a capacity which implies having learned how to ride through practice. 
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A capacity of entrepreneurship implies that entrepreneurs learned know-
how to become successful through practice. Very few entrepreneurs 
succeed in their first entrepreneurial action.  

Various structures for knowledge creation and new combination have 
been developed in the market. The Dow Chemical Company, a leading 
global innovating firm, provides an interesting case study for knowledge 
creation and corporate entrepreneurship. The Dow Chemical Company 
has customers in 180 countries and had annual sales over $57 billion in 
2013. The company employed approximately 53,000 people worldwide 
and has more than 6000 products manufactured at 201 sites in 36 
countries across the globe. 

 
 
5. Corporate Entrepreneurship: The Dow Chemical  

Company 
 

Companies such as Dow Chemical depend on knowledge and 
competence creation for their survival. To encourage knowledge 
creation, The Dow Chemical Company has established Idea Central, a 
database. The variations in experiences by Dow employees in all 
functions, regions and ages are key sources of knowledge creation, so 
when an employee or a group of employees has an idea, he/she can post 
it to Idea Central. All employees are encouraged to propose ideas. Dow 
believes that no ideas are bad ideas; this creates the culture that all ideas 
are appreciated and valued. Employees who work for Dow learn from 
their daily experiences in dealing with customers and suppliers or in 
their labs. Dow obtains tacit knowledge from them and from all 
functions, ages and regions in the world, since it is a global company. 
Variations and diversity of ideas are crucial sources of knowledge 
creation because they can be combined to create new knowledge. 
Therefore, Dow management encourages employees to express diverse 
ideas and create an environment for diversity. 

Knowledge is necessary for the entrepreneur to recognize an 
entrepreneurial opportunity when one appears (Holcombe, 2003). The 
process of Idea Central helps employees capture tacit knowledge they 
experience at a specific time and place. Since tacit knowledge is a prime 
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source of new knowledge creation, as Polanyi (1966) argued, it is 
acquired through lived experiences (i.e., doing, using, and indwelling), 
and employees receive intimation from the realities of their daily job. 
But tacit knowledge of their experiences is only momentarily realized, 
so it will be lost if employees do not capture it at that moment, because 
knowledge is context-specific in time and place (Hayek, 1945; Polanyi, 
1966). When Idea Central operates in the organization, employees 
develop innovation dispositions, as Bourdieu (1977, 1990) advocated. 
The Idea Central of Dow Chemical is also a device to utilize dispersed 
knowledge (Hayek, 1945), since Dow’s employees are dispersed around 
the world. This process of knowledge creation has multiple aspects. 

 
5.1. Structure in External Knowledge Mobilization  

(Environmental Context) 
 
In addition to Idea Central, Dow Chemical also has scouting 

departments whose jobs are obtaining knowledge from outside sources, 
such as academic journals, conferences, universities and government 
agencies (e.g., NIH). Scouting, designed to obtain knowledge from 
outside of Dow Chemical, is divided into many different specialties, 
such as engineering and science, and acquires external knowledge from 
various sources. Employees in a scouting department also search out 
information and knowledge from suppliers, customers and competitors. 
Dow Chemical arranges a license agreement with those who have 
patents, if the patent is deemed necessary for Dow. This knowledge 
creation practice of Dow provides evidence of Nonaka and Toyoma’s 
(2003) boundary crossing. Chesbrough (2003) refers to this as the open 
innovation system, the use of purposive inflows and outflows of 
knowledge to accelerate innovation. Chesbrough (2003) argues that such 
open innovation saves time and costs compared to closed innovation. 

External sources of knowledge have been gaining importance in the 
knowledge economy. Apple Company, for example, is known for 
offering strong incentives to small companies and individuals with new 
knowledge. If knowledge from external sources is adopted in Apple 
products, a significant portion of the additional profit generated is 
offered to the firm or the individual who supplied the knowledge. This 
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is a strong incentive to the supplier of knowledge, because Apple 
Company has a large market, and this creates value for both Apple and 
knowledge suppliers. Through this process Apple Company acquired 
multi-touch sensing capabilities from FingerWorkks (Isaacson, 2011), 
and Google acquired Android. 

 
5.2. Screening  
 
The next phase, screening of Idea Central, is done on a monthly basis. 

A cross-functional team consisting of four or five members from various 
functions goes through all posited proposals. This team makes judgments 
on the ideas, based on deeper analysis of the diverse proposals 
submitted by employees from all over the world. The team initially 
selects the ten best proposals from Idea Central and then narrows the list 
down to a few ideas for funding. Dow saves all proposals for future use. 
Some proposals may not be viable at the time of screening, but could 
become value-generating ventures in the future, as the economic 
environment changes (e.g., new technologies and market conditions). 
Since all proposals are stored in Idea Central and are accessible by Dow 
employees, Idea Central serves as an effective organizational memory. 
Therefore, costly knowledge assets that Dow created are not lost, and 
Idea Central mediates the problem raised by Nonaka et al. (2006) and 
stemming from lack of coherence in decision making. Dow can also 
make use of knowledge assets stored in Idea Central by combining it 
with future proposals for creating new products, processes or services. 
Screening can be regarded as a validation process of new knowledge, 
because knowledge is “verified true belief.” 

The way that Dow Chemical screens proposals is interesting, like 
putting pieces of a puzzle together. Dow maintains that sustained 
profitability of any business is possible only when three advantages all 
exist. The first piece of the puzzle is technology advantage. Does Dow 
have a patent or patents for the proposed idea? Patents that need to be 
evaluated are composition, process, and application patents. If Dow 
does not have these, they need to solve that puzzle by contacting patent 
holders for license agreements or propose a joint venture. The second 
piece of the puzzle is operations advantage, which includes low cost raw 
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materials, low capital options, process experience, synergistic cite, and 
supply chain and regulatory constraints such as environmental health 
and safety regulations. Dow assesses raw material requirements as well 
as accessibility of required raw materials, facilities and capital. Costs of 
acquiring them need to be competitive. The third piece of the puzzle is 
market channels, which includes customers, brand names, reputation, 
synergistic sales, channel partners, market sales forces and requirements 
of regulatory agents, such as the Environmental Protection Agency 
(EPA) and Food and Drug Administration (FDA). 

Within the three large pieces there are smaller puzzle pieces. In 
assessing each piece of the puzzle, limitations or constraints are 
analyzed. If Dow is missing technology pieces, they may develop them 
within the organization or acquire them from outside. Dow needs to 
assess the availability of raw materials, facility and capital as well as 
missing pieces of the operations puzzle. When they find missing pieces 
(constraints), they have to solve them. The market channel piece of the 
puzzle includes figuring out customers, brand names and sales forces. 

 
▌ Figure 1 ▌  Screening process 
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They also examine market penetrability; some markets are very difficult 
to penetrate because new comers have insurmountable barriers to 
overcome. When all the missing pieces of the puzzles are identified, 
they put them together to create value for Dow, which will benefit from 
the entire value pie. Figure 1 is a graphical presentation of this screening 
process. 

Once Dow has established the new competency at competitive levels, 
competitive advantage depends on recognizing new business opport-
unities and recombining these capabilities and unexploited proposals at 
data central, as emphasized by Helfat et al. (2007) and Argyres (2011). 
Argyres argues that “organizational economics can offer insights into 
features and processes that can promote or hinder opportunity recogni-
tion within organizations” (p.1141). According to Argyres, “governance 
choices are endemic to any capability development process, because 
such processes involve structuring incentives, allocating authority, and 
stimulating information flow” (p.1142), which influence knowledge 
creation and sharing. 

It is hard to make judgments about what pieces of the puzzle can or 
cannot be found, and even if the pieces are found, the cost structure may 
not be competitive enough to embark on the project. Dow has learned the 
hard way not to waste time and resources for a project that has missing 
pieces, or is too costly or impossible to find. Appropriate structures are 
established based on experiences of past failures to prevent future 
failures. This establishment of structures is an example of the realization 
of Giddens’ structures and agents theories (1984) and Bourdieu’s 
reflexive feedback and self-monitoring (1977, 1990). Once a knowledge 
creation structure is established agents will become reflexive and self-
monitor in response to the structure and the structure should be changed 
based on the feedback of agents. Therefore, the knowledge creation 
process is both emerging and ongoing, as Whitehead advocated (1929).  

 
5.3. Collaboration Options 
 
What can Dow Chemical do with ideas when they cannot overcome 

constraints or find missing pieces of the puzzle? Dow figures out factors 
that the company is missing in the puzzle, then decides to create them 
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internally or to fill them from outside. They license out (sell) ideas to 
those who have the capabilities to use them or form a joint venture. Dow 
Chemical may search for a firm that needs the knowledge that Dow has 
and negotiate a license agreement. A joint venture agreement is another 
solution for utilizing their ideas. They form a joint venture by 
connecting a network of companies which have pieces of the puzzle 
(technologies, ideas, and operation). They can often find small companies 
who have good ideas or Dow’s missing puzzle pieces to establish these 
joint ventures. This process shows that innovation capabilities can be 
distributed across firm boundaries, and managers can combine distributed 
innovation capabilities to create a new capability through structures 
which coordinate the contributions of the various participating firms 
(Coombs and Metcalfe, 2002).  

Coombs and Metcalfe (2002) argue that we need to consider how the 
capabilities perspective can be extended to embrace a multi-firm 
perspective on innovation. They further argue that capabilities themselves 
become an important unit of analysis which is not coterminous with the 
firm. Madhok (2002) points out that “the reasons for collaborations 
between firms is to combine synergistically two sets of complementary 
but dissimilar resources and capabilities in a manner which will generate 
returns that will either create a market transaction or complete internalization” 
(p.277). Dow Chemical recognizes that advantages frequently occur in 
different organizations; collaboration is therefore critical because each 
organization has a unique pile of “advantaged” puzzle pieces.  

There are many possibilities to find matches with other collaboration 
partners who have technology, operations and/or market advantage that 
Dow Chemical does not have. Dow can buy, sell, create, and trade 
pieces with collaboration partners such as universities, large companies, 
small and startup businesses, market specialists and incumbents. Finding 
optimum partners is crucial for the success of collaboration. Dow has 
developed good strategic mixes for acquiring advantage in collaboration, 
a necessary factor (Whiteman, 2013). The practices of Dow’s scouting, 
collaboration and joint venture can be regarded as an open innovation 
system (Chesbrough, 2003). The openness of technology sharing econo-
mizes costs in new product development by accomplishing economy of 
scale and scope, as Chesbrough (2003) argues. According to Chesbrough 
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(2003), open innovation is the use of purposive inflows and outflows of 
knowledge to accelerate internal innovation, and to expand the markets 
for external use of innovation, respectively. Dow’s practice is an 
example of such open innovation. 

However, the cross-firm structures for new capabilities innovation 
need to address governance issues on opportunism. Firms need 
capabilities to write contracts that efficiently deal with opportunistic 
behavior. Joint ventures among many firms require trust among the 
participating firms. Past experiences help build trust and reputation 
within the industry. If a firm becomes known for taking advantage of 
participating firms and not sharing ideas, other firms are likely to avoid 
future joint ventures. Thus building a good reputation can be a strategic 
asset in the long run, because business dealings can be ongoing and 
repeating. 

Once the value pie is created, the firms split it based on contributions 
or strengths of each participant (see Figure 1 for a value pie). The 
initiating or proactive company can secure a better share of the value pie. 
This example shows that how the governance choices of the firm 
(Williamson, 1991, 1999; Argyres, 2011) are involved in any capability 
development.  

Dow forms over 100 joint ventures in a year, and having good 
intuition for what consumers would like to have is a key factor for 
success in joint ventures, as well as in Dow’s new product development. 
Firms can search to find an addressable market and size and explore 
market needs based on voices of customers (VOC). As von Hippel 
(1988) indicates, customers and suppliers are the most important sources 
of innovation, as the voices of customers provide information on market 
needs. However, managers’ intuition on what consumers want plays a 
key role in the success of a new product. The cofounder of Apple 
Company, Steve Jobs, was known for his good intuition on consumers’ 
preferences, and Steve Jobs and his designer, Ive, worked to simplify 
new design. Apple’s first brochure proclaimed “Simplicity is the 
ultimate sophistication,” as Steve Jobs had aimed for the simplicity that 
comes from conquering complexities, not ignoring them (Isaacson, 2011, 
p. 343). Samsung (a large Korean chaebol) is taking a different track but 
also values consumers’ knowledge and experiences (Chen, February 11, 
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2013). Knowledge about what consumers want is a hidden reality and 
managers/knowers can capture intimation from that hidden reality. Their 
intuition is a key element in the success of a new product. Dow’s 
success rates are known to be 20-30 percent. This process shows how 
the network form of organization emerges as an adaptation to changes in 
the environment for knowledge creation (Hannan and Freeman, 1984; 
Levinthal, 1997).  

Dow Chemical’s practice for new product development also illustrates 
an integration of macro-micro approaches. The Idea Central (macro 
level) structure is designed to solicit tacit knowledge from individuals 
(micro level). The variations in knowledge creation structures among 
organizations may have a different impact on individuals, and individuals’ 
responses to the same structure may differ based on personal traits. If an 
Individual’s ideas are verified by a team and the project proposed by an 
individual becomes a new competency by team efforts (meso level), 
interactions among individuals result in new qualities on the macroscopic 
level of the system (Fuchs, 2003). Interactions among individuals from 
cross-functions lead to new knowledge and competency creation in 
Dow’s process. Variations of ideas offer opportunities for the organization 
to recombine these for new competency (Schumpeter, 1934; Kogut and 
Zander, 1992; Nonaka, 1994; Nonaka and Takeuchi, 1995). This 
example of Dow’s knowledge creation illustrates how to engage in 
knowledge creation activity and how this knowledge evolves over time 
(Levinthal, 2006; Winter, 2006). 

Dow Chemical’s Idea Central can thus be seen as a “ba” (a knowledge 
creating place: Nonaka and Kono, 1998, Nonaka et al., 2000a). Bas may 
vary depending on the contexts of knowledge creating firms. The 
market selects a good ba and the selected ba retains good characteristics 
of the ba. Variations in knowledge creating bas will continue in the 
market; the knowledge-creating firm is, therefore, dynamic. According 
to Nonaka and Toyama (2003), “ba” can transcend time, space, and 
organization boundaries to create knowledge. A knowledge-based view 
of the firm regards the firm as a knowledge creating entity, and in this 
view a firm is changed from an entity of being to an entity of becoming 
(Nonaka and Toyama, 2002, 2003), as seen in Prigogine’s scientific 
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view of the world ( 2003) or Whitehead’s process philosophy (1929). In 
the same vein Schiuma (2009) argues that the ability to harness knowledge 
assets dynamics lies at the core of organizational value creation capacity. 
Schiuma (2009) introduces the managerial foundations of knowledge 
assets dynamics and discuss three processes: knowledge assets 
identification, knowledge assets mapping and knowledge assets flow. 
He points out that understanding the evolutionary stages of knowledge 
assets flow helps organizations produce timely products for the markets.  

Collaboration saves precious time in developing new products, 
processes and services. Collaboration may be a preferred practice in a 
high-velocity economic environment because firms can bring new 
products to market quickly. Nonaka et al. (2000b) point out that building 
one’s own knowledge comes with cost, i.e., time. Since building up 
knowledge assets through a firm’s own knowledge creating process 
takes time, it is costly (Nonaka et al., 2000b). Teece (2007) argues that 
the opportunity cost is especially high when the industry that the firm is 
in is a high velocity economic environment. If the firm develops the 
missing puzzle pieces by themselves, it may fall behind the market 
competition.  

 
5.4. The Role of Incentives 
 
The intervention of managers to create knowledge can occur at both 

institutional and individual levels (Abell et al., 2008). First, managers 
need to provide opportunities for agents to interact. Managers and 
individuals together design an institution to be conducive for dialogue 
and interactions. Second, for diversity of ideas, managers need to hire 
individuals from many different universities and institutions and provide 
incentive systems for individuals and groups to acquire and share 
knowledge. When agents acquire useful knowledge (genotype) and 
skills, firms develop technology (phenotype) based on this useful 
knowledge and knowledge sharing (intensity of knowledge), as Mokyr 
(2000) argues. When agents accumulate more knowledge and develop 
dispositions of imagination and creativity, the firm will have easy access 
to both knowledge and creativity (Mokyr, 2000), because knowledge is 
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stored in agents who supply knowledge and skills to the firm. Therefore, 
developing an incentive system for agents to constantly acquire 
knowledge and skills is crucial in building the dynamic capabilities of 
the firm. Individuals’ choice to work in an organization, and their 
acquiring and sharing knowledge, depends on firm characteristics. As 
discussed before, structuring incentives and allocating authority are thus 
important in knowledge creation and sharing.  

Because managers at Dow appreciate diversity and createa culture 
for employees to supply many different ideas, it rewards those who 
produce the most ideas as well as the best idea.  

 
 
6. Discussion 
 
In process philosophy (Whitehead, 1929) and modern sciences 

(Prigogine, 2003) the universe is emerging. For Whitehead (1929) 
reality is becoming and ongoing. Oranizations emerge and continue to 
make changes in the universal context of Whitehead’s reality. Entre-
preneurs are actors carrying on changes and they make changes based 
on ideas from knowledge. Entrepreneurship theories explain these changes. 

Leading entrepreneurship theories are the discovery theory and 
creation theory. Kirznerian entrepreneurs engage in arbitrage and 
Schumpeterian entrepreneurs create new combinations. Knowledge, an 
important source of entrepreneurship, is utilized to deal with entrepre-
neurial risk and uncertainty. Sources of entrepreneurial opportunities in 
the discovery theory (Kirzner) are disturbance in equilibrium caused by 
technologies, markets, regulations, errors made in previous entrepre-
neurial actions and Schumpeterian innovation. There is no entrepre-
neurial opportunity when the industry or market is in equilibrium or 
circular flow. Alert Kirznerian entrepreneurs discover entrepreneurial 
opportunities and exploit them, engaging in arbitrage. Schumpeterian 
entrepreneurs create new entrepreneurial opportunities by new combina-
tions, which Schumpeter refers to as innovation: 1) product innovation, 
2) process innovation, 3) organization innovation, 4) market innovation 
and 5) input innovation. For Schumpeter, entrepreneurs respond 
creatively, not routinely, to changes in data such as technologies, markets 
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and regulations. Schumpeterian entrepreneurs carry out new combinations 
and engage in innovation in product, process, organization, market and 
input to create opportunities. For Schumpeter innovation never stops 
and is disruptive; he referred to it as the perennial gale of creative 
destruction (1942). 

Errors in entrepreneurship are bound to recur as seen in the case of 
Dow. The Dow Chemical Company’s success rate is between 20 and 30 
percent of new ventures. Errors are stemming from many sources such 
as lack of foresight and knowledge. Lack of market information leads to 
errors in judgement because entrepreneurs produce goods for the future 
and there are no markets for future goods (Arrow, 1962, 1974). 

Entrepreneurial actions are the mechanism for the process of 
economic development. Entrepreneurs foster firm growth, which causes 
the economy to grow. As discussed before, knowledge, an important 
source of innovation is dispersed and does not exist in a useful form, 
known as the knowledge problem (Hayek, 1945). Knowledge is tacit 
and embedded in individuals (Polanyi, 1966). When a firm wrings out 
knowledge from individuals, knowledge becomes a public resource and 
knowledge is abundant. However, making use of knowledge is scarce 
(Nonaka, 1994; Hislop, 2009).  

How do firms enact knowledge for innovation? The case of The Dow 
Chemical Company described above illuminates the enactment process 
(Weick, 1977) or structure (Giddens, 1984). Giddens’ structuration theory 
(179, 1984) provides a framework for knowledge creation structures and 
agency. If we assume that there are two employees in a knowledge 
creation team, both have tacit knowledge and lived experiences from 
their respective jobs. They have acquired knowledge from customers, 
investors, partners, competitors and the scientific community. Therefore, 
individuals engaged in knowledge creation are knowledgeable, conscious 
and reflexive. Individuals can also anticipate possible future states, 
based on their abilities to detect intimation from the hidden reality in 
their fields (Polanyi, 1969). They can anticipate change in technologies, 
markets and regulations. A knowledge creation team consists of 
individuals with these traits who participate in knowledge creation. The 
structure for enacting knowledge has two charateristics: 1) Eliciting tacit 
knowledge and 2) constraining creativity. The Idea Central at the Dow 
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Chemical Company brings out tacit knowledge from stakeholders, but 
this structure can inhibit creativity by using criteria for choosing a 
project (Shaviro, 2009). Therefore, the structure of knowledge creation can 
cause the antinomy of eliciting tacit knowledge and hampering 
creativity. Organizations need to address the antinomy of the Idea 
Central by making changes in structure based on the feeback of 
stakeholders and storing proposed ideas as accessible data for any 
potential future uses. 

Since knowledge is a public resource, everyone can have access to 
the knowledge resource and it does not deplete. Today, firms compete 
for access to this abundant knowledge resource. Open innovation 
systems (Chesbrough, 2003) have emerged as a mechanism to exploit 
this knowledge resource. Firms obtain knowledge from employees, 
suppliers, customers, competitors, regulators and academic communities. 
User knowledge can be inexpensive to acquire because of information 
technology (Park et al., 2014b), and open innovation has become the 
newly emerging practice which captures dispersed knowledge. More 
corporations are forming networks to share their patents and knowledge, 
and collaboration among corporations is increasing. Google, for example, 
has formed collaborative relations with several firms such as Samsung, 
and Samsung is collaborating with Sony, Facebook and BMW. Korean 
firms such as Samsung, LG, Hyundai and Posko are also known for 
their continuous knowledge creation and innovation.  

Three dimensions of knowledge: know how and know that (Ryle, 
1946, 1949); tacit knowledge and explicit knowledge (Polanyi, 1962, 
1966) and information as knowledge (Hayek, 1937, 1945) can be 
integrated in discovering and exploiting entrepreneurial opportunities. 
Tacit knowledge is the source of explicit knowledge and it can lead to 
know how by organizations as seen in the case of the Dow Chemical 
company. Entrepreneurs identify entrepreneurial opportunities with 
information in price differentials among various regions. Therefore, 
deeper understanding of dimensions of knowledge and the relationship 
among them helps identify sources of entrepreneurial opportunites. 

Current changes in technologies, markets and regulations present 
abundant entrepreneurial opportunities. New technologies such as 3D 
printing, digitization and carbon fiber open up entrepreneurial oppor-
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tunities similar to IT and BT in the ‘90s. These technologies may 
provide an impetus for new waves of entrepreneurship and economic 
growth. These three new technologies have been referred to as the third 
industrial revolution by The Economist (2012). Emerging global markets 
are continuing sources of entrepreneurial opportunities; the Affordable 
Care Act in the U.S. also offers tremendous entrepreneurial opportunities. 
Changes in global mandates stemming from the degradation of environ-
ment offer entrepreneurial opportunities in new energy sources and fuel 
efficient automobiles, recycling carbon dioxide, biofuels and electric 
cars. External shocks or disturbances in equilibrium, such as the recent 
financial crisis, also offer entrepreneurial opportunities. Recent real estate 
prices have risen from the price levels at the outset of the crisis and are 
likely to rise in the future. European countries such as Spain, Greece, 
Italy, Portugal and Ireland, which have faced severe crises, also offer 
entrepreneurial opportunities. Alert entrepreneurs can realize large 
profits when they exploit the opportunities created by price differentials. 
Such entrepreneurs engage in arbitrage and generate a tendency towards 
equilibrium. However, the new state of the economy is always emerging 
and continuously changing. Therefore, entrepre-neurial opportunities are 
ubiquitous and alert entrepreneurs will continue to discover and exploit 
them.  

Entrepreneurs create new products and services for profits. The 
creativity is the important souce of entrepreneurship. We thus need to 
elucidate the origin of the creativity. According to Whitehead (1929) the 
creativity is the actualization of potentiality, and the process of 
actualization is an occasion of experiencing. A new actuality always 
arises out of a given world that conditions the creativity which transcend 
it (p.43). Whitehead (1929) considers two meanings of potentiality: (a) 
the “general” potentiality, which is the bundle of possibilities, mutually 
consistent or alternative…. and (b) the “real” potentiality, which is 
conditioned by the data provided by the actual world (1929, p. 65). 
Whitehead’s real potentiality is akin to Schumpeter’s (1934, 1942) 
innovation in products and services responding to changes in data. 
Therefore, changes in data by the actual world offer entrepreneurial 
opportunity. The creative economy is actualization of the potentiality. 
For Whitehead, reality is emerging and becoming. Whitehead (1929) 
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points out that the creativity drives the world. We observed that 
entrepreneurial actions at Dow creates new products for profits and 
innovation in products drives the Dow company. Entrepreneurship is not 
just about creating new products for new firms, but it also applies to 
new as well as existing firms. It is crucial for policy makers to balance 
their emphasis on both new and existing firms. If they overly emphasize 
the newly creating firms or technologies, they may neglect the existing 
firms, which are crucially important for the creative economy. 
Entrepreneurship is essential for the creative economy and it drives the 
economy, facilitates economic growth and creates jobs. The creative 
econmy may be defined as actualizing the potentiality of the 
nation’s economy. For Whitehead (1929) creativity is a transition of 
many into a novel one. Reality has many facets and these many make a 
transition into a novel one. Employees, consumers and other 
stakeholders experience many aspects of a firm’s product. Experiences 
of these stakeholders on a product (Park et al., 2014b) help create a new 
product or service. As seen from the case of the Dow Chemical 
Company, not all potentials are actualized. Potentials that are not 
utilized in a new product are stored and they remain as potentials for 
future products.  

The creative economy is about designing an effective process of a 
transition of many stakeholders’ experiences into a new product. 
Entrepreneurs carry out the task of the new way of production. The 
potentiality of the economy is to continue to emerge and becoming, and 
entrepreneurship is therefore ongoing. According to Whitehead (1929) 
reality is ongoing and becoming, and there is next and future because of 
creativity. Whitehead’s philosophy is a metaphysics of becoming and 
philosophy of creativity. According to Shaviro (2009, viii), Whitehead 
asks, “How is it that there is always something new?” Shaviro (2009) 
argues that Whitehead’s creativity is precisely the manner in which 
something radically new can emerge out of the prehension of already 
existing elements. Creation of new competence is all a matter of “ ’the 
subjective form’ which is how that subject prehends that datum” 
(Whitehead, 1929, p. 23). Entrepreneurs and policy makers need to 
properly prehend changes in economic environment. 

The creative economy in Korea is about creating something new in 
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products, processes, services markets and organizations by prehending 
current economic environment (data). Therefore, Whitehead’s philo-
sophy can lay a ground work for trajectories of knowledge assets flow 
(Schiuma, 2009) and provide philosophical grounds and foundations for 
the creative economy in Korea. We have to keep in mind that the 
creative destruction (Schumpeter, 1942) is disruptive and entrepreneurs 
and policy makers are required to prepare for ensuing disruptions of the 
creative destruction. 

What does cause creativity? Shaviro (2009) points out that a final 
cause (or teleological) is always at work, alongside the efficient 
(mechanistic) cause in Whitehead’s potential for change or novelty. 
Whitehead insists that every entity is essentially dipolar, with its 
physical and mental poles (Whitehead, 1929, p. 239). For Whitehead 
(1929) the final cause is the “decision” (p. 43) by means of which an 
actual entity becomes what it is. The future Korean economy will, 
therefore, be created by the immanent mechanistic (physical) elements 
such as smart phones for now and the entrepreneurs and policy makers’ 
decisions (mental) in investment for the chosen field (i.e. R & D in 
information technologies in the 90s) and entrepreneurship. 

Knowledge assets dynamics in the literature are emerging as the 
managerial foundations of organizational value creation (Schiuma, 
2009). According to Schiuma (2009) through knowledge assets dynamics, 
organizations are able to continuously develop, upgrade and extend their 
capabilities by improving their capacity of exploiting internal resources 
and their abilities to identify and shape new business opportunities (p. 
292). He argues that knowledge assets dynamics reside at the core of 
organizational value creation capacity and analyzes the knowledge 
assets dynamics through knowledge assets identification, mapping and 
flow. We can see that Dow identifies knowledge assets domains through 
screening, maps knowledge assets by focusing on value creation driver 
and evaluates knowledge assets flow by analyzing the future direction of 
knowledge assets. 

Based on theories of entrepreneurship and the case study of Dow, we 
can draw policy implications, elaborated in the following section. 
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7. Policy Implications 
 
Recently, policies fostering entrepreneurship have become prominent 

in policy debates on economic growth and job creation because 
entrepreneurship is seen as the engine of economic growth. The 
classical economic growth model had limited success in explaining the 
growth of mature economies. Naturally, the endogenous growth theory 
has emerged as a leading alternative to the classical growth theory. 
Entrepreneurship is the core of the endogenous growth theory. As 
discussed before, entrepreneurial ideas stem from knowledge. Know-
ledge is abundant and nondepletable. In today’s knowledge economy, 
economists are required to learn the optimal uses of the abundant 
knowledge resource. The emerging knowledge economy causes a 
paradigm shift (Kuhn, 1962) from the economics of scarcity to 
economics of abundance because economics traditionally deals with 
making choices under the scarcity of resources. Knowledge resource is 
abundant, but making use of knowledge requires traditional scarce 
resources. It is interesting to discover how firms exploit abundant 
knowledge. The Dow Chemical Company case illustrates the value of 
eliciting knowledge from employees and external stakeholders. Thus we 
can draw a few policy recommendations from this analysis. 

First, policy makers and corporate leaders need to have a deeper 
understanding of the nature of knowledge: Ryle’s know that and know-
how; Polanyi’s tacit and explicit knowledge; and Hayek’s knowledge as 
information. Policy makers need to provide forums for integration of 
epistemology in philosophy, physical and social sciences and arts. 
Deeper interactions among scholars, practitioners and policy makers in 
these fields are essential for the creative economy because interactions 
and combinations are sources of creativity. The creative economy 
should be built on sound philosophical ground because sound theoretical 
and philosophical ground provides an impetus for continuous economic 
growth and prosperity. Entrepreneurship is about the process of creating 
a new competence and Whitehead’s process or creative philosophy is 
exactly about the process of creativity.  

Second, policy makers and corporate leaders need to design a 
structure to elicit tacit knowledge from employees, all stakeholders and 
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academic communities (Park et al., 2014a). Interactions among 
knowledge creating workers and openness and trust among them are 
essential in the structuring of knowledge creation. Firms also need to 
make changes in structure based on conscious feedback of stakeholders 
(Park et al., 2014a). Idea Central at the Dow Chemical Company is a 
structure enacting tacit knowledge for Dow’s new competence creation. 
This structure makes it possible for Dow to introduce new products to 
the market. The structure enacts tacit knowledge, but at the same time it 
may inhibit creative ideas because good ideas may not be selected by 
applying a set criteria for selecting a project (Shaviro, 2009). Therefore, 
a structure of enactment needs to be flexible and adaptable to a changing 
environment (Park et al., 2014a). 

According to knowledge scholars knowledge is abundant, but 
making use of knowledge is scarce (Hislop, 2009). Knowledge is a 
public good, it is not depleted by using it, and everybody can access it. 
Designing good structures is essential, because public goods will be 
under-produced if incentives are not structured properly. Knowledge is 
abundant in Korea. However, the retirement age in Korea is 55 or 60. 
Those who retired at the age of 55 or 60 have an untapped wealth of 
experience and knowledge. Knowledge does not deplete by using, but 
gets obsolete. Knowledge continues to be renewed and updated that can 
be mobilized for entrepreneurship if Korea creates an appropriate 
structure. Policy makers and managers also need to continuously 
evaluate knowledge assets flow in exploring their future entrepreneurial 
opportunities. It is high time for scholars to study determining factors of 
knowledge assets flow because the Korean government is currently 
pursuing an economic policy of “the creative economy.” Korean policy 
makers and entrepreneurs were relatively successful in identifying the 
direction of knowledge assets flow in the past and created new 
competencies in a timely fashion which led to temporal monopoly 
profits and economic growth. Therefore, we need to have abetter 
understanding of the evolutionary stages of knowledge assets flow 
dynamics in terms of their trajectories (Schiuma, 2009). 

Third, entrepreneurship should be practiced in all fields: corporate 
entrepreneurship, public entrepreneurship and social entrepreneurship. 
Policy makers need to encourage entrpreneurship and discourage rent-
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seeking behaviors by enforcing rules and regulations and eliminating 
unnecessary rules, regulations and inefficient social customes. There are 
large public sectors in the Korean economy and rentseeking behaviors in 
public enterprises cause huge inefficiency. 

Fourth, education to encourage creativity is crucial. To take one 
example, the Korean education system is known for being very costly 
for the same outcome compared to advanced economies such as the U.S 
and Sweden. Creativity is the most importance source of entrepren-
eurship. 

Fifth, research and development is crucial for small and medium size 
firms world-wide. Korean entrepreneurial firms, for example, need to 
pool their resources and public resources. Taiwan already has such a 
research center for pooling participating firms and public resources, and 
more such models are needed with research outcomes made available to 
all participating firms. Since firms are competiting in the global market 
competition among small firms within a nation has become less severe 
or non-isssue.  

Sixth, policy makers need to foster entrepreneurship and innovation. 
Because entrepreneurs are alert, they can capture the quality of changes 
in the air and translate them into new products and services. Today’s 
emerging new technologies such as 3D printing, digitization and carbon 
fiber can offer huge entrepreneurial opportunities. Consumers’ changes 
in preferences for carbon reduction can offer entrepreneurial opportunities. 
Policy makers need to institute support systems for these entrepreneurial 
opportunities. Continuous entrepreneurial actions need to take place at 
all levels of organizations: new firms, governments, established small 
and large firms, and society as a whole. Governmental and corporate 
leaders should become entrepreneurial. Organizations are required to 
become flat and more tolerent for employees’ risk taking and mistakes 
as long as they learn from them and do not repeat.  

Seventh, policies managing risk and uncertainty need to be refined. 
Private venture capital is relatively well developed in the U.S; state 
funding for new ventures is often available, and cooperative funding for 
new ventures is growing. Angel funding is another source for a new 
venture. Securing funds from many small investors, called crowd 
financing, is also gaining popularity. Optimal risk taking should be 
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defined and operationalized, because too much risk taking can also be a 
waste of financial resources. Financing new ventures involves principal 
and agent issues and asymmetry of information, which cause adverse 
selection and moral hazard problems. Adverse selection and moral 
hazard have been huge problems in financial markets, causing recurring 
financial crises in the world. There are new strict regulations for these 
financing methods in the U.S. because they are risky and uncertain. 
Other countries may need similar regulations. 

Eighth, policy makers and corporate leaders need to manage both 
routine and innovation effectively for a seamless transition from one 
routine to a new routine. Innovation is always disruptive, as Schumpeter 
(1942) refers to as the creative destruction. Entrepreneurs carry on 
disruptive innovation and persuade organizational members who resist 
changes (Langlois, 1998). Whitehead (1933) argues that routine is the 
god of factory manufacturing, but the firm also needs to innovate 
products, services and organization to thrive. Making innovation in 
products, services and organization seamless is the most important task 
in today’s high velocity economy. Rapid changes in economic 
environment such as markets, technologies and domestic and global 
regulations are entrepreneurial opportunities as well as challenges. 
Policy makers and corporate leaders need to identify barriers to 
accomplishing potentials and eliminate them. Langlois (1998) points out 
that innovative entrepreneurs engender rapid and sustained economic 
growth. We have witnessed entrepreneurs’ contributions to economic 
growth and job creation in Korea as well as in other countries. Founders 
of Samsung, LG, Hyundai, Ford, GE, Apple and Google are examples 
of entrepreneurs’ contributions to economic growth and job creations. 

Finally, knowledge is fallible and there is no market for future goods 
and services. Therefore, entrepreneurs face uncertainty and failures. 
Knowledge and deeper understanding can reduce them, and entrepre-
neurs’ foresights and prescient knowledge are crucially important for 
managing uncertainty. Entrepreneurial actions need to be persistent and 
accumulate knowledge from their mistakes and experiences. 
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8. Conclusion  
 
Entrepreneurship is essential in the creative economy. Entrepre-

neurship studies the discoveries and the creation of entrepreneurial 
opportunities as entrepreneurs generate new ideas and put them into 
effect. Ideas stem from knowledge; because knowledge is tacit, it needs 
to be enacted to elicit knowledge from individuals who hold that 
knowledge. Entrepreneurs can wring out knowledge from individuals 
because knowledge exists in individuals, and they put knowledge into 
use for innovation in products, services, processes, organizations, 
markets and inputs. Tacit knowledge becomes know how for individuals 
and organizations. The know how in the organization is competency of 
the organization. In the traditional economy inputs such as labor, land 
and capital are scarce, but in today’s knowledge economy knowledge is 
the most important input and knowledge is abundant. Knowledge is the 
most important source of the entrepreneurship. Tacit knowledge 
requires enactment (structure) and entrepreneurs are enactors. Therefore, 
we conclude that knowledge and entrepreneurship are foundations of the 
creative economy and entrepreneurship is the key source of rapid and 
sustainable economic growth. The continuous success of entrepre-
neurship is essential to secure the economic growth and prosperity of a 
nation and Whitehead’s creativity lays a philosophical foundation on the 
creative economy. 
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Abstract  
 
We develop a measure of systemic risk based on symbolic transfer 

entropy (STE) in a network of 48 industries, both financial and real 
sectors, by incorporating the strength and asymmetry of information 
flows. Time variation of systemic risk in the United States shows that 
from 2001 systemic risk start to rise, peaking in 2004, and accelerating 
until the financial crisis of 2007/8. Year 2004 coincides with several 
financial events that potentially contribute to the crisis: sudden 
acceleration of subprime mortgage, financialzation of commodity, CDS 
activities, and others. Furthermore, we document that not only the 
economy-wide systemic risk of US economy has started to build up 
from 2004, but also the asymmetry of information flows between 
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financial and real sector accelerated from the year 2004 and grow 
continuously until it reaches a peak in 2007. In addition, we find that 
systemic risks are closely linked to a battery of macro-economic 
variables, and show our systemic risk measure is robust with unemployment, 
treasury rate, return and volatility of stock index among other macro-
economic variables. Systemic risk has predictive power for future stock 
returns, and it can serve as a warning signal for the future. Interestingly, 
the contemporary systemic risk remains at high plateau similar to the 
financial crisis period of 2007/2008. 
 
 

1. Introduction 
 
The financial crisis of 2007/2008 caught virtually everyone by 

surprise, and prompted a flurry of academic research on why and how it 
happened, and evoked policy and regulatory discussions what to do to 
minimize the impact on the economy as well as how to prevent it to 
happen again. U.S. Federal reserve adopted unusual quantitative easing 
monetary policy of bond purchase. Our motivation and contribution of 
this paper is to analyze the whole process of financial crisis, from slow 
and consistent build-up of systemic risk culminating to the crisis, and 
develop a warning signal for a potential future crisis that might occur 
similar to the 2007/2008 crisis. Useful measure and warning signal 
should be broad enough as concrete and detailed events and activities 
are inherently unpredictable as financial institutions pursue highly 
profitable but at the same highly risky projects and business activities. 
At the same time, a measure of systemic risk is useful when it captures 
as much as concrete signals using available data and information. In this 
paper we develop a numerical systemic risk measure of U.S. economy 
by analyzing the network of stock returns of 48 industries to capture 
economy-wide systemic risk.  

Academic research has taken several different approaches to post-
diagnose the financial crisis.1Among them are the analysis of sub-prime 
                                                 
 1  There are vast and growing literatures related to the financial crisis of 2007/2008 and 

the aftermath. Here we sample only few articles to show the nature of articles that it 
is a partial analysis of the whole elephant of financial crisis. 
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mortgages (Demyank and Hemert, 2011), downward spiral effect on the 
balance sheet of financial intermediaries triggered by sudden asset price 
decline (Brunnermeier et al., 2009), and credit, loan and liquidity 
channel from monetary policies to banks and firms. More broad 
approach to explain the crisis is the idea of collective moral hazard 
(Farhi, and Tirole, 2012). As the crisis is characterized by too-big-to-fail 
and too-interconnected-to-fail, researches have taken various statistical 
approaches, such as conditional value at risk (CoVaR) (Adrian and 
Brunnermeier, 2010), and others. Billio and et al. (2012) conduct 
detailed analysis of interconnections of four financial institutions. We 
take a view that the systemic risk is most meaningful when it is 
considered as a risk of the whole economy. Our major contribution is to 
develop a measure of systemic risk based on a network of industries in 
the whole economy as well as systemic risk and contribution of each 
industry and sector to the economy-wide systemic risk. We show that 
the systemic risk based on parsimonious analysis of network of 
industries can explain the whole process of financial crisis, identify the 
timing of the beginning of the crisis and the building up processes, and, 
as such, serve as a warning signal for the future.  

Financial crisis in 2007/2008 highlights the vulnerability of real 
economy to financial sector meltdown, ultimately leading to the biggest 
and painful recession after the Great Depression in 1929. and creates 
keen interests of why, how and what happened to the financial sector 
and the whole economy, As a result of sudden unexpected financial 
crisis, the issue of how to prevent another potential crisis and crash in 
the future caught immediate interests for academics, practitioners, 
regulators and policymakers. Policy makers in the U.S. adopted one of 
the most stringent regulations in 2010, adopting Dodd–Frank Wall 
Street Reform and Consumer Protection Act of 2010. Furthermore, 
regulators try to mend several weaknesses that are considered to be 
responsible for the crisis. Requiring CDS to be traded through the 
Clearing House is one example. For academics, plethora of research, 
both theoretical and empirical, on different aspects of financial crisis 
added to the better understanding of the causes, processes of the current 
and past crises. Those researches have implications on several 
preventive and preemptive measures to forestall potential future crisis. 
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One of key issues in the prevention of future crisis is the measurement 
problem.2 The relevant questions are as follows: what is the symptom 
that potentially leads to the crisis? Are there any measures that signals 
potential crisis? How to measure systemic risk?  

While the idea of systemic risk is considered to be important and 
relevant in understanding the current crisis and the prevention of 
potential future crises, there is no clear consensus on the concept and 
measurement of systemic risk. For example, Billio et al. (2012) takes a 
viewpoint that more formal definition (of systemic risk) is any set of 
circumstances that threatens the stability of public confidence in the 
financial system, and analyze monthly returns of four types of financial 
institutions: hedge funds, and publicly traded banks, broker/dealers, and 
insurance companies. Lehar (2005) proposes to measure systemic risk, 
defined as the probability of a given number of simultaneous bank 
defaults, from equity return data. Works of Avesani et al. (2006) and 
Basurto and Padilla (2006), among others, are examples of stress testing 
exercises on the financial sector using market –based information. 

In this paper, we take much broader view of systemic risk by 
including whole economic system that includes financial sectors and 
real sectors in one network framework. We define systemic risk as the 
risk of collapse of an entire economy and financial system. 3  The 
challenge to implement this broader concept of systemic risk opera-
tionally is how to incorporate wide range of economic sectors that are 
inter-linked and interdependent, and how to identify and measure 
complex web of connections among firms, industrial and financial firms. 
Key components in the measurement of systemic risk are: connect-
edness, strength and direction of causality and information flows from 
one node to another in a network, degree of concentration of information 
                                                 
 2   Bisias et al. (2012), in their survey article, present taxonomies of systemic risk 

measures by various criteria: by data requirements, by supervisory scope, by 
event/decision time horizon, and by research method. 

 3  Crisis and the collapse of an entire economy and financial system can happen for 
various routes. One possibility is that troubles and difficulties on one part of the 
system transmit and cascade to other sectors rapidly (domino effect or cascading 
effect). In this case, the initial cause of problems might occur internally or external 
to the system. another possibility is like a "Tsunami" where outside forces 
destabilize the system. 
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originations in a particular node or nodes, where nodes represent, in this 
paper, 48 industry group classified by Fama and French (1997). In 
addition, we capture contributions of the industry and sectors to total 
systemic risk as wells as the economy-wide systemic risk. Billio et al. 
(2012) empirically estimate the network structure of financial institutions 
generated by stock-return interconnections, by simply measuring correlation 
directly and unconditionally using principal components analysis and by 
pairwise Granger-causality tests. They use these metrics to gauge the 
degree of connectedness of the financial system. We propose symbolic 
transfer entropy (STE) to capture not only connectedness, but also the 
direction and strength of causality and information flows. The advantage 
of our systemic risk is that the STE captures the strength as well as 
asymmetry of information flows. Furthermore, our systemic risk measure 
are versatile, i.e. we can measure systemic risk for one industry, for 
example banking industry, or we can measure systemic risk for financial 
sector comprising of three industry group of banking, insurance, and 
trading, or the systemic risk of the whole economy. Most importantly, as 
we use current market information such as daily stock return, we can 
measure up-to-date magnitude of systemic risk in almost real time at a 
reasonable computer time and costs.4 

One of most striking results from our empirical analysis is that our 
measure not only identifies the current crisis and other past crises in 
1987, and 1997/1998 Asian and Russian crisis, but also we find that 
systemic risk started to increase continuously from 2001, reaching a 
local peak in 2004. After 2004, systemic risk remains at high level and 
continues to increase to a global peak in our sample when the financial 
crisis in 2007/2008 erupts. In addition, we find that systemic risk 
obtained from the analysis of network of industries is closely linked 
to macroeconomic measures. We use a battery of macro-economic 
variables, and show our systemic risk measure is robust with 
unemployment, treasury rate, stock return and volatility of stock among 
other macro-economic variables.  
                                                 
 4  In this paper, we focus on three financial industry groups. However, with further 

calibration, we can apply symbolic transfer entropy (STE), and measure systemic 
risk by any level of aggregation. For example, we can calibrate SR measure, at a 
micro level, to a particular institution. 
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Network analysis and literature review on systemic risk and 
measurement is summarized in section 2. The measurement of systemic 
risk based on symbolic transfer entropy (STE) is described and 
discussed in section 3. Section 4 describes data and present empirical 
results in both graphs and tables. Conclusion follows in section 5.  

 
 
2. Network Analysis and Literature Review 
 
Financial crisis of 2007/2008 highlighted the fragility of financial 

institutions and the systemic risk originating from financial institutions 
in the global economy. Academics produced plethora of literature on 
financial crisis and systemic risk after the financial crisis of 2007/8. In 
this section, we review the findings and various approaches of economic 
and financial research to lay economic foundations to our measure of 
systemic risk. Crisis, by its nature, affects broad spectrum of economic 
agents and activities, and, as such, the causes and processes how the 
crisis evolves can be better captured by analyzing the network and inter-
linkage of economic agents and activities. 

One strand of research is to analyze physical and financial linkage 
and relationship of individual firms and financial institutions, and show 
that inter-linkage drives chain and domino effects to other counter-
parties by empirically analyzing the counterparty exposure in a network 
of banks with banks, banks with firms and firms with firms. For 
example, De Bandt and Hartmann (2000) delineate the systemic events 
into horizontal and vertical systematic events. In horizontal events, the 
bad news or even failure of a financial institution bring about adverse 
effects on one or several other financial institutions in a sequential way 
like domino.5 In a vertical systemic event, the failure of financial sector 
should adversely affect real sectors. The transmission of shocks could 
take a form of credit crunch or debt deflation. Acharya and Naqvi (2012) 
show that banking sector ignites asset price bubbles, and create potential 
seeds of crisis. Gan (2007) investigates Japanese land price and loan-
and firm-level of lending channel. She discusses the linkages and 

                                                 
 5  See Brunnermeier (2009) to recall the chronological order of financial contagion.  
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transmission mechanism from 1) asset price decline (land price in Japan) 
- constrain bank with mortgage assets - less lending to firms, and 2) 
show that firms rely on bank credit (no other substitutes) exercise less 
investment and lower valuation.  

Second strand of research is to investigate the effect of monetary 
policies on the financial institutions and real economy. Bernanke and 
Gertler (1995) look at the credit channel to see how changes in 
monetary policy affect bank lending activities. Ashcraft (2006) find 
evidence consistent with a bank lending channel of monetary policy, 
where the effect of monetary policy on bank lending is amplified by the 
inability of some banks to replace an outflow of insured deposits with 
large certificates of deposit (CDs) and federal funds. In other words, 
there is a mismatch of loan growth on asset side (liquid assets), and the 
liability side of balance sheet (deposits, commercial papers and other 
external funds, large CDs and federal funds).6 

Third strand is to look at the liquidity channel at macro and 
aggregate level. One of stylized fact of the market liquidity is the 
commonality in securities’ liquidity. Among others, Chordia et al. (2000) 
and Hasbrouck and Seppi (2001) find evidence of commonality in 
liquidity of traded securities. Extant research provides empirical 
evidence of the source of the commonality. One strand of literature (e.g. 
Fujimoto, 2004) investigates macroeconomic factors such as the Federal 
fund rates to explain the commonality. Fujimoto finds liquidity declines 
with higher Federal fund rates, tighter monetary policies, and in 
recessions. Other strand of literature investigates both macroeconomic 
and microeconomic factors to explain commonality. Chordia et al. 
(2001) analyze macroeconomic impact on market liquidity and they find 
that the changes in liquidity are affected by volatility, market return, and 
macroeconomic announcements. Chordia et al. (2003) study the link 
between ‘macro’ liquidity and ‘micro’ liquidity by exploring the co-
movements in the stock and the Treasury market’s liquidity. In their 
                                                 
 6  Ashcraft (2006) states, by focusing on loan supply and demand, that “It follows that 

it may be hard to distinguish a differential shift in loan supply across bank leverage 
(the lending channel) from a differential shift in loan demand across firm 
creditworthiness( the balances sheet channel) when low capital banks concentrate 
their lending with less creditworthy firms.”. (page 756) 
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studies, the 'macro' liquidity or 'money flows' is proxied by the bank 
reserves, the Fed fund rates, and mutual fund investments.  

Adrian et al. (2009) and Adrian and Shin (2010) document that 
balance sheet structure of market-based financial intermediaries is more 
critical in explaining the liquidity channel and spiral than other 
institutions. Capital market liquidity is increasingly dominated by 
market-based intermediaries, and market-based assets are substantially 
larger than bank assets. Furthermore, they document pro-cyclical growth 
of leverage, i.e. the growth of assets and leverage of financial 
intermediaries move in the same direction and the same rate, and as a 
result, equity ratio also grows at a constant rate over time. The co-
movement of assets and liabilities imply the unique linkage and 
importance of financial intermediaries in the liquidity channel of the 
financial market.  

This research on liquidity channel suggests the network structure of 
financial intermediaries and the monetary policy variables. In other 
words, the layouts of liquidity channel are related to the commonality 
and contagion channel of economic transmission of a shock. For 
example, monetary policy variable is an external factor for a subsystem 
of financial intermediaries, while it is an internal factor in the whole 
economy when interest rate policy and the liquidity of financial 
intermediaries are Granger-causal relationship in both ways. 

In a similar context, Brunnermeier et al. (2009) discuss economic 
interpretations of the process where assets and liability of financial 
institutions show feedback and downward spiral effect when asset 
market crash or sudden dry-up of funding. One unanswered question in 
this liquidity spiral is that we still don’t know which one, asset market 
crash or funding liquidity shortage is a primary source of events. Our 
analysis with network approach can give a clue in distinguishing 
commonality and contagion, and better understanding of the liquidity 
spiral and asset market decline. 

Fourth strand is to discuss risk taking and moral hazard of top 
management to explain the crisis. Farhi and Tirole (2012) and Kim et al. 
(2013) show the collective moral hazard as one of prime reasons for the 
financial crisis of 2007/2008. Research on risk-taking behavior of bank 
holding companies show CDS and other financial derivatives are a 
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medium that accentuates and prorogates risks across a broad range of 
financial institutions.  

While multiple aspects of network of economic agents are considered in 
explaining the bubble and crisis, another important question is the 
measurement of systemic risk and its predictability. In regard to the 
complexity of network of agents and events, we can broadly classify 
into two approaches to understand the issue of systemic risk and macro-
prudential regulation: empirical macroeconomics based and financial 
market based approach. These two approaches have different method-
logies, emphases, and purposes. Macroeconomics base approach focuses 
on the impact of systemic events on real economy while financial sector 
is considered as amplification mechanism. 7  Financial market based 
approach focuses on the financial market structure with background 
information of macro economy environments. This approach puts more 
emphasis on the interaction among financial institutions, the nonlinear 
feedback effect, and the identification of individual institutions that are 
systemically important. Better understanding of systemic risk for the 
whole economy should incorporate both approaches. 

Three popular cross sectional measures of systemic risk are 
conditional value at risk (CoVaR) by Adrian and Brunnermeier (2010), 
distressed insurance premium (DIP) by Huang, Zhou, and Zhu (2011), 
and systemic expected shortfall (SES) by Acharya et al. (2012). These 
measures aim at estimating the magnitude of losses when many financial 
institutions simultaneously fall into difficulty. CoVaR computes the 
value-at-risk (VaR) of financial institutions under the condition that 
other institution is in financial distress. DIP computes required insurance 
premium to cover the losses arising from distressed banking system. 
Acharya et al. (2012) discuss each financial institution’s contribution to 
systemic risk can be measured as its systemic expected shortfall (SES), 
i.e., its propensity to be undercapitalized when the system as a whole is 
undercapitalized. SES measures the expected loss to each financial 
institution under the poor performance of entire set of financial 

                                                 
 7  See De Nicolo and Lucchetta (2010). Macroeconomics base approach helps us to 

better understand the fundamental linkage between the real economy and the 
financial sector, especially in the long run. 
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institutions. Acharya et al. (2012) show the ability of financial firm’s 
marginal expected shortfall, MES (i.e., its losses in the tail of the 
aggregate sector's loss distribution) to forecast systemic risk. Bisias et al. 
(2012) show, in their survey article, taxonomy of methodologies applying 
to systemic risk.  

While these measures have some merits in the context of its own 
problem set, we are interested in the comprehensive and economy-wide 
systemic risk that incorporates all sectors and industry, financial and 
non-financial. Furthermore, the network of agents that includes financial 
institutions, firms, and investors, monetary policy makers, regulators, 
and others are linked in a much more complex way than can be 
identified by their actual financial relationships. Furthermore, we are 
interested in the building-up process leading to the financial crisis as 
well as the aftermath of the crisis, and more detailed analysis of the 
contribution of each industry to the systemic risk. 

Crisis by definition is a surprise and an event that occurs totally 
unexpected with wide impact for the society. However, crisis does not 
happen in isolation, and there are series of events leading up to the crisis, 
and like bubble, could have long dormant pre-crisis period. While the 
exact timing when the current crisis has started to brew is not clear, 
events leading up to current sub-prime mortgage crisis is likely to have 
started around 2003/4 when the volume of sub-prime loans jumped 
dramatically. The circumstances and the sequence of events in the 
mortgage borrowings and risk transformation process by financial 
institutions can be summarized as follows: in a macro-economic 
environment where market interest rate is kept at low level through 
central bank monetary policy and rising real estate prices, mortgage 
borrowers have easy access to loans as banks are lenient in lending, and 
encourage sub-prime borrowers to borrow. Banks in turn create 
mortgage-backed securities (MBS) and sell risky loan portfolio to other 
financial institutions (CDOs) through special purpose vehicle (SPV). 
SPV is a subsidiary outside of regulatory supervision. CDOs slice up 
mortgage portfolio and create reformulated mortgage portfolio in 
tranches. Each tranche represent a collection of mortgage portfolio, and 
the risk of each tranche is reduced partly through diversification. 
Furthermore, CDS and rating agency make sliced-up mortgage portfolio 
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more credit worthy, and it is sold at a higher price. Final portfolio of 
mortgages of risk-transformed mortgage portfolio attached with CDSs is 
held by various financial institutions like hedge fund. The credit risk of 
risky borrower is not borne by originating banks, and the more risky the 
initial loans are, there are more gains for banks from risk transformation. 
Banks pursue more risky loans through originators as the risk transfor-
mation and credit enhancements boost bank profitability. In the 
sequence of risk transformation, each party participating in the process 
seems to act rationally following their own incentives. When we 
understand the process of events leading up to the crisis, it is clear that it 
is important to see the big picture and the analysis of crisis have to 
consider the context and the activities of each party as a part of whole.  

The contribution of our paper is to adopt network approach and 
analysis that covers whole economy and industries, and to produce 
economically meaningful interpretation and implications, and to provide 
timely warning signal to economic agents, a canary in a coal mine. 
Closely related work to ours is Billio et al. (2012). Billio et al. (2012) 
propose connection based measures of systemic risk in a network of 4 
distinct types of financial institutions: bank, insurance, trading 
companies, and hedge funds. They propose measures using well estab-
lished econometric approaches: principal component analysis and 
pairwise Granger-causality tests. Their main measure of systemic risk is 
the interconnectedness of nodes based on the idea that linkages among 
financial institutions are the key element of systemic risk. Their work is 
based on the theoretical development which argues that financial crisis 
is more likely when the degree of correlation among the holdings of 
financial institutions is higher. They measure the connection between 
two financial institutions with Granger-causality of monthly stock 
returns. Their connection measure is of binary value (0 or 1) by 
applying the confidence level cut-off to Granger-causality tests. 

Our motivations of network study is 1) to measure systemic risk for 
the whole economy as well as individual industry, 2) to identify 
economically meaning changes in the systemic risk over time, 3) to 
separate industries that play a significant role in the economy, and 4) to 
compare a network including external variables such as interest rates to 
investigate the role and influence of monetary policy on the economy-
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wide systemic risk. Reflecting the complexity of inter-linkage of economic 
agents and business relations, we adopt symbolic transfer entropy (STE) 
methods. Billio et al. (2012) considers network structure of four financial 
institutions, while our network covers 48 industries. In addition, we can 
identify source or sink, by measuring the strength and direction of 
information flows between and among each industry, together with the 
measurement of aggregate systemic risk.  

We take a network analysis that considers not only the intercon-
nectedness, but also the strength of directed connectedness (SDC) and 
the asymmetry of SDC (ASDC) between all nodes (industries) in a 
system, and develop a measure of systemic risk utilizing all industrial 
sectors which include financial industries as well as industries in real 
sector. In contrast, Billio et al. (2012) use correlation measure of 
principal components analysis (PCA) and a binary connection from 
Granger causality test. Our measure of symbolic transfer entropy (STE) 
can capture the strength of directed information flows from one industry 
to all other industries, and direction of information flows. 

 
 
3. Measurement of Systemic Risk 
 
In this section we develop and elaborate the idea how to measure 

systemic risk, and the components that are critical to the systemic risk 
measure, and economic relevance of those concepts. We use examples 
of networks of three nodes to illustrate the essential nature of SDC and 
ASDC, as well as the comparison of our methodology to the measures 
discussed in Billio et al. (2012) and others.  

Panel (a) of figure 1 depicts a neutral network, and shows that information 
flows among three nodes (industry sectors in our study) have equal 
strength. It delineates a network of symmetric information flow which 
could be observed in the binary Granger-causality. The number in the 
diagram is binary value (0, 1) from linear Granger causality tests, where 
1 indicates the existence of Granger causality. It shows that there are 
symmetric information flows in both directions for all nodes, and the net 
flow of information is all zero in all three connections. 
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▌ Figure 1 ▌  Network structure of symmetric information flows and asymmetric   
information flows. 

 
 

In contrast, Billio et al. (2012) treats this network as most unstable 
based on the number of connectedness which is 6. The number of 
connections including the directions of information flow which captures 
the systemic importance of single node is 4 (2 inflows and 2 outflows). 
Now, let’s reinterpret the number as a measure of strength of directed 
connectedness (SDC) and the network structure changes to panel (b). 
Under the measure that considers only interconnectedness based on the 
Granger causality test, panel (a) and panel (b) are not different, as the 
number of connectedness remains the same.  

In contrast, our measure of systemic risk uses both the strength of 
directed connectedness (SDC) and the asymmetry of SDC, net strength 
of inward and outward information flows. Now consider the network in 
panel (a). This type of interconnection among nodes is equivalent to the 
diagram (c), as if there are absolutely no interconnections, making the 
system neutral. We call this network “symmetric network”, and the 
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symmetric network structure is still an unstable network, as the total 
SDC is 6. Note that in this case there is no source or sink that disturbs 
the network structure, where source is the node from which information 
originates, and the sink is the node that receives information from other 
nodes. Our measure of systemic risk considers both SDC and the ASDC 
in multiplicative fashion.8 Suppose, in a network of panel (a), that the 
strength of all information flow increases to 2 from 1. In this case the 
net flow is still zero, i.e. ASDC=0. However, the interconnectedness in 
our measure increases from 6 to 12, as SDC is the sum of strength of 
connectedness. Even though the ASDC does not change from 0, our 
systemic risk increases as our measure incorporates both SDC and 
ASDC. Real world relevancy of network structure could be the case of 
banking network. Popular view of the instability of financial industry is 
summarized as “too-interconnected to fail” and “too-big to fail”. In out 
context, SDC is a proxy for the degree of interconnectedness, and 
ASDC is a proxy for the degree of concentration (too-big) of financial 
institution or economic sector. We posit that the combination of the 
interconnectedness (sum of SDC) and the ASDC contributes to the 
systemic risk. 

Another economic example is as follows. Suppose banks use 
derivatives to manage their primary loan portfolio using derivatives with 
other banks. In this case, SDC increases even if there are no new 
connections, as the strength of information flows with existing connec-
tions increases. On the other hand, if the number of connectedness 
increases and at the same time information flows become more 
asymmetric, our measure of systemic risk definitely increases. When the 
connectedness among nodes (industry sectors) increases, i.e. higher 
SDC, and at the same time ASDC decreases (i.e. strength of information 
flows becomes similar), systemic risk can decrease. Oppositely, when 
                                                 
 8  Billio et al. (2012) measure systemic risk based on the number of connections and 

the degree of Granger causality. Billio et al. (2012), in their Granger causality test, 
use the sum of in- and out-flow, and interpret the sum as a partial measure of 
systemic risk. On the other hand, net flows, net of inflows and out flows of 
information can better capture the origin or source of information flow and the 
asymmetry of information flow. 
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both the strength of directed connectedness (SDC) and the degree of 
asymmetry (ASDC) increase, systemic risk is going to increase. 

The SDC and ASDC can be used to interpret the studies on collateral 
channel between banks and firms (Gan, 2007). When asset price declines 
sharply, firm’s financial status when firms use real estate as collateral 
worsens, creating more information (higher strength) emanating from 
firms to banks, and the asymmetry of SDC. On the other hand, when 
banks hold mortgage loans, banks’ holdings of mortgage become 
problem loans, and in turn, firms that rely on banks reduce investments. 
The results of Gan (2007), in the context of systemic risk, can be 
interpreted as the increasing strength of information (SDC) from asset 
market crash, and the increase in the asymmetry of information flows 
between banks and firms, higher ASDC, that creates more instability in 
a network between banks and firms. Panel (b) network structure 
corresponds to this case. 

Panel (b) shows an example where the number of connections is the 
same as panel (a), but there exists asymmetry of information flows. 
When we capture net information flows, then panel (b) can be collapsed 
to panel (d) network. In addition, the network (d) shows the origin and 
the source of information flows. In this example, node “C” is 
indisputable “source” of information flows, while node “B” is the 
recipient of information from both nodes, and we call a node that has net 
negative information flow as “sink”. In this context, Node “A” is a sink 
with node C, but a source with respect to node B. In addition to the local 
source and sink based on net information flows between two nodes, we 
are also interested in the global source and sink, where global source is 
defined as the sum of net information flows originating from one node 
to all the remaining nodes, and global sink is defined as the sum of net 
information flows from all other nodes to one particular node. In our 
example, node “C” is global source and the sum of ASDC is positive 2, 
while node “B” is global sink and the sum of ASDC is negative 2. The 
sum of ASDC is considered as a measure of the importance of the node 
in the network structure. Node “C” has a node that destabilizes network 
structure with a force 2, i.e. node “C” is an important node in this 
network. On the other hand, node “B” is global sink with negative 
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global ASDC. Node “B” is, in the global context, a sink, but it still 
contributes to the instability of network by transmitting information to 
node “A” and “C”. We design our systemic risk measure to capture 
global information flows as well as this local contagion effect by 
adjusting the weights of local factor. One extreme case is when a node is 
a perfect sink, i.e. it receives information from other nodes without 
giving any information to any nodes, and in this case the node (industry) 
is perfectly neutral. Opposite case is a perfect source that transmits 
information to all other nodes without getting any information from any 
nodes. However, it is very unlikely to observe either perfect source or 
sink scenarios in the real world. 

The discussion of these networks suggests, by analyzing the strength 
of directed connectedness (SDC) and the asymmetry of the strength of 
information flows (ASDC), that we can identity important industries in 
the stability of network structure, and the stability of the network, i.e. 
systemic risk of the whole network.9 Furthermore, by analyzing network 
structure in terms of SDC and ASDC, we can show more subtle and 
nuanced separation of systemic risk whether the systemic risk of an 
industry or the whole economy are internally generated and contagious 
to other sectors or common factors from outside of the network.10 

Figure 2 shows the network diagram of SDC and ASDC in both 
normal and crisis periods. We find that the number of connections 
among 48 industry sectors in terms of SDC (ref. to diagram (a) and (c)) 
and ASDC (ref. to diagram (b) and (d)) significantly increases from 
2000-2001 to 2007-2008.This result indicates that the network  

                                                 
  9  Billio et al. (2012) use PCA that is determined by correlation of nodes without 

showing the direction, while we are interested the in direction of information flows. 
They also use closeness and the Eigen vector centrality for the similar purpose, and 
report scores for each financial institution in their measure of importance of 
financial institutions. Lo/s closeness and Eigen vector centrality try to capture the 
importance of a node in the network frameworks. They show that banks and 
insurance sectors are in the center of networks of 4 financial institutions. In our case 
we capture the importance of an industry sector by separating source industry and 
sink industry, i.e. source (sink) industry has a positive (negative) net flow. 

10   Billio et al. (2012), in page 549, separate the contagion and common factor 
exposure, based on the pattern of Granger causality. 
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▌ Figure 2 ▌   Network structure of SDC that are significant at the certain threshold 
value among the daily return of the 48 industry sectors over 2000 to 
2001 (a) and over 2007 to 2008 (b). (c) and (d) displays the ASDC 
network for normal period (2000-2001) and financial crisis (2009-2010), 
respectively. 

 
 

structure estimated by STE reflects various economic conditions over 
time. Based on the network properties of both SDC and ASDC, we 
propose a novel measurement of systemic risk in the next section.  
 

3.1 Entropy 
 
The seminal work of Blackwell (1953) stipulates in formativeness 

ordering. An information structure is more informative than another 
whenever the latter is a garbling of the former, i.e., the less informative 
signal can be interpreted as observing the more informative signal with 
noise. Entropy is a measure based on informativeness ordering, and 
more information according to Blackwell’s ordering corresponds to a 
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decrease in entropy. In decision-theoretic literature, information ordering 
and ranking is a basis of decision making in the face of uncertainty and 
incomplete information.11 In our paper, we use entropy of stock returns 
of 48 industry sectors as a measure of information uncertainty of each 
industry. We use entropy from daily stock return as a measure of 
information for each industry sector. Several research use entropy as an 
adequate measure of the value of information in economics (Marschak 
(1959); Sims (2003); Blackwell (1953); Backus et al. (2014)).12 Entropy 
is a measure of dispersion, a generalization of variance of sample data 
after daily stock return data is transformed into informativeness ordering. 
Another feature of entropy is that entropy extends easily to multiple 
periods, and we use transfer entropy at each point of time, and derive a 
measure of systemic risk.13 

Entropy introduced by Shannon (1984) can measure the degree of 
uncertainty from various data sets, and it is defined as H(q) = − Σ k∈K q 
(k) ln q(k) , where q(k) is probability measure of certain pattern. The 
entropy calculated from a specific probability density function(pdf) is a 
measure of degree of uncertainty and directly related to the state of 
system. i.e., when pdf is delta function, the entropy shows the minimum 
level of uncertainty, whereas it indicates the maximal uncertainty when 
the entropy shows uniform distribution. The uncertainty measure based 
                                                 
11  Cabrales et al. (2013) investigate the question “When can one say that a new piece 

of information is more valuable to such an agent than another?”, and show that ” in 
formativeness ordering is represented exclusively by the decrease in entropy of the 
agent's beliefs.”. They conclude that “entropy as the unique objective” way to speak 
of the in formativeness of information structures when dealing with preferences, 
wealth levels and decision problems in the classes we consider.” Blackwell (1953) 
and lit afterwards, decision makers having preferences in a particular class use 
complete order of all information structures. 

12  Sims (2003) uses entropy to model limits in human information processing 
capabilities, which he called “rational inattention”. (see Sims (2007) for a summary 
of other contributions.) 

13  Cabrales et al. (2013) use the change of entropy with information priors by 
analyzing information ordering with posterior entropy, and argue that “in forma-
tiveness ordering is represented exclusively by the decrease in entropy of the agent's 
beliefs (over time between priors and posteriors).” In our paper we don’t look at the 
change of entropy, rather the trend of entropy at each day. 
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on the Shannon entropy is calculated by statistical feature in time series. 
However, Shannon entropy is hard to apply to the financial time series 
with both statistical and temporal correlation properties. To overcome 
the weakness of Shannon entropy, we employ the approximate entropy 
(ApEn) proposed by Pincus (1991). ApEn is a measure of irregularity or 
randomness in time series data. The ApEn is defined as follows: A݊ܧሺ݉, ሻݎ ൌ ߮ሺݎሻ െ ߮ାଵሺݎሻ , where m is the length of pattern, 
embedding dimension and r is similarity between patterns. ߮ሺݎሻ  is 
given by  

 ߮ሺݎሻ ൌ 1ܰ െ ݉  1  ln  ሻܰݎሺܤ െ ݉  1൨ேିାଵ
ୀଵ  

 
where ܤሺݎሻ is the number of pattern within a similarity r and defined as ܤሺݎሻ ؠ ݀ሾݔሺ݅ሻ, ሺ݆ሻሿݔ   The distance d between two patterns in R୫ .ݎ
is given as dሾ xሺiሻ, xሺjሻሿ ൌ  ሺ୩ୀଵ,ଶ,…,୫୫ୟ୶ |rሺi  k െ 1ሻ െ rሺj  k െ 1ሻ|ሻ , 
where rሺtሻ is a return time series at day t14. We can measure the ApEn 
value by comparing the difference of the relative magnitude between 
repeated pattern occurrences for the pattern length, m and m+1. The 
ApEn that is closer to the maximum value corresponds to a random 
walk process, whereas minimum value of ApEn in time series indicates 
regular pattern. ApEn, as a class of entropy, is closely related to the 
market uncertainty or market volatility. In economic and financial 
literature, standard deviation is used as a measure of volatility and risk. 
Similarly, ApEn is a measure to quantify the degree of irregularity or 
uncertainty in the financial time series with nonlinear properties. In our 
measure of systemic risk, ApEn will be used as an indicator of the 
market stability. 
  

                                                 
14  See Steven Pincus and Rudolf E. Kalman (2004). ApEn measure shows to be a 

useful indicator of system stability in both real market data and artificial time series 
generated based on the efficiency market hypothesis.  
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▌ Figure 3 ▌  Time evolution of average approximate entropy (ApEn) measure for 
whole economy, financial sectors, and real economy sectors 

 
 
The Figure 3 shows the systemic risk of the economy based on the 

average ApEn value of 48 industries over the sample period of 1980 to 
2012. Approximate entropy (ApEn) is a measure of randomness and 
uncertainty of financial time series of industry returns. There are several 
peaks in the figure 3 that correspond to extremely risky financial events 
in the real world. The peak of highest entropy occurs on 9/19/1987 
(Black Monday). Second local peak happens on 9/8/1998 when LTCM 
crisis erupts. Third peak occurs on 9/15/2008 when the bankruptcy of 
Lehman Brothers is announced. Even as this single series of entropy 
suggests the timing and magnitude of systemic risk, it does not show the 
building-up of randomness or uncertainty, as the single series ignore the 
interconnectedness of industries. Since we are interested in the 
contribution of each industry to the total entropy as well as the economy 
wide randomness or uncertainty, we separated financial and nonfinancial 
sector. Figure 3 shows the systemic risk of financial sector is higher 
than real sector around all three events of Black Monday, LTCM and 
2007/8 financial crisis. Interestingly, the relative systemic risk of 
financial sector is larger than real sector over the whole period. The 
results are indicative of the importance of incorporating transfer entropy 



 CHAPTER 8  Canary in a coal mine – Analysis of Systemic Risk 401 

to identify the source of entropy, and to gauge the relative contribution 
of each sector to the economy-wide uncertainty. 

 
3.2 Transfer Entropy 
 
Next, as we are interested in the information flows in a network 

structure, we use transfer entropy as a measure of transmission of 
information from one node (industry) to other nodes (industries). In this 
fashion we can capture dynamic interaction between industries and the 
systemic risk arising from interconnection of industries. In addition to 
the connectedness of each industry with others, we want to measure the 
strength, direction, and the combination of strength and direction of 
connectedness based on information flows. We use two measures to 
fully characterize the network structure of 48 industries. One measure is 
the strength of directed connectedness (SDC), i.e. strength of 
information flow, summing up the total information flows regardless of 
the direction of information flows between two industries. Second, as 
the SDC does not capture the direction of net information flows, we 
separately measure the asymmetry of SDC (ASDC) to identify whether 
the particular industry is a source of information transmission to all 
other industries, or sink. We call the industry to be a source (sink), when 
net strength of information flows to (from) all other industries is 
positive (negative).  

In this section, we develop a formal measure of information flow 
which enables us 1) to measure systemic risk, and 2) to identify the 
source and sink nodes in a total economic system comprised of 
industries in real and financial sectors.15 As we are interested in the 
dynamic shock propagation in the total economic system especially 
during the financial crisis period, we adopt the transfer entropy (TE) 
measure from nonlinear dynamics literature. (Schreiber (2000); Staniek 
and Lehnertz (2008)) TE is measured first, by quantifying the 
information flow between two nodes, and second, by aggregating the 
pairwise information flow for a node from all other nodes in the system. 
The resulting measure of TE can tell whether the node plays a role of 

                                                 
15  The information flow could be considered as the direction of shock transmission. 



402 Job Creation and Business Investment as Pathways to a Creative Economy  

either source or sink.16  A source node has a positive aggregate net 
information flow while a sink node has a negative aggregate net 
information flow with respect to other industries. We assume that 
internally or externally generated systemic shocks will move from 
source nodes to sink nodes. In other words, a source node can either 
generate a shock or transmit shocks to another source or sink node while 
a sink node does absorb shocks or transfer shocks to other sink nodes 
according to the hierarchy of the network. 

Introduction of transfer entropy gives us at least two pieces of 
information about network structure. One is the total SDC for a node 
defined as the sum of all information flows originating from one node to 
other remaining nodes, regardless of the direction of flows. Second 
measure is the degree of asymmetry of information flows from one 
industry to other industries, netting out inflows and outflows. Second, 
we include both global and local ASDC in SR global and local ASDC in 
our systemic risk measure. Global ASDC is calculated by adding all 
asymmetric SDC (ASDC) originating from (to) one industry to (from) 
all other industries. Local ASDC is a pairwise ASDC between two 
industries, where those industries is directly adjacent with each other. 
Ideally, we can measure ASDC between two industries with intermediate 
industries removed, and so on to get full picture of network structure. 
However, we use only local ASDC from two industries directly linked 
with each other, and use this local ASDC as a representative measure of 
indirect contribution of the industry to the total systemic risk.17 The 
parsimonious measure using only directly linked pairwise local ASDC 
is used as a proxy of network structure and included in our SR measure 

                                                 
16  In principle, we could have a neutral node whose aggregate information flow is 

exactly zero. But, the probability of the occurrence of neutral node is almost surely 
zero. 

17  The reason we consider only directly connected nodes is partly due to computational 
complexity. Bur more important reason is that more detailed reflection of network 
can create more noises according to the “Occam's razor”. Furthermore, We can still 
capture heterogeneous network structure by the distribution of pairwise ASDC. 
Uniform distribution of pairwise ASDC is likely to make the network more unstable 
than other distributions, and we design SR measure to reflect the nature of the 
distribution of pairwise ASDC. 
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to capture the (in)stability of network structure.18 Remaining question is 
how much global and local ASDC contribute the systemic risk. It can be 
reasonably assumed that global ASDC is likely to contribute more to 
systemic risk than local ASDC. In our measure of SR we apply different 
weights to global and local ASDC, and check the sensitivity of SR to the 
various combination of global and local ASDC.  

Our measure of SR critically depends on the total SDC, global and 
local ASDC. Figure 5 shows the average SDC and average global 
ASDC in each year and the correlation of two measures for the sample 
period 1984 and 2010. Our original sample data starts from 1980, and 
we use 4-year rolling windows to calculate SDC and ASDC. Figure 5 
shows the time variation of the measures, and the correlation between 
SDC and ASDC of the network of 48 industries. Focusing on the peak 
in both measures which is higher than average for the whole sample 
period we can identify one period around 1989, and the period after 
2004. SDC peaks at 1989, and the ASDC peaks at 1990, at the same 
time correlation of two measures remain positive for 5 years. Relating 
this period to LTCM crisis, we can infer that crisis worsens and 
systemic risk increases when both SDC and ASDC increase at the same 
time. In 2004 both SDC and ASDC peaks in 2004, and while SDC and 
ASDC continues to remain at high level above the norm, and, at the 
same time, correlation remains positive and continues to be positive 
until recent period in the sample. The crude observation supports the 
validity of network-based measurement of SR. the following table 
illustrates the contribution of SDC and ASDC to the SR. 
 
▌ Table 1 ▌  Interactions of SDC and ASDC 

  SDC (Strength of directed 
Interconnectedness) 

  High Low 
Asymmetric SDC High 1 2 

Low 3 4 
 

                                                 
18  Full consideration of network structure is not only complicated but also it can 

introduce noises to SR measure. 
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In this table we argue that the SR reaches the highest (lowest) level 
when both SDC and ASDC are high (low) in the cell 1 (cell 4). In other 
cases (cell 2 and 3) where SDC is high (low) and ASDC is low (high), 
SR level is determined by the total SDC and the relative magnitude of 
global and local ASDC. 

In figure 5, we find year 2004 is when both measures, SDC and 
ASDC, reach local peak. This period corresponds to the financial events 
when subprime loans started to increase rapidly, and the financialization 
of commodity started to be conspicuous (Cheng and Xiong, 2013). 
Mayer and Pence (2008) reports that subprime mortgage sharply 
increased around 2004 based on three sources of data on subprime 
mortgages: mortgages in securitized pools marketed as subprime by the 
securitize (Loan Performance); mortgages with high interest rates 
(HMDA higher-priced); and mortgages originated by lenders special-
izing in subprime mortgages (HMDA HUD). CFTC staff report (2008) 
and Masters (2008) reports that the total value of various commodity 
index-related instruments purchased by institutional investors has 
increased from an estimated $15 billion in 2003 to at least $200 billion 
in mid-2008. In addition to sub-prime mortgage and commodity 
financialization, private equity investment, CDS, and other financial 
instruments began to grow exponentially from 2004.19 

 
3.3. Symbolic Transfer Entropy (STE) 
 
Information flows among the economic entities including companies 

in both financial and real sector is measured by symbolic transfer 
entropy. Staniek and Lehnertz (2008) extend the measure of information 
transfer of Schreiber (2000) by utilizing the technique of symbolization. 
The symbolic transfer entropy (STE) measure has some merits over the 
original transfer entropy measure in a couple of ways: symbolic transfer 
entropy is a robust and computationally implementable method to 
quantify synchronization and nonlinear interactions between dynamical 
systems than original transfer entropy method which is related to the 

                                                 
19  CDS data from BIS: http://www.bis.org/statistics/derdetailed.htm 
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causality measure of Granger (1969).
20

 
In order to better understand symbolic transfer entropy, we first 

discuss transfer entropy. Suppose we are interested in the interaction 
between X and Y systems and observe the sequences of variable x and y 
from the systems at t =1, 2, ...T. The transfer entropy or information 
flow from Y to X system is defined in the following way  
՜ܧܶ  ൌ  ∑ ,௧ାଵݔሺ ,௧ݔ ௧ሻݕ ݈݃ ሺ௫శభ|௫,௬ሻሺ௫శభ|௫ሻ ,       (1) 

 
where ݔ௧ ൌ ௧ݕ ሻ andݐሺݔ ൌ  ሻ, for t =1, 2, 3, ..., T, and they representݐሺݕ
the sequences of observations from systems X and Y at time t. The p 
indicates the transition probability density function. The joint 
probability density function p(ݔ௧ାଵ ௧ݔ, ௧ݕ, ) is the probability of three 
events, ݔ௧ାଵ , ௧ݔ , and ݕ௧ occurring in conjunction. The conditional 
probabilities p(x୲ାଵ|x୲,y୲) and p(x୲ାଵ|x୲) are the probabilities of some 
event ݔ௧ାଵ at time t + 1, given the occurrence of the return ݔ௧,ݕ௧ and ݔ௧, 
respectively, at time t. Transfer entropy is the weighted sum of joint 
probability of three states where the weights are the log ratio of two 
conditional probabilities. If there is no information flow from Y to X, 
then X and Y must be independent or p(ݔ௧ାଵ|ݔ௧,ݕ௧)= p(ݔ௧ାଵ|ݔ௧) so that 
transfer entropy becomes zero by definition. Otherwise, Y is informative 
to predict the transition probability of state i from time t to time t + 1. 
This measure is essentially asymmetric in that ܶܧื could be different 
from ܶܧ՜.  

Calculating symbolic transfer entropy (STE) involves the following 
two steps. First, we generate the symbolic time series from the original 
return series data using the symbolization technique.21We define 
symbols by reordering the amplitude values of return time series ݔ௧ and  ݕ௧. Given time delay τ and embedding dimension m, we rearrange the set  
of return sequences ܺ௧ ,௧ݔ} = ,௧ାఛݔ ڮ , ௧ାሺିଵሻఛݔ } in an ascending order 
௧ାሺభିଵሻఛݔ}   ௧ାሺమିଵሻఛݔ    ڮ     .{௧ାሺିଵሻఛݔ 
                                                 
20  See Barnett et al. (2009) for the relationship between transfer entropy and Granger 

causality. They show that transfer entropy is equivalent to Granger causality when 
variables are Gaussian. 

21  Refer to the concept of permutation entropy of Bandt and Pompe (2002) to 
concretely understand the symbolization technique. 
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This sequence of indexes is utilized to define a symbol ௧ෝݔ ,ሺ݇௧ଵؠ ݇௧ଶ, ڮ , ݇௧ሻ. For example, a set of return sequences with embedding 
dimension 3 and time delay 1, {0.1, 0.4, 1.1}, is symbolized into (1,2,3) 
according to the position of ascending amplitude. Another set of returns 
sequences with dissimilar amplitudes but same ranks {-0.2, 0.3, 1.2} is 
identically symbolized into (1,2,3). When we have equal amplitude in 
the set, we ensure that every ݔ௧ has unique mapping onto one of the m! 
permutations by figuring out the relevant indexes.22We can estimate the 
joint and conditional probabilities of the sequence of permutation 
indices with the relative frequency of symbols.  

Second, we estimate transfer entropy using the symbolic time series 
data and ܴ௧  and ܴ௧ 

ோ՜ோೕܧܶܵ  ൌ  ∑ ൫ ܴ௧ାఋ , ܴ௧, ܴ௧൯݈݃ ሺோశഃೕ |ோೕ,ோሻሺோశഃೕ |ோሻ  ,   (2) 

 
where ܴ௧  and ܴ௧ denote the symbolic time series at time t reconstructed  
with the embedding dimension m and time delay τ from the return time 
series r୲୧and r୲୨ , respectively. The symbolic transfer entropy (STE),  ܵܶܧோ՜ோೕ , can quantify the amount of information flow from ܴ௧  to ܴ௧. 

 
3.4. Information Flow Asymmetry: Pairwise and Aggregate  
 
The measurement of systemic risk based on STE uses directionality 

and strength of information flows, while Billio et al. (2012) use binary 
Granger causality. First, our directionality measure provides the strength 
of directionality while binary Granger causality network has three 
discrete levels of directionality of information flow from i to j, that is 
+1(i → j), 0(bidirectional feedback), and -1(j → i). Even though there is 
feedback effect between two institutions, it is possible that one 
institution weakly dominates the other in terms of influence. Our 
measure can detect this asymmetric information flow while the binary 

                                                 
22  Suppose ݔ௧ାሺభିଵሻఛ is equal to ݔ௧ାሺమିଵሻఛ. We write that ݔ௧ାሺభିଵሻఛ is less than or 

equal to ݔ௧ାሺమିଵሻఛ if ݇௧ଵ is less than ݇௧ଶ 
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network cannot. Second, we can construct a network topology of the 
asymmetry of SDC based on the strength of information flows.  

To measure the asymmetry of information flows we consider the 
pairwise information flow using the STE, defined as  

՜ௌܦ  ൌ ோ՜ோೕܧܶܵ െ ோೕିோܧܶܵ       (3)  
 
If the pairwise information flow ܦ՜ௌ has a positive value, ܴ௧ is a 

driving force for another process ܴ௧, while if it has a negative values, ܴ௧drives ܴ௧ . We call i and j pairwise source and sink each if the pairwise 
information flow, ܦ՜ௌ takes a positive value. In the case that ܴ௧  and ܴ௧ 
follow independent and identically distributed (IID) processes, that is, ሺோశഃೕ |ோೕ,ோሻሺோశഃೕ |ோሻ  = 1, then the STE, ܶோ՜ோೕ is also zero. That is, there is no 

information flow when two processes are random.  
We define another information flow which accounts for the aggregate 

information flow from one node (industry sector) to all other nodes 
(industry sectors) in a system. Suppose that there are N nodes in a 
system S. First, we define outward information flow from node i to all 
other nodes in S. For the brevity of expression, we define alternative 
representation of symbolic transfer entropy: ܵܶܧோ՜ோೕ ؠ  .՜ܧܶܵ 

௨௧ܨܫ  ൌ  1ܰ െ 1  ՜ஷܧܶܵ                                                            ሺ4ሻ  
 
The inward information flow to node i from all other nodes is defined 

by the following equation: 
ܨܫ  ൌ  1ܰ െ 1  ՜                                                               ሺ5ሻஷܧܶܵ  

 
To estimate the total strength of directed connectedness (TSDC) we 

consider all possible connections in a given system and SDC is defined 
by the following equation:  
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Tܵܥܦ ൌ  1ܰ  ௨௧ܨܫ                                                          ሺ6ሻܨܫ  

 
SDC is high when the interrelation among the industry sectors is 

very close based on the concept of too-interconnected-to-fail. To 
consider the contagion effect among the industry sectors we define the 
asymmetry of the strength of directed connectedness of an individual 
node i by taking the value of difference between outward information 
flow from node i and inward information flow to nodei. 

ܥܦܵܣ  ൌ 1ܰ െ 1  ՜ܧܶܵ െ ՜ܧ՜ܵܶܧܶܵ  ՜ஷܧܶܵ                                    ሺ7ሻ 
 
If the ASDCi of node i is positive (negative), then the node plays the 

role of information source (sink) of the system. The ASDC measure 
spans from -1 to +1. Two boundary cases occur when all nodes in a 
system S form a star network where only one node i is connected with 
all other nodes j(്i) and all directions of information flow from i to j are 
the same. The ASDC of node i takes the value of +1 (-1) in case that the 
direction of information flow is outward from (inward to) i.  
 

3.5. Measurement of Systemic Risk 
 
The (in) stability of network structure or system can be characterized 

by total information flows which is defined as the total strength of 
information in the system as a whole, i.e. sum of SDC, and the net 
information flows for each node with the rest of nodes (ASDC). We also 
assume that, for tractability, only global source and sink nodes are 
potentially affect the (in)stability of the network structure, where global 
source (sink) node is defined as a positive (negative) sum of ASDC. 
Figure 4 shows the positive relationship between the systemic risk and 
an asymmetry of information flows among industry sectors.  
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▌ Figure 4 ▌  Relationship between the measure of systemic risk and asymmetric of 
 information flow 

 
 
In nature, the movement of particles is produced when difference in 

potential energy between any two places in the same space is great. In a 
stream of river water flows and does not stand still, when there is an 
asymmetry between inflows and outflows in any place. Likewise, when 
the asymmetry of information inflows and outflows in the economic 
system increases, information will flow more strongly from one to 
another node. However, when there is no difference between inflows 
and outflows in all sectors of the economy, the information flow is 
stagnant, i.e. the financial system will be stable and in equilibrium. As 
such, the asymmetry of information flows between and among industrial 
sectors and the total amount of information in the system are two major 
factors in determining the characteristics of network and market stability.   

The principal goal of developing a measure of systemic risk is to 
capture the impact of the combination of strength and asymmetry of 
information flow on the systemic risk and stability of network. By 
Considering just two dimensions of systemic risk, namely strength of 
directed interconnectedness (SDC) and the asymmetry of SDC (ASDC), 
we can still get rich and economically sensible measure of systemic risk; 
1) systemic risk of each industry which is defined as the contribution of 
each industry to the total systemic risk, 2) the nature of node (real sector 
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and financial sector and each industry separately) whether it is a source 
or sink.  

To further clarify the economic meaning of SR measurement, we can 
think of two extreme cases. First, suppose an industry is a source to all 
remaining industries, then the source industry has high systemic risk. 
Note that our economy-wide systemic risk is the sum of systemic risk of 
all industries. When an industry is independent of all other institutions, 
then both pairwise and aggregate information flow of the industry is 
zero. This independent industry does not contribute to the systemic risk 
because it cannot transmit the shock generated by one industry to other 
industries. The most stable system with the least likelihood of systemic 
events is a collection of independent industries without any source and 
sink in the system.  

When ASDC of an industry is -1, the industrycontributes nothing to 
the systemic risk of system as it just play the role of black hole which 
absorb all possible systemic shocks created from other industries. 
However, an industry i in a system S start increasing the system wide 
risk when it plays the role of aggregate source. Systemic risk will 
increase as we have more aggregate sources in the system. Let's first 
consider the pair of a global source industry. This can serve as a path 
through which shocks can be transmitted. As we have more this kind of 
paths, it is more likely that the shocks transmit further through the chain 
of relays like domino effect. If this chain finally ends up with a ring, 
then we observe a feedback which will have a larger impact on the 
systemic risk.  

The diagrams in Figure 5 illustrates the importance of SDC, and 
ASDC that captures source-sink information flow. Finally we postulate 
SR as a function of strength and asymmetry of information flows.  

 
SR(t) = ଵேሺேିଵሻ ∑ ∑ ൫ܵܥܦ՜൯ ൈஷ ሺܥܦܵܣሺ݅ሻ  ሻߙ ൈ              ሺܥܦܵܣܮ՜   ሻ         (8)ߙ
 

where local ASDC (LASDC)is the asymmetry of SDC for pairs of 

industry sectors, ܥܦܵܣܮ ൌ ሺௌ்ா՜ೕି ௌ்ாೕ՜ሻሺௌ்ா՜ೕା ௌ்ாೕ՜ሻ. We add ߙ to make a  
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▌ Figure 5 ▌  Evolution of the strength of directed connectedness and its asymmetry: 
(a) 1 year rolling estimates of the total summation of strength of directed 
connectedness; (b) Total asymmetry of SDC; (c) linear correlation 
between SDC and ASDC 

 
 
positive value for ሺܥܦܵܣሺ݅ሻ  ሻߙ , as ܥܦܵܣሺ݅ሻ  takes negative value 
when the node i is a sink node. By choosing minimum ߙ, all institutions, 
no matter whether the institution is a source or a sink except when the 
institution is a perfect sink, positively contribute to the systemic risk of 
the whole network system.23 In this paper, we use ߙ ൌ 0.1. To check the 

                                                 
23  The maximum meaningful value of ߙ is 0.1, since SR collapses to SDC when ߙ is 

higher than the maximum. At 0.1 = ߙ, the correlation of SR with both SDC and 
ASDC is the same at 0.52. See Figure 8 in the appendix. 
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robustness of ߙ  value, we calculate the systemic risk according to 
various ߙ  values and find that observed results is statistically 
independent of ߙ value. Figure 1 in the Appendix shows the correlation 
of SR with ASDC and SDC as ߙ changes. 

 
▌ Table 2 ▌  The 48 industry group classification by Fama French 1997 

Industry Industry name Industry Industry name

1 Agriculture 25 Shipbuilding, Railroad Equipment 
2 Food Products 26 Defense

3 Candy & Soda 27 Precious Metals

4 Beer & Liquor 28 Non-Metallic and Industrial Metal Mining 
5 Tobacco Products 29 Coal

6 Recreation 30 Petroleum and Natural Gas

7 Entertainment 31 Utilities

8 Printing and Publishing 32 Communication

9 Consumer Goods 33 Personal Services

10 Apparel 34 Business Services

11 Healthcare 35 Computers

12 Medical Equipment 36 Electronic Equipment

13 Pharmaceutical Products 37 Measuring and Control Equipment 
14 Chemicals 38 Business Supplies

15 Rubber and Plastic Products 39 Shipping Containers

16 Textiles 40 Transportation

17 Construction Materials 41 Wholesale

18 Construction 42 Retail

19 Steel Works Etc 43 Restaurants, Hotels, Motels

20 Fabricated Products 44 Banking

21 Machinery 45 Insurance

22 Electrical Equipment 46 Real Estate

23 Automobiles and Trucks 47 Trading

24 Aircraft 48 Almost Nothing
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4. Empirical Results 
 
4.1. Data  
 
Basic data for the systemic risk is daily stock returns from CRSP 

between Jan 1, 1980 and Dec 31, 2012, value weighted index returns for 
48 industrial sectors is used adopting Fama and French (1997) 
categorization. Financial sector consists of banking(industry group #44), 
insurance(# 45), and trading industries(# 47).The detailed description is 
reported in Table 2.  We classify all other manufacturing and service 
industries except for financial sectors as real economic sectors. To 
investigate the temporal evolution of network structure and systemic 
risk, we construct a sequence of networks from one-year moving 
window of daily returns. The components of SR, i.e. SDC, ASDC and 
LASDC is calculated using STE method from a network structure of 
information flows for each trading day. The created network for each 
sub-period is a set of significant network connections in terms of the 
path of information flow, which is the level of systemic risk induced by 
network topology over time.  

Macroeconomic variables come from the Federal Reserve Economic 
Data (FRED) at Federal Reserve Bank of Saint Louis: three month 
treasury bill rate, ten year treasury bond rate, London interbank offered 
rate (LIBOR), S&P 500 index returns of daily frequency and unem-
ployment rate of monthly frequency. Table 3 shows descriptive statistics 
of systemic risk measure and macroeconomic variables related to the 
systemic risk. 

 
4.2. Evolution of Systemic Risk  
 
Figure 6 shows time evolution of systemic risk and the decomposition 

of systemic risk by sectors. The measure of SR using STE methods is 
robust and is not driven by chance, we compared our SR measure to the 
Monte-Carlo simulation of randomly generated industry index returns, 
and find there is a significant difference in probability density function 
between the two samples. The bottom part of figure 6 (a) shows mean 
and two standard deviation of systemic risk from simulations. This 



 CHAPTER 8  Canary in a coal mine – Analysis of Systemic Risk 415 

comparison indicates that our network structure is generated by specific 
connections among industry sectors in the sample.  

It is clearly visible that the magnitude of systemic risk waxes and 
wanes over time in diagram (a). The level of systemic risk moderately 
oscillates in 1980s until it climbs up to a peak in period of Black 
Monday in 1987. Systemic risk shows downward trend in early 1990s, 
and it reaches the lowest level in 1994 in the sample period, and 
subsequently maintains low level in late 1990s until it bumps up to a 
peak. The peak coincides with Russian and Asian crisis in late 1990s. 
Most interesting time variation of systemic risk is the period in 2000s 
relative to the previous Asian crisis. There is a turning point in early 
2000s - systemic risk continues to grow after 2001, reach interim peak 
in 2004 until it reached a peak in 2009/2010, while it subsides after 
1997 Asian currency crisis for a relatively long period until 2001. In 
contrast, systemic risk remains at high level relative to the average level 
of systemic risk for the sample after the 2008 until the end of sample 
period.24 Focusing only on peaks of systemic risk, Figure 6 (a) shows 
that the sharp increase in the systemic risk coincides with several 
identified crisis periods. Systemic risk reaches local peaks around 1987 
LTCM crisis, 1997 Russian crisis, and 2008 financial crisis. This match 
between actual crisis periods and high peak of systemic risk levels 
supports the validity and usefulness of systemic risk in detecting real 
crises in the US economy.  

Figure 6 depicts the unfolding of systemic risk over time. The peaks 
of systemic risk are particularly interesting and worth close investigations, 
as we are interested in the systemic risk as a symptom of instability of 
economy. There are three notable peaks of systemic risk in 1990, 2004 
and 2010 in our sample period. The peak in 1990 might be related to the 
LTCM crisis in 1989, and systemic risk has been abated in the following 
years, possible by higher interest rates. Interesting peak is in 2004, about 
three years before the actual financial crisis of 2007/2008. Considering 
the start-ups of several financial surge in 2004 – sudden increase in 

                                                 
24  The changing pattern of systemic risk in 20008/2009, i.e. systemic risk remain at 

high plateau, is worth noting. The systemic risk in the market are not abated in spite 
of or because of the quantitative easing (QE) of U.S. Federal reserve liquidity policy. 
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▌ Figure 6 ▌  Time evolution of systemic risk measure: (a) 1 year rolling estimates of 
the systemic risk; (b) systemic risk of industry sectors such as finance, 
real economy, real estate, and trading sectors, and it is normalized by 
the average of systemic risk of 48 industries; (c) ratio of difference of 
systemic risk between financial and real economy sectors. 

 
 
subprime mortgage, financialization of commodity, CDS activities, and 
others, we decompose the economy-wide systemic risk into financial 
and real sectors in Figure 6 (c). Figure 6 (c) shows the systemic risk of 
financial sector is higher than real sector around all three events of black 
Monday, LTCM and 2007/8 financial crisis. However, the systemic risk 
of financial sector relative to real sector, i.e. contribution to the 
economy-wide systemic risk starts to decrease approximately one year 
before the actual events. The results show the importance of considering 
transfer entropy, and identify sources of systemic risk, and the relative 
contribution of each sector to the economy-wide systemic risk. While  
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▌ Table 4 ▌  The rank order of systemic risk in 48 industry sectors in U.S. market 

We examine the rank order of industry sectors according to the degree of 
portion in systemic risk over different periods of time. 

 
Periods 
/Rank 

1983-1987 1988-1993 1994-1999 2000-2005 2006-2011 

1 14 34 47 20 19 

2 18 45 30 11 46 

3 47 43 21 32 24 

4 38 21 42 15 34 

5 22 17 35 23 47 

6 16 14 11 40 8 

7 11 28 41 1 20 

8 34 8 40 37 40 

9 44 18 38 35 30 

10 8 13 44 46 39 

11 36 26 45 17 38 

12 21 42 33 10 43 

13 35 11 22 19 15 

14 13 41 34 43 29 

15 31 2 46 24 23 

16 17 47 14 6 1 

17 39 31 23 25 48 

18 5 19 18 47 12 

19 32 22 19 14 35 

20 24 36 48 13 10 

21 28 32 9 28 36 

22 26 7 17 21 27 

23 43 10 6 38 28 

24 42 24 20 16 37 

25 41 9 43 34 16 

26 45 12 10 9 17 

27 19 6 28 41 18 

28 10 16 2 42 2 

29 48 40 32 7 22 

30 15 38 24 22 41 

31 9 15 26 18 26 
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▌ Table 4 ▌  (Continue) 

Periods 
/Rank 

1983-1987 1988-1993 1994-1999 2000-2005 2006-2011 

32 46 46 13 48 5 

33 3 3 36 39 25 

34 6 35 5 44 32 

35 25 44 29 36 7 

36 40 20 16 33 21 

37 7 29 37 31 11 

38 12 4 3 29 14 

39 37 33 12 45 31 

40 20 25 25 27 9 

41 2 48 8 8 4 

42 23 30 31 12 3 

43 4 39 15 3 33 

44 1 27 39 2 13 

45 30 5 7 5 45 

46 29 23 1 4 44 

47 33 1 4 30 6 

48 27 37 27 26 42 

 
the systemic risk of finance sector dominated the systemic risk of real 
sector before 2004. The trend changes in 2004 - the economy-wide 
systemic risk is evenly attributed to both sectors. In other words, real 
sector instability started to drive economy systemic risk as much as 
financial sector. To gain insights on which specific industry contribute 
to the economy-wide systemic risk, we dissected further into real estate 
and financial trading in figure 6 (b). Real estate industry in 2004 and 
financial trading industry in 2006 contribute more than industry average 
to the economy-wide systemic risk. 

Table 4 shows rank order of industries sorted by the systemic risk of 
each industry. The industry number corresponds to the list of 48 
industries in table 2 in appendix. Focusing on the last three periods, 994-
1999, 2000-2005 and 20006-2011, there is a noticeable change in the 
contribution of a particular industry to economy-wide systemic risk. 
First, in terms of contribution to systemic risk, three financial industries 
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(44, 46, and 47) belong to the top one-third of industries in 1994-1999. 
However, systemic risk of financial sector becomes lower in the 
following period, and in 2006-2011, only trading industry (47) is one of 
top 5 industries in the order of systemic risk among 48 industries, and 
other two financial industries belong to the bottom. Second, the 
changing order of the systemic risk of real estate industry (46) in the 
three periods is prominent. The contribution of real estate to the 
economy-wide systemic risk, i.e. rank order of systemic risk, is 15, 10, 
and 2 in 1994-1999, 2000-2005, and 20006-2011 respectively. Third, 
other industries in real sector shows changing pattern as well. In the two 
periods, 2000-2005 and 2006-2011, that includes financial crisis, top ten 
industries with highest systemic risk are real sectors, with an exception 
of financial industry 47 (trading) in 2006-2011. In the period 2000-2005 
that is considered as a crisis build-up period, real sector industries are 
systemically important industries at the top ranks up to the rank of 18th, 
and financial trading industry (47) takes the rank of 19th.  

In summary, we find that the major drivers of financial crisis of 
2008/2009 is not simply banks and financial intermediaries, but the 
trading activities of financial institutions, more specifically, trading 
activities of financial institutions in real assets, such as real estate and 
commodity. In addition, real sectors play a major role during crisis 
period. In the context of components of systemic risk, we can interpret 
the results as follows: financial sector was a source of instability before 
the crisis and immediately prior to the crisis, it is real sector that 
exacerbated the crisis. This sequence of events corresponds to the 
findings of numerous financial researches on financial crisis in our 
literature review. For example, banking sector creates asset bubble, asset 
market crash create crisis in financial sector speeding to all economic 
sectors. (Acharya and Naqvi, 2012).   

 
4.3 Systemic Risk and Macroeconomic Variables  
 
Table 5 reports the relationship between systemic risk and selected 

macroeconomic variables, which are considered to be relevant in the 
literature. Financial macroeconomic variables include three month  
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Treasury bill rate, ten year Treasury bond rate, and LIBOR rate, and the 
return and volatility of S&P 500 index. Monthly unemployment rate is 
selected to real macroeconomic condition. Table 5 reports the coefficient 
and statistical significance (t-value) from the simple regression of 
systemic risk on each macroeconomic variable. The estimation model is:  
 SRሺtሻ ൌ  α  β ൈ macroeconomic variables  εሺtሻ 
 

Regression results are separately reported for 5-year windows 
reflecting the time evolving nature of systemic risk. While all macro 
variables are significantly correlated with systemic risk in all periods, 
the signs of correlation are opposite across certain sub-periods. 

Three month Treasury bill rate, LIBOR rate, and Federal Funds rate 
are positively associated with systemic risk measure in 1980s and 1990s 
while they are negatively associated in 2000s. Especially, all three 
interest rate variables, 3-month T-bill, 10-year T-bond and Libor are 
negatively correlated to systemic risk, i.e. lower interest rates increases 
systemic risk. 

This implies that the systemic risk might be elevated due to the 
continuous fall of short term interest rate or cheap credit. It is interesting 
that the volatility of S&P 500 index is positively related in all sub 
periods except for 2000-2005 sub periods. In other words, systemic risk 
and stock return volatility diverge in opposite directions, and the S&P 
500 index returns are increasing in the same direction as systemic risk. 
During this sub period systemic risk kept rising, while short term 
interest rate continues to fall. One plausible scenario is that low interest 
rates create a surge in liquidity, and in turn those funds invest in risky 
assets including stock market. As fund flows into stock market increases, 
volatility of stock market is reduced. 

Unemployment rate is negatively related to systemic risk in 1980s 
and 1990s whereas unemployment rate is positively related to systemic 
risk in 2000s. The reversal of correlation between unemployment rate 
and systemic risk from positive to negative correlation during these sub 
periods is noticeable. Positive correlation in 2000s indicates that 
heightened systemic risk of real economic sector hampers real sectors to  
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▌ Figure 7 ▌  Time evolution of t-value of beta coefficient 

 
 

hire workers. This is in contrast to the opposite relationship between 
interest rates and systemic risk in the same period.  

 
4.4. Predictability and Warning Signal of Systemic Risk 
 
Ultimately we are interested in the ability of our measure of systemic 

risk in predicting future instability of network of industries and serve as 
a warning signal for the future. Figure 7 and table 6 show out-of sample 
predictability by checking the sensitivity of out-of sample systemic risk 
to in-sample measure of systemic risk. Table 6 reports the beta of the 
regression of S&P 500 index returns (out-of sample) to the systemic risk 
(in-sample) to gauge the predictability of systemic risk on future stock 
returns. It shows that coefficient of the beta in the regression is statically 
significant at 1% for most of the sample years. Most striking results is 
the change of signs, and especially negatively significant signs of the 
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coefficient in the period of 1987-1990, 1995-1999, and 2001-2005.  
Those are the periods of unusually climbing and irrationally exuberant 
stock market. As this is an out-of sample prediction, the negatively 
significant signs of the coefficient in prolonged periods seem to be 
canaries in a coal mine. Note that the mean value and significance of 
beta shows the forecasting power of in-sample systemic risk in 
predicting out-of sample stock returns. Notice that stock returns are 
considered as one of important measures for the effectiveness of 
monetary policies. 

The systemic risk stays at high level in the post-crisis period from 
2009 and after, but it is fluctuating. The fluctuation of systemic risk at 
high level indicates the heightened probability of double dip. Table 1 in 
section 3.2 illustrates the interaction of SDC and ASDC, and we 
discussed that the economy in the cell 2 or 3 can switch back to either 
cell 1 with a potential crisis or cell 4 with stabilizing network. While the 
measure of systemic risk alone is an imperfect predictor of crisis, the 
heightened system risk warrants close scrutiny in terms of SDC and 
ASDC. Furthermore, we show that the build-up of systemic risk is not 
confined in the financial sectors, but rather real asset activities of 
financial institutions contribute to the build-up of the financial crisis. 
Acharya and Naqvi (2012) develop a theory where banks flush with 
liquidity sow seeds of a crisis, by creating asset price bubble, and at the 
end, suffer, like a boomerang, as asset price bubble bursts.  

 
 
5. Conclusions 
 
We develop a measure of systemic risk in a network of 48 industries 

based on the strength and asymmetry of information flow measured by 
symbolic transfer entropy (STE). Our measure is versatile, in that not 
only we measure economy-wide systemic risk, but also we can 
decompose total into the systemic risk of each industry and sector, i.e. 
contribution of each industry and both financial and real sectors to total 
systemic risk. The evolution of systemic risk in the United States using 
size-weighted index returns of Fama and French 48 industries shows 
that there is a turning point in 2001 in that systemic risk has stated to 
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build up from 2001, reaches a peak in 2004 and accelerates until it 
reaches a peak in 2007. Year 2004 when systemic risk increases rapidly 
are documented in financial literature as a beginning of risky financial 
activities in terms of financialization of commodities, acceleration of 
sub-prime mortgage, and other derivative transactions. 

We identify that financial sectors contribute to total systemic risk 
significantly before the crisis. However, immediately before the crisis, 
real sectors are major source and contributor to economy-wide systemic 
risk except financial trading industry.  While systemic risk of trading 
industry remains as one of major contributors, systemic risk of real 
estate industry keeps rising over the sample period and it is the second 
highest risky industry in 2006-2011. The validity of systemic risk is 
supported by strong correlations between systemic risk and 
macroeconomic variables. Three month Treasury bill rate, LIBOR rate, 
and Federal Funds rate are positively associated with systemic risk in 
1980s and 1990s, while they are negatively associated in 2000s. This 
implies that the systemic risk might be elevated due to the continuous 
fall of short term interest rate or cheap credit.  

Current crisis is considered to be a result of activities of financial 
intermediaries in sub-prime mortgage, commodity trading, and others. 
As such, the regulatory and policy measures are focused on the control 
of those activities. Central banks take measures in capital ratio 
stipulated in Basle II, requirement that all CDS trading has to be traded 
through Chicago Mercantile Exchange, and several measures to limit 
risk activities of financial institutions. Dodd-Frank act is a comprehensive 
measure to regulate activities of financial institutions. However, 
financial institutions find ways to boost risk activities. Already we see 
some signs of financial institution engaging in real asset activities that 
are not directly related to the main functions of financial institutions, 
which are approved by financial regulators.25 

Policy prescription on asset price overvaluation, securitization, 
                                                 
25  Some examples are: Senate Democrats ratcheted up their criticism of big banks’ 

activities in the physical commodities markets Wednesday, pressuring the Federal 
Reserve to act quickly in an ongoing review of the banks’ ability to trade in 
materials such as oil and aluminum. (WSJ, Jan. 15, 2014). Big Banks Find Cash 
Storing Commodities - (WSJ July 5, 2011) 
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derivatives, capital ratio, etc. are all measures after the fact, and 
considering the “genius” of wall street and financial institutions,  the 
future crisis, if any, is likely to take different forms and shape. 
Admitting that economic agents pursue self-interests, the feasible 
actions to preempt or mitigate potential bubble or crisis should rely on 
the scenario that is broad enough to reflect any potential activities that 
might build up to the crisis, and the signal that can be obtained with 
given data and information. Our network approach to systemic risk 
considers wide range of financial activities, and suggests a measure of 
systemic risk based on industry stock returns. The time variations of 
systemic risk that capture the information flows in two dimensions of 
strength and asymmetry can be explained by the stock return induced 
entropy. Further, this measure of SR has significant predictive power, 
and enough confidence to frame policy measures, e.g. interest rate 
policy or quantitative measures.    

The financial crisis of 2007/2008 created economic problems 
comparable to the Great Depression of 1929/1930, and every part of 
economy, domestic and global, and financial and real sectors, 
experienced great adversities, pose great challenges in figuring out what 
happened, why it happened, how it happened, what can be done to 
alleviate the difficulties, what can be done not to repeat the same 
calamities. Furthermore, as the crisis, by its nature, is unpredictable, and 
we are unprepared when it happens, it is a keen interest to economic 
agents and utmost urgency to policy makers to find out implementable 
early warning signals to better prepare or preempt potential future crises. 
  



 CHAPTER 8  Canary in a coal mine – Analysis of Systemic Risk 427 

▌ Figure 8 ▌  The correlation between systemic risk and essential quantity, such as 
SDC, ASDC according to various ߙ value from 0 to 1. 

 
 
 
▌ Figure 9 ▌  Time evolution of both systemic risk and 3 month T-bill rate. 
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▌ Figure 10 ▌  Correlation between SR and 3 month T-bill rate over different periods 
of time. 

 
 
 
▌ Figure 11 ▌  Time evolution of both systemic risk and 10 year T-bill rate. 
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▌ Figure 12 ▌  Correlation between SR and 10 year T-bill rate over different periods of time. 

 
 
 
▌ Figure 13 ▌  Time evolution of both systemic risk and Libor rate 
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▌ Figure 14 ▌  Correlation between SR and Libor rate over different periods of time. 

 
 
 
▌ Figure 15 ▌  Time evolution of both systemic risk and S&P500 index return 
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▌ Figure 16 ▌   Correlation between SR and S&P500 index return over different 
periods of time. 

 
 
 
▌ Figure 17 ▌  Time evolution of both systemic risk and volatility of S&P500 index. 
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▌ Figure 18 ▌  Correlation between SR and volatility of S&P500 index over different 
periods of time. 

 
 
 
▌ Figure 19 ▌  Time evolution of both systemic risk and unemployment rate 
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▌ Figure 20 ▌  Correlation between SR and unemployment rate over different periods 
of time. 
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CHAPTER 9 
Monetary Policy Transmission Via Risk-taking 

Channel in the Mortgage Market* 1 
 
 

by 
Min-Ho Nam** 

(Bank of Korea) 
 
 
Abstract  
 
This paper aims to analyze the transmission of accommodative 

monetary policy to the overall economy through the risk-taking channel 
operating in the mortgage market. To achieve this aim, the analysis 
procedure undergoes two steps. Firstly, the empirical relationship 
between short-term interest rates and LTV ratio is estimated using the 
U.S. data to verify the existence of the risk-taking channel. Secondly, 
the estimated relationship is incorporated into a DSGE model featuring 
a borrowing constraint and housing to construct the virtual economy in 
which the channel takes effect to analyze the impacts of a monetary 
policy shock on it. The results of the analysis suggest that under a low 
interest rate environment, the effects of the risk-taking channel should 
be taken into account in monetary policy analysis as it amplifies the 
impacts of a monetary policy shock. Furthermore, there is a scope for 
policy authorities to smooth both real and financial volatilities by 
lowering a ceiling on LTV ratio to discourage excessive risk-taking.   

                                                 
*  The views expressed in this paper are solely my own and should not be interpreted 

as reflecting the views of the Bank of Korea. I thank seminar participants at the 2014 
KDI Journal of Economic Policy Conference for useful discussions.  

** Research Department, Bank of Korea (E-mail: minho@bok.or.kr, Tel: +82-2-759-
4241)  
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1. Introduction 
 
It has been maintained that the deregulation and liberalization of 

housing finance since the 1980s have broadened credit availability 
which in turn has led to more pronounced fluctuations in housing prices. 
Specifically, banks and governmental mortgage agencies were allowed 
under the liberalization process to produce a wide range of mortgage 
loan products, set lending interest rates at their own discretion, 
determine the level of the loan-to-value (LTV) ratio based on their own 
judgement rather than regulatory prescriptions, and so forth. Moreover, 
non-bank financial corporations were given permission to enter the 
mortgage market, thereby heightening the degree of competition in this 
market.1 Consequently, easier credit supply to the housing market has 
increased the volatility of the demand for housing and house prices, and 
in turn amplified further repercussions of the housing sector on 
consumption and residential investment. These developments in housing 
finance retain substantial implications for the analysis of monetary 
policy transmission. Recent findings support the view that the financial 
liberalization process has rendered the housing sector and the rest of the 
economy more responsive to a monetary policy shock as interest rates 
affect credit availability more significantly in a deregulated environment 
(Iacoviello and Minetti, 2003; IMF, 2008; Calza et al., 2009).2 3  

The aforementioned findings are obtained under an assumption that 

                                                 
 1  The characteristics of housing finance in each country is distinct. IMF (2008) and 

Calza et al. (2009) provide indicators of the differing developments in mortgage 
financing in industrialized countries. ECB (2009) surveys the recent circumstances 
of housing finance in the Euro area since 1999.  

 2  Regardless of the recognized importance of credit availability in housing finance, 
there exist a limited number of findings about the relationship between credit 
availability and house prices. The reason for this is that there are few trustworthy 
measures of credit availability itself. Even though the amount of mortgage debt 
seems a plausible proxy for the variable, the amount registered in banks’ books is not 
a proper measure since it is the realized value of credit availability. Furthermore, 
changes in mortgage depend on other factors besides it. 

 3  Another relevant finding is in Almeida et al. (2006) which confirms that the response 
of house prices to income shocks is more rapid in those countries having a higher 
ceiling on the LTV ratio. 
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mortgage market characteristics are exogenously determined by the 
financial deregulation process. Recently, a line of research has raised the 
issue of a possible causal link between an accommodative monetary 
policy stance and bank lending behavior. Researchers pursuing this line 
of reasoning highlight the observed facts regarding lending markets in 
the run-up to the recent housing boom which numerous developed 
countries underwent. During that period, lending criteria were loosened 
appreciably, the minimum down-payment decreased considerably while 
policy rates were deemed relatively lower than a specific judgement 
criterion, for example, the Taylor rule or estimated neutral interest rates. 
The crux of the findings of these researchers is that low interest rates for 
such a protracted period increased banks’ appetite for higher risk in 
lending and other investments. This transmission channel of monetary 
policy is labeled the risk-taking channel by Borio and Zhu (2008). 
However, the underlying rationale for the risk-taking channel has been 
highlighted by central bankers. Greenspan (2010), for example, ascribes 
the failure of the banking system during the recent financial crisis to the 
possibility that the prolonged period of a relaxed policy stance might 
have driven banks to neglect the negative tail of investment risk 
(Greenspan, 2010); this comment implies that the overall perception of 
risk was positively biased. Voices from the European Central Bank 
(ECB) have expressed apprehension from a similar viewpoint; low 
interest rates for a prolonged period abet moral hazard in banks’ invest-
ments imbuing them with a myth that the cental bank may not be able to 
reverse interest rates rapidly because of worries about asset market 
collapse (ECB, 2005; Trichet, 2005; Papademos, 2006).4  

These ref1ections provide a motivation to consider the relationship 
between low interest rates and banks’ risk taking attitude. I submit the 
hypothesis that a positive monetary policy shock causes banks to raise 
the LTV ratio and supply ample liquidity to the housing market, thereby 
rendering the path of house prices and consumption more volatile. In a 
nutshell, this paper has two aims: firstly, to verify the existence of the 
risk-taking channel in the mortgage market, and secondly, to estimate 

                                                 
 4  The government’s intervention to relieve troubled banks through bailout programs 

also has been referred to as a cause of the ‘too big to fail’ myth.  
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the repercussions of an expansionary monetary policy shock on the 
economy as a whole via this channel. These aims are attained through a 
two-stage analysis. To examine the existence of the risk-taking channel, 
namely, a negative relationship between monetary policy rates and the 
LTV ratio, two kinds of empirical analyses, i.e. regression and VAR, are 
conducted using U.S. time series data. Although there are various 
indicators of the degree of banks’ risk-taking, the LTV ratio is chosen as 
an effective one as mortgage lenders tend to set the ratio depending on 
their own perception of the risk latent in housing-collateralized lending. 
Subsequently, a DSGE model is developed incorporating an estimated 
regression equation for the risk-taking channel to analyze its role in a 
broader economy. In the DSGE model, the LTV ratio is defined as a 
function of policy rates and house price inflation and is set less than 
unity. This variable plays a key role in amplifying and propagating an 
initial shock to the economy.5 In addition, the model follows the lead of 
Iacoviello (2005) and Iacoviello and Neri (2010). These papers adapted 
the financial accelerator mechanism of Kiyotaki and Moore (1997) to 
investigate the dynamics of the housing sector and its spillover into the 
rest of the economy.  

There are two notable contributions in this paper which set it apart 
from the rest of the literature on bank risk-taking and financial friction 
in lending. Firstly, this analysis is the first attempt, to the best of my 
knowledge, to delve into the effects of the risk-taking channel employing a 
general equilibrium framework. Secondly, the model in this paper 
endogenizes the LTV ratio for the first time.  

To elaborate on the second point, the LTV ratio in existing models is 
assumed to be a fixed constant (Monacelli, 2008; Calza et al., 2009; 
Iacoviello and Neri, 2010). An improvement over the constant LTV 
ratio is the assumption of a time-varying exogenous stochastic process 
as in Pariés & Notarpietro (2008) and Gerali et al. (2010), but still this 
stochastic ratio is not affected by other variables in the model. However, 
in practice, since banks adjust the LTV ratio on the basis of an 
                                                 
 5  The ceiling on the LTV ratio in practice can exceed one, as in the U.S. which raised 

the maximum ratio up to 125%. However, only a small portion of borrowers can take 
advantage of this ceiling as other income requirements and lending criteria should be 
satisfied. 
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evaluation of default risk and the redeemable value of collateral in case 
of foreclosure, the existing way of treating the LTV ratio in economic 
models is clearly unsatisfactory. Endogenizing this ratio bases the model 
more firmly on realistic aspects of housing finance. An additional 
advantage of introducing the LTV ratio in this manner is the resultant 
parsimony of the model. As opposed to the models in, for instance, 
Goodfriend and McCallum (2007), Cúrdia and Woodford (2008), and 
Gerali et al. (2010) which introduce a separate block for financial 
intermediation, the supply side of credit can be reflected in my model by 
allowing the LTV ratio to vary depending on the banks’ decision.  

The main findings of the analysis are twofold. First, the results from 
the regression and VAR analysis lend firm support to the assertion that 
there is a negative relationship between short-term interest rates and the 
LTV ratio. It implies mortgage suppliers have tended to be more 
aggressive in housing-collateralized lending in the period of low interest 
rates. Secondly, a positive monetary policy shock in the model with the 
risk-taking channel included produces enhanced deviations of 
consumption and financial debt from the steady state than the model 
without this channel. These findings can shed light on the conundrum 
why central bankers, before the sub-prime crisis, failed to forecast the 
catastrophic results stemming from low interest rates for a prolonged 
period; presumably they dismissed the risk-taking channel when 
analyzing the transmission effects of their monetary policy decisions. 
Furthermore, the results justify the need for central banks to pay more 
attention to the possible existence of more as yet undiscovered 
transmission channels of monetary policy and for financial supervisory 
authorities to regulate banks’ risk-taking behavior.  

The remainder of this paper is organized as follows. Section 3.2 
provides a brief review of the rationale for, and summarises existing 
findings on, the risk-taking channel. It also presents an explanation for 
the working of the risk-taking channel in bank lending and its 
repercussions on the housing market and broader economy. In section 
3.3 empirical evidence for the risk-taking channel in the U.S. mortgage 
banking sector is presented. In section 3.4, a baseline DSGE model is 
developed and, in the following section, the monetary policy 
transmission is analyzed in the absence of the risk-taking channel. In 
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section 3.6, the risk-taking channel is accommodated in the baseline 
model to examine how the transmission effects change in the presence 
of the channel. Section 3.7 sets out the conclusion.  

 
2. Risk-taking Channel and Mortgage Lending  
 
This section provides a short summary of the theoretical conside-

rations underlying the risk-taking channel and summarises relevant 
empirical findings. I will then demonstrate the implications of the 
channel for the mortgage market and its impact on the housing market 
and the economy as a whole.  

 
2.1 Rationale and Empirical Findings  
 
The risk-taking channel was introduced explicitly by Borio and Zhu 

(2008) as an additional monetary policy transmission channel. It is 
defined as follows:  

 
the risk-taking channel in the transmission mechanism (is) defined 
as the impact of changes in policy rates on either risk perceptions 
or risk-tolerance and hence on the degree of risk in the portfolios, 
on the pricing of assets, and on the price and non-price terms of 
the extension of funding. (Ibid, pp. 9)  
 
This issue has received growing interest in academia due to the 

failure of the global banking system caused partly by the excessive risk-
taking behavior of mortgage suppliers observed in the first half of the 
last decade. The Fed maintained that the overheated housing market 
prior to the crisis was not associated with past monetary policy 
decisions (Greenspan, 2010; Bernanke, 2010). However, an alternative 
possibility was proposed that an accommodative monetary policy stance 
for the extended period might affect the risk-taking behaviour of 
economic agents, especially financial intermediaries. Thereafter, the 
main focus has been on the causal chain or correlation between an easy 
policy stance and banks’ risk-taking. A preliminary consensus has been 
established that two necessary conditions must be fulfilled: ‘too low’ 
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interest rates as the first condition and for ‘too long’ a period as the 
second one.  

The question naturally follows: in what ways does a loose monetary 
policy stance encourage banks to take more risk? There are three 
possibilities. The foremost and fundamental driver, from my viewpoint, 
would be the tendency of ‘search for yield’ in the period of low interest 
rates as noted by Rajan (2006) and others. To take an example from the 
banking sector6, the yields of bonds are more likely to be lower than 
these of other investments such as stock and collateralized lending to 
households. While the exposure to stock is circumscribed within a 
ceratin level since it is classified as a highly risky asset and hence 
harmful for satisfying minimum capital requirements set by the BIS 
(Bank for International Settlements), collateralized lending ensures 
higher profitability and also limited possible loss in the case of default. 
These two attractions drive banks to expand lending against housing as 
collateral by loosening lending criteria and increasing lending to 
borrowers with low creditworthiness.  

Secondly, during a period of low monetary policy rates coupled with 
moderate economic growth as during the Great Moderation, banks are 
more likely to neglect the possibility that assets held by them can turn 
sour or non-performing and borrowers’ real income growth can become 
negative in the future. To apply this reasoning to the mortgage market, if 
the value of collateral and the income level of borrowers were increasing, 
then mortgage suppliers would perceive the risk in lending as lower than 
they would otherwise. The underestimation of risk results mainly from 
the expectation that robust growth in income and collateral value will 
persist into the distant future. Finally, as pointed out by the ECB sources, 
banks are more likely to undertake riskier and more profitable invest-
ments as long as interest rates remain low in the belief that the lender of 
last resort will come to the rescue in order to prevent the overall 
economy from collapsing. If it were not for the ‘too big to fail’ myth, 
preference for a riskier position could be subdued to some extent and the 

                                                 
 6  Investment banking or shadow banking is not considered in this example.  
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degree of moral hazard could be lessened. 7  
Empirical findings on the risk-taking channel has been increasing 

recently. Drawing on expansive and detailed data on individual bank 
loans from the Spanish Credit Register in the period from 1984 to 2006, 
Jiménez et al. (2008) find that lower overnight lending rates cause banks 
to loosen lending criteria and expand credit line to borrowers with 
mediocre credit records despite higher default risk. These findings gain 
support from Ioannidou et al. (2009) who provide the evidence that the 
default probability of bank loans rises and lending to riskier borrowers 
tends to increase in Bolivia as the U.S. federal funds rates (FFR) 
decrease. 8 In another study, Altunbas et al. (2010) investigate whether 
low interest rates affect the risk position of 643 banks in 15 
industrialized countries using balance sheet data for the period from 
1998 to 2008. Banks’ risk is measured by the expected default 
frequency (EDF), an indicator for the probability that a company will 
default in a certain time horizon. They find that the low short-term 
interest rates for a sustained period caused an increase in banks’ default 
risk. Gambacorta (2009) provides evidence on the negative relationship 
between interest rates and banks’ default risk by using an econometric 
approach similar to the one employed in Altunbas et al. (2010). 9 Delis 
and Kouretas (2011), by consulting the balance sheet information of 
banks in the Euro area during the period 2001-2008, find that the ratio 
of risky asset value to total asset value, as well as the ratio of non-
performing loans to total loans, increased. Maddaloni and Peydró (2011) 
focus explicitly on the influence of monetary policy rates on relaxed 
lending standards. By using the responses from bank lending surveys 
carried out in the Euro area and U.S., they identify the positive influence 
of an accommodative policy stance on the loosening of lending 

                                                 
 7  Essentially the first and second points are in line with Borio and Zhu (2008) who 

explain how the risk-taking channel works in general instead of focusing on bank 
lending.  

 8  The authors maintain that the U.S. FFR is a proper measure of Bolivian monetary 
policy stance since over 90 percent of Bolivian deposits and credits are transacted in 
the U.S. dollar.  

 9  The data used is obtained from the balance sheets of 600 banks in Europe and U.S. 
during the period 2007-2008.  
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standards during the period from 2002 Q4 to 2008 Q3.  
A similar strand of research in the U.S. has also recently been in the 

spotlight. Adrian and Shin (2009, 2010b) stress the importance of the 
role of short-term interest rates in generating business cycle by causing 
dramatic changes in the banking sector’s credit supply. In a recent paper, 
Adrian and Shin (2010a) introduce the concept of risk-taking channel 
and maintain that banks are liable to estimate risk as lower and hence 
take a riskier investment position as lower short-term interest rates 
widen the margin between the interest rate on deposits and return on the 
assets in the balance sheet. However, their research is theoretical and 
hence needs sound support from empirical research.  
 

2.2. Implications of Risk-taking Channel for  
Mortgage Market and Economy  

 
The empirical studies reviewed in the previous sub-section suggest 

that lower interest rates lead banks to soften lending criteria and supply 
more credit than they would otherwise. The specific dependent variables 
in these analyses include the probability of banks’ default in the future, 
the ratio of risky asset value to the total asset value and the percentage 
of banks tightening their lending standards. Given the importance of the 
effect of leverage on general consumption and housing purchases, the 
LTV ratio needs to be added to the list of measures of banks’ risk 
appetite. The rationale for considering the LTV ratio as a measure of 
risk-taking attitude is consistent with the rationale for the risk-taking 
channel. During a prolonged period of an accommodative monetary 
policy stance, collateralized lending to households satisfies the dual 
targets of profitability and safety. This leads banks to expand lending 
against housing as collateral by raising the LTV ratio even though the 
collateral value stays constant. There are additional factors inducing 
banks to lower the LTV ratio. As long as house price inflation triggered 
by low interest rates continues, lenders would take the default risk of 
borrowers less seriously compared with the period of a bearish housing 
market. Furthermore, if low interest rates are maintained for an extended 
period, expectation of robust house prices in the future would encourage 
complacency in evaluating the risk of mortgage lending. Lenders can  
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▌ Figure 1 ▌  Risk-taking Channel in Mortgage Market  

 
 

also decrease the price of lending as long as households’ net worth is 
increasing given the low interest rate environment. As such, the realized 
appreciation of housing prices and expectation about further increases 
induce banks to perceive the overall risk of mortgage lending as lower 
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and to increase the LTV ratio. Enhanced credit supply and higher value 
of housing will persist until interest rates reverse their direction.  

The risk-taking channel operating in the mortgage market has 
unambiguous implications for the wider economy. More funds would be 
available to households than in the absence of the channel. The funds 
borrowed against housing are spent not only on purchasing houses but 
also on consuming other durable and non-durable goods. Residential 
investment increases as the demand for housing expands fueled by 
ampler liquidity with low borrowing costs. Notable is that once the 
channel begins to operate, a self-reinforcing feedback loop would come 
into play between risk-taking, mortgage lending supply, house prices 
and real economic activity. Figure 1 illustrates the causal chain running 
from low interest rates to the housing market and macroeconomic 
activities via the risk-taking channel.  

 
 

3. Empirical Estimation of Risk-taking Channel  
 
In this section, we examine the presence of the risk-taking channel in 

the U.S. mortgage market. Two empirical methodologies are employed: 
simple regression and VAR approach. However, before conducting the 
analysis, we first discuss some relevant aspects of the data on the LTV 
ratio.  

 
3.1. Data  
 
There does not exist an officially compiled historical series on the 

LTV ratio. Hence, one has to depend on work done by other researchers 
to obtain this database. In this regard, a special comment should be 
given about the LTV time series estimated by Duca et al. (2011) for 
first-time home buyers in the U.S. The series is very useful for 
researchers in the field of housing since the frequency is very high 
(quarterly) and the time span extends as far back as 1979. 10  The 

                                                 
10   Using the estimated data, the paper evaluates the influence of credit condition 

changes on house prices.  
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estimated data can be broadly classified into two types depending on the 
type of mortgage issuers; private mortgages and all types of mortgages 
including those from government-sponsored agencies such as the 
Federal Housing Finance Agency (FHFA). The series for private 
mortgages is considered more pertinent for an analysis of the risk-taking 
channel since the mortgages from the FHFA omit non-standard loans 
which convey substantial information on the risk-taking behavior of 
private mortgage lenders.  

The data series has proven to be highly reliable judging by its close 
co-movement with the data on the auto loan LTV ratio published 
officially by the Fed.11 The property of an automobile as a durable good 
justifies the comparison. Figure 2 shows the long-term series of the two 
kinds of LTV ratios regarding home mortgages and auto loans, 
respectively, from 1980 Q1 to 2007 Q4. These two time series appear to 
have an upward trend, although there is pronounced decoupling between 
them during the period from 1985 to 1989. Especially after 1990, the co-
movement of the two trends is pronounced in the same figure.  

 
▌ Figure 2 ▌  Auto Loan and Home Mortgage LTV Ratio in U.S. 

 
Data Source: Federal Reserve, Duca et al. (2011)  
  

                                                 
11  The data can be downloaded from the ‘Terms of credit’ menu on the webpage of 

http://www.federalreserve.gov/releases/g19/hist  
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▌ Figure 3 ▌  Trend Components of Auto Loan and LTV Ratio  

 
Data Source: Federal Reserve, Duca et al. (2011)  

 
To evaluate the correlation between the trends of both time series, 

the trend components of each time series are extracted using the 
Hodrick-Prescott (HP) filter with the smoothing parameter 100,000. The 
trend components are graphed in Figure 3. Not surprisingly, and as 
expected from the original data series, the correlation coefficient turns 
out to be 0.9930 which implies a near perfect co-movement. This lends 
great plausibility to the data series estimated by Duca et al. (2011) and 
we will use this in our subsequent estimations.  

 
3.2. Estimation  
 
3.2.1. Regression Analysis  
 
To examine whether the risk-taking channel exists or not in the U.S. 

mortgage market, that is, if lenders take on more risk by increasing the 
LTV ratio as interest rates decrease, the following regression equation is 
estimated with the LTV ratio as the dependent variable.  

ܶܮ  ௧ܸ ൌ ߙ + ܶܮଵߚ ௧ܸିଵ + ௧ିଵܴܨܨଶߚ + ௧ିଵܩܲܪଷߚ + ߳௧     (1) 
 
The determinants of the LTV ratio in the current period, ܶܮ ௧ܸ , 



450 Job Creation and Business Investment as Pathways to a Creative Economy  

includes the one-quarter lagged LTV ratio, ܶܮ ௧ܸିଵ, the lagged Federal 
Fund Rates (ܴܨܨ௧ିଵ), which are the overnight interest rates fluctuating 
closely around policy rates, the lagged growth rates of real house prices, ܩܲܪ௧ିଵwhich is computed using the National House Price Index (NHPI) 
published by FHFA. The equation above hypothesizes that mortgage 
lenders set the LTV ratio of the current period based on the level of 
short-term interest rates and house price inflation in the previous period 
while avoiding overly rapid changes by adjusting the LTV ratio in the 
previous period to a small extent. The inclusion of house price inflation 
is justified on the basis of the reasoning about the risk-taking channel. 
As house prices continue to rise for a prolonged period, lenders are 
more likely to focus on the positive side in the distribution of the 
housing price risk and hence increase the LTV ratio. The apparent 
positive correlation in Figure 4 between the house prices and the LTV 
ratio in the U.S. from 1995 to 2007 seems to support this speculation.  

 
▌ Figure 4 ▌  Mortgage LTV Ratio and House Price Growth in U.S.  

 
Data Source: Federal Reserve Board, Duca et al. (2011)  

 
The regression results for two different time periods are shown in 

Table 1. The first time period for estimation is from 1980 Q1 to 2009 
Q2 to utilize all the data on the regression variables. The coefficient of ܴܨܨ௧ିଵ, which is of main interest, is significant at the 10% significance 
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level as well as that of ܩܲܪ௧ିଵ . The signs of the coefficients are 
consistent with the risk-taking channel hypothesis above; low interest 
rates and the robust housing market induce lenders to assume more risk 
by raising the LTV ratios and become more willing to supply credit.  

 
▌ Table 1 ▌  Estimation of LTV Equation using Level Data 

 
1980 Q1 - 2009 Q2 1985 Q1 - 2007 Q2 

value t - statistic p-value value t - statistic p-value α (constant) ߚଵሺܶܮ ௧ܸିଵሻ ߚଶሺܴܨܨ௧ିଵሻ ߚଵሺܩܲܪ௧ିଵሻ 
 

28.855***
0.676***
-0.135* 
0.104***

4.701 
9.917 
-1.974 
1.729 

0.000 
0.000 
0.051 
0.087 

40.392***
0.558***
-0.425***
0.146* 

5.124 
6.466 
-3.195 
1.692 

0.000 
0.000 
0.002 
0.094 ܴଶ ൌ 0.643, ܹܦ ൌ 2.283 ܴଶ ൌ 0.649, ܹܦ ൌ 2.153 

 
In the regression for the second time period from 1985 Q1 to 2007 

Q2, the coefficients of these two variables prove to be significant 
again.12 Notably, the coefficient of ܴܨܨ௧ିଵ is significant even at the 1% 
significance level. The statistical significance improves since the new 
time period excludes the data from 2007 Q2 to 2009 Q2. Over theose 
two years, the housing market crash subdued the LTV ratio despite 
appreciable decreases in policy rates, as the shaded area in Figure 5 
illustrates. Overall, the two sets of regression results corroborate the 
existence of the risk-taking channel in the U.S. and support inclusion of 
the channel when we inspect the effects of monetary policy decisions on 
the mortgage market. In terms of macroeconomic modeling, this implies 
that the LTV ratio should be allowed to vary based on changes in 
interest rates and house prices to analyze the full aspects of monetary 
policy transmission.  

Since the equations estimated using the level data are not suitable for 
the log-linearized DSGE model to be presented in the following section, 

                                                 
12  The motivation for starting the sample period from 1985 lies in the possibility that 

the financial liberalization might begin exerting its real influence only after the mid-
1880s. Moreover, the samples after the breakout of the sub-prime crisis are excluded 
because the relationship between interest rates and house prices in the post-crisis 
period is positive which is abnormal from the viewpoint of the established empirical 
findings.  



452 Job Creation and Business Investment as Pathways to a Creative Economy  

▌ Figure 5 ▌  Mortgage LTV Ratio and Federal Fund Rates in U.S.  

 
Data Source: Federal Reserve Board, Duca et al. (2011)  

 
a separate equation needs to be estimated using detrended or demeaned 
data. As the overall fitness of regression using the detrended data by HP 
filter is not satisfactory, demeaned data are used for all variables in the 
regression equation. Demeaning implies that the long-term average is 
assumed to be the steady state of each variable. The regression equation 
to be estimated is given below. 13 

ܸܶܮ   ௧ ൌ ܸܶܮଵߛ ௧ିଵ + ܴ௧ିଵܨܨଶߛ + ௧ିଵܮܲܪଷߛ + ߳௧   (2) 
 

where the hatted variables represent percentage deviation from the steady 
state and HPI represents the level of the house price index from the 
FHFA (instead of the growth rate denoted by HPG in the preceding 
regression analysis).14   

                                                 
13  Not only for the purpose of obtaining a dynamic solution to the model but also by 

the assumption of naive type of backward-looking expectation, the dependent 
variables take only one-period lagged terms. 

14   A separate regression equation is estimated which includes realized federal funds 
rates instead of nominal ones. The estimation results reveal that the magnitude of 
the coefficient of ߛଶ is slightly below the level obtained by the estimation of the 
equation including nominal FFR. This implies that the regression result is robust.  
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▌ Table 2 ▌  Estimation of LTV Equation using Demeaned Data  

 
1980 Q1 - 2007 Q2 1995 Q1 - 2007 Q2 

value t - statistic p-value value t - statistic p-value ߛଵሺܶܮܸ ௧ିଵሻ ߛଶሺܨܨܴ ௧ିଵሻ ߛଷሺܫܲܪ ௧ିଵሻ 
 

0.427***
-0.577 

0.128***

4.885 
-1.335 
4.568 

0.000 
0.185 
0.000 

0.329* 
-3.207***
0.181***

2.012 
-4.370 
6.235 

0.036 
0.000 
0.000 ܴଶ ൌ 0.676, ܹܦ ൌ 2.045 ܴଶ ൌ 0.792, ܹܦ ൌ 2.214 

 
Table 2 shows the two sets of regression results for the different time 

periods. For the first time period from 1980 Q1 to 2007 Q2, the 
coefficient of ܨܨܴ௧ିଵ  turns out to be insignificant even at the 10% 
significance level, whereas it is highly significant for the second time 
period from 1995 Q1 to 2007 Q2. Based on the statistical significance, 
the regression equation for the latter time period is set as the benchmark 
LTV equation to be incorporated into the DSGE model. To express it in 
an equation form, the estimated equation of (2) is given by  

ܸܶܮ  ௧ ൌ ܸܶܮ0.211 ௧ିଵ െ ܴ௧ିଵܨܨ3.207 + ܫܲܪ0.181 ௧ିଵ + ߳௧   (3) 
 
The estimated coefficients imply that lenders respond more aggressively 

to the deviation of short-term rates from the steady state than that in 
house prices. A basic intuition is provided by the fact that the risk-
taking channel induces low interest rates to influence lenders’ behavior 
in more ways than house prices do. In a low interest rate environment, 
lenders expect higher house prices, search for higher yield and estimate 
downside risk to collateral as lower.  

The error term, ߳௧, which is a shock to the LTV decision process, 
retains an important implication for the housing market. The shock 
encompasses, for instance, the changes in regulation relating to the 
discretion of mortgage lenders to decide on their LTV ratios, the 
invention of new lending products such as exotic mortgages, and 
changes in the degree of information asymmetry between lenders and 
borrowers. For example, if the financial authorities grant more latitude 
to mortgage lenders in determining the LTV ratio or allow them to sell 
mortgage products with a smaller downpayment, then the ratio will 
increase given a specific level of house prices and interest rates.  
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3.2.2. VAR Analysis  
 
A VAR analysis is now employed to examine the existence of the 

risk-taking channel. A specific representation of the relationship to be 
identified by VAR will differ from one obtained through regression 
analysis between the three variables of interest, i.e. short-term interest 
rates, house prices and the LTV ratios. However, as each variable in a 
VAR model is also expressed in a similar type of equation to a 
regression equation with the LTV ratio as a dependent variable, the 
same qualitative aspect of the risk-taking channel, if it exists, can be 
ascertained through an impulse response analysis. The specific VAR 
model is defined as below.  

 Γ௬௧ ൌ ܿ + ሻ௬௧ܮሺܣ + Σ   (4) 
 

where y is a vector of endogenous variables, A(L) is the parameter 
matrix in the lag operator L, and Σ is the variance-covariance matrix of 
the structural shocks. The vector y includes three endogenous variables, 
(i) the federal funds rates denoted by INT, (ii) the growth rates of the 
house price index, HPG, and (iii) the LTV ratio. The model is estimated 
using the same data as in the regression analysis from 1980 Q1 to 2007 
Q2. In order to let the impulse response of the LTV ratio be more 
sensitive to a monetary policy shock, the data after 2007 Q2 is excluded.  

The three structural shocks from the model are identified through 
Cholesky decomposition which include a monetary policy shock and 
shocks to house prices and the LTV ratio. The endogenous variables are 
ordered as follows:  

௧ݕ  ൌ ሾܰܫ ௧ܶ, ,௧ܩܲܪ ܶܮ ௧ܸሿ     (5) 
 
This recursive identification scheme restricts interest rates, INT, from 

responding contemporaneously to the house price growth (HPG) and the 
LTV ratio. In a similar vein, the LTV ratio bears no influence on HPG 
in the same quarter. These restrictions are harmonious with the 
fundamental purpose of this VAR analysis for diagnosing the existence 
of the risk-taking channel, despite the common observations that these 
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three variables exert influences on each other simultaneously. The lag 
order of the model is set as 2 based on Schwarz information criterion 
and the F -statistics for model reduction.  

 
▌ Figure 6 ▌  Impulse Response from VAR Analysis  

 
Note: 1. INT and HPG denote Federal Fund Rates and the growth rate of realized NHPI.  

2. Confidence bands are based on the 95% significance level. 
Data Source: Federal Reserve, Federal Housing Finance Agency, Duca et al. (2011) 

 
Figure 6 includes the impulse responses of each endogenous variable 

to the three structural shocks. Our main interest lies in whether the LTV 
ratio responds negatively to a monetary policy shock. In addition, we 
can see whether the LTV ratio reacts positively to HPG as indicated by 
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the results of the regression analysis presented above. The left panel of 
the bottom row in the same figure is of primary interest to us. It shows 
that the response path of the LTV ratio to a monetary policy shock and it 
is consistent with the hypothesis presented above on the risk-taking 
channel. A positive increase of 100bp in short-term interest rates leads 
the LTV ratio to decrease by a maximum of 0.5%. This implies that an 
expansionary monetary policy shock will result in higher the LTV ratio 
through the risk-taking channel. The impulse response function is 
consistent with the regression results presented above.  

The second panel in the bottom row of that figure shows that a 
positive shock to house prices increases the LTV ratio. The result also 
confirms the legitimacy of the regression result despite the relatively 
subdued magnitude of the response of the LTV ratio. As stated 
previously, lenders are likely to underestimate the risk latent in housing-
collateralized lending as housing prices appreciate. Another notable 
feature of this impulse response analysis is the response of HPG to a 
contractionary monetary policy shock. The first panel in the middle row 
is consistent with recent findings using a VAR approach (Bjørnland and 
Jacobsen, 2010; Musso et al., 2010) in that an increase in short-term 
interest rates induces housing prices to deflate.  

 
 
4. Developing a DSGE Model  
 
In this section, a DSGE model will be developed to analyze the 

influences of the risk-taking channel on the overall economy. The 
model features two types of households which are patient households 
(savers) and impatient households (borrowers). Households supply firms 
with labor as an input to production and spend their labor income to 
accumulate residential housing and consume other goods. Savers who 
are more patient than borrowers save a fraction of their labor income 
and lend the funds to borrowers facing a borrowing constraint. In return 
for the funds lent, savers earn interest from borrowers. Firms produce 
wholesale consumption goods using only labor. Monopolistically 
competitive retailers buy the intermediate goods from firms and price 
these goods for sale. However, as in Calvo (1983), only a certain proportion 
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of retailers can adjust retail prices subject to the predetermined proba-
bility that a random signal arrives. The restriction on price re-optimization 
introduces nominal rigidities into the model.  

A simplifying assumption is introduced regarding the use of housing. 
Housing in this economy is solely for residential purposes unlike that in 
Iacoviello (2005) and Iacoviello and Neri (2010) where it is used for 
production purposes as well. In these two papers, the production 
technology comprises housing as an input. This simplification makes the 
model consistent with the estimation of the LTV ratio equation in 
Section 3 since data comprising only home mortgages was used for the 
estimation. 15 

 
 
4.1. Patient Households  
 
There is a continuum of identical patient households (savers) denoted 

by P . A representative patient household maximizes a lifetime utility 
function given as below.  

ܧ   ௧ஶߚ
௧ୀ ቈlnܿ௧ + ݆lnℎ௧ െ ሺܮ௧ሻఝ߮ + ߯ ln ቆܯ௧௧ܲ ቇ                                ሺ6ሻ 

 

Consumption ܿ௧, holding of housing ℎ௧ and real money balances ெು   

affect the level of utility positively whereas hours worked ܮ௧  brings 
disutility to households. ߚ refers to the discount factor with 0 <ߚ< 1, j 
and χ denote preference for housing and real money balances 
respectively, and ߮  is related to the elasticity of labor supply. The 
budget constraint faced by patient households when maximizing 
expected utility is given as follows.  
 

                                                 
15  If data on the LTV ratio of business properties were available, this baseline model 

can be expanded to include an entrepreneurial sector. We leave this for future 
research.  



458 Job Creation and Business Investment as Pathways to a Creative Economy  

ܿ௧ + ௧ሺℎ௧ݍ െ ℎ௧ିଵ ሻ + ௧ݏ ൌ ௧ܮ௧ݓ + ܴ௧ିଵݏ௧ିଵߨ௧ + ௧ܨ + ௧ܶ െ Δ ቆܯ௧௧ܲ ቇ                                                                                                         ሺ7ሻ 

 
where ݍ௧  denotes real house prices (ொ ௧ݏ ,(  is real savings, ݓ௧  is real 
wages.  
Patient households consume goods and accumulate housing while 
saving a certain fraction of the total income which comprises labor  

income, real interest income ோషభ௦షభುగ , dividends from the retailers (ܨ௧)  

and transfer from the central bank ( ௧ܶ ).16  Increments in real money 
balances are funded by the various sources of total income.  

 
4.2. Impatient Households  
 
The group of impatient households (borrowers) denoted by B, also 

has unit mass and maximizes the same type of utility function as savers.  
ܧ   ௧ஶߚ

௧ୀ ቈlnܿ௧ + ݆lnℎ௧ െ ሺܮ௧ሻఝ߮ + ߯ ln ቆܯ௧௧ܲ ቇ                                 ሺ8ሻ 

 
However, the discount factor of the impatient households is less than 

that of the patient ones, i.e. ߚ ൏ ߚ . This condition ensures that the 
borrowing constraint for the impatient households binds near the steady 
state with reasonably small shocks.17 The budget constraint is different 
from that of savers only in that impatient households are the borrowing 
entities and pay interest to savers.  

                                                 
16  Nominal interest income from lending ݏ௧  to borrowers at the previous period is ܴ௧ିଵௌషభ . where ௧ܵିଵ is nominal savings equal to ௧ܲିଵௌషభ . Hence nominal interest 

income from lending the savings can be rewritten as ሺܴ௧ିଵ ௧ܲିଵௌషభሻ. Dividing it with 
overall price level ௧ܲ  renders real interest income at the current period ሺܴ௧ିଵௌషభ  ௧ܲିଵሻ/ ௧ܲ. Since ௧ܲିଵ/ ௧ܲ  is the reciprocal of the gross inflation rate ߨ௧ ൌ ௧ܲ/ ௧ܲିଵ, 
the real interest income at the current period is expressed finally as ሺܴ௧ିଵݏ௧ିଵ ሻ/ߨ௧. 

17  Appendix B-1 proves that the borrowing constraint binds at the steady state.  
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ܿ௧ + ௧ሺℎ௧ݍ െ ℎ௧ିଵ ሻ + ܴ௧ିଵܾ௧ିଵߨ௧ ൌ ܾ௧ + ௧ܮ௧ݓ + ௧ܶ െ Δ ቆܯ௧௧ܲ ቇ                                                                                                        ሺ9ሻ 

 
where ܾ௧ refers to the debt owed to patient households.  

Additionally and importantly, the impatient households are subject to 
a borrowing constraint the role of which lies at the heart of propagation 
and amplification of a monetary policy shock in this model. The 
impatient households provide the current housing stock as collateral and 
borrow funds against the expected value of the collateral in the next 
time period. However, mainly because of the uncertainty latent in future 
house prices and borrowers’ ability to repay the debt, the impatient 
households are entitled to borrow only a fraction of the total collateral 
value. To express the constraint,  

 ܾ௧  ݉௧ܧ௧ ቆݍ௧ାଵℎ௧ߨ௧ାଵܴ௧ ቇ                                                                     ሺ10ሻ 

 
This borrowing constraint implies the total amount of real debt 

should be less than a fraction of the discounted expected value of the 
housing provided as collateral.18 ݉௧ is the the LTV ratio with 0 ൏ ݉௧ ൏ 1 
and the multiplicative term ݉௧ܧ௧ሺݍ௧ାଵℎ௧ߨ௧ାଵ/ܴ௧ሻ can be considered as 
the upper bound of the collateral value which lenders can secure in 
redeeming a possible default in the following period. Put differently, 
(1 െ ݉௧) fraction of the collateral value is considered by the lenders as 
the minimum sum of various costs to be incurred by a default such as 
the cost for legal proceedings, foreclosing and reselling collateral.  

Even though ݉௧  is time-varying in practice and determined by the 
patient households in the model with the risk-taking channel to be 
presented later, we assume for the moment it is fixed as ݉ to provide a 
benchmark for measuring the effect of the risk-taking channel. 

                                                 
18   In nominal terms, ܤ௧  ݉௧ܧ௧ ቀொశభோ ቁ , and if both sides are divided by ௧ܲ ,  ݉ݐܧݐ ℎݐ1ܲ+ݐ1ܲ+ݐ1ܲ+ݐܳݐܴݐ 
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Henceforth, I will designate the version of the model with the fixed 
LTV ratio as the baseline model and the LTV-endogenized version as 
the risk-taking model.  

 
4.3. Wholesale Goods Firms  
 
The firms produce wholesale goods ௧ܻ by hiring labor from house-

holds using the following technology in which labor is a unique input.  
 ௧ܻ ൌ  ௧ሻሺଵିఈሻ (11)ܮ௧ሻሺܮሺܣ
 

where A represents total factor productivity and α is the labor income 
share of patient households. Since the main focus of the analysis is put 
on the transmission effects of the shocks to monetary policy and the 
LTV ratio, we ignore technolo-gical shocks and set A=1 for the purpose 
of simplicity. The wholesale firms maximize profit, i.e. revenue of ௧ܻ/ܺ௧ less cost of ݓ௧ܮ௧ +  .௧, as belowܮ௧ݓ

 maxು,ಳ ௧ܻܺ௧ െ ௧ܮ௧ݓ െ  ௧                                                                       ሺ12ሻܮ௧ݓ

 
where ܺ௧ is the markup of final goods over wholesale goods defined by 
a ratio of retail prices to wholesale ones, ௧ܲ/ ௧ܲ௪.  

 
4.4. Retailers  
 
To introduce price rigidities into the model, monopolistic competition 

and Calvo-type price optimization are assumed at the retail level as in 
the standard New Keynesian model. A continuum of retailers of mass 
unity buy wholesale goods from the firms at ௧ܲௐ  and sell them to 
consumers at ௧ܲ. Aggregate final goods index ( ௧ܻி  ) is the integration of 
demand of each retailer, indexed by i, for intermediate goods as follows.  

 

௧ܻி ൌ ቆන ௧ܻሺ݅ሻഄషభഄ ݀݅ଵ
 ቇ ഄഄషభ                                                                       ሺ13ሻ 
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where ε represents the elasticity of substitution among differentiated 
intermediate goods and is over unity (ε > 1). The aggregate price index 
also derives from integration of the individual price index which the 
retailers are facing.  

 

௧ܲ ൌ ቆන ௧ܲሺ݅ሻଵିఌ݀݅ଵ
 ቇ భభషഄ                                                                        ሺ14ሻ 

 
Given these two aggregate indices, retailers maximize the expected 

lifetime utility function under a standard type of budget constraint. The 
maximization yields the following individual demand function for final 
goods which each retailer faces.  

 

௧ܻሺ݅ሻ ൌ ቆ ௧ܲሺ݅ሻ௧ܲ ቇିఌ ௧ܻி                                                                              ሺ15ሻ 

 
Taking the demand function and the wholesale price, ௧ܲ௪, as given, 

each retailer chooses the optimal price ܲሺ݅ሻ௧כ  to maximize the current 
value of the profit made under the condition that the chosen price 
remains effective. However, only a fraction, 1-θ, of retailers receive 
random signals during each period and reset the prices while the 
remaining fraction θ maintains the same price as in the previous period. 
The optimal price can be obtained by solving the following problem.  

 maxሺሻכ  ௧ஶܧߠ
୩ୀ ቊܣ௧, ቆ ௧ܲכሺ݅ሻ௧ܲା െ ܺܺ௧ାቇ ௧ܻାכ ሺ݅ሻቋ ൌ 0                          ሺ16ሻ 

 
where ௧ܻାכ ሺ݅ሻ ൌ ௧ܲכሺ݅ሻ/ ௧ܲାሻିக ௧ܻା  is the demand for each retailer’s  
differentiated goods and ܣ௧, ൌ ሺܿ௧/ܿ௧ାߚ ሻ is the usual stochastic  
discount factor of the patient household. Without price rigidities, θ = 0, 
the first order condition of this maximization problem boils down to the 
condition that the optimal price ܲሺ݅ሻ௧כ needs to be equalized to the real 
marginal cost times the desired markup ܺ ൌ ఌఌିଵ. Retailers rebate profits 
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௧ܨ ൌ ሺ1 െ 1/ܺ௧ሻ ௧ܻ  to patient households. The first order condition of 
the maximization problem is given as below.  
 

௧ܲכ ൌ ܺ   ሺߚߠሻܧ௧ሺ߉௧, ௧ܻାכ ௧ܲାିଵ ሻ∑ ሺߚߠሻ୩ஶ୩ୀ ௧,߉௧ሺܧ ௧ܻାכ ௧ܲାିଵ ሻ൩ ஶ
ୀ ௧ܧ ቆ 1ܺ௧ା ቇ                 ሺ17ሻ 

 
Under the Calvo pricing environment, the aggregate price dynamics 

of the economy is as follows.  
௧ଵିఌߨ  ൌ ߠ + ሺ1 െ ሻߠ ൬ ௧ܲכ௧ܲିଵ൰ଵିఌ                                                             ሺ18ሻ 

 
where ߨ௧  refers to gross inflation షభ . Linearizing the equation (17) 
around the steady state and combining it with (18) above yields the 
standard New Keyensian Phillips Curve (NKPC).19  

 
4.5. Monetary Policy  
 
In order to close the model, the central bank is assumed to determine 

nominal policy rates ܴ௧  in response to the deviations of inflation and 
output from the desired level. The specific type of the Taylor rule is 
given by  

 ܴ௧ ൌ ܴ௧ିଵೃ ቆߨ௧ିଵଵାഏ ൬ ௧ܻିଵܻ ൰ೊ ቇଵିݎݎ ݁௧ோ                                             ሺ19ሻ 

 
where ݎݎ and Y denote the steady-state real interest rate and output 

respectively, and ݁௧ோ  is an independently and identically distributed 
monetary policy shock with zero mean and variance ߪோଶ. The exponent ݎோ represents the degree of inertia in adjusting policy rates in practice.  
  

                                                 
19  A detailed description of the derivation of NKPC is given on pp. 43-49 of Gali 

(2008). 
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4.6. Equilibrium  
 
If the necessary conditions for optimization and a set of market 

clearing conditions are satisfied, the model reaches a unique stationary 
equilibrium in the absence of shocks to the system. 20  The market 
clearing conditions are for the housing market, ܪ ൌ ℎ௧ + ℎ௧, the total 
oupout, ௧ܻ ൌ ܿ௧ + ܿ௧ , and the lending market, ݏ௧ ൌ ܾ௧ . The housing 
stock is assumed to be fixed for simplicity. As stated above, impatient 
households borrow up to the maximum amount savers are willing to 
lend. By linearizing the set of first-order conditions and market-clearing 
ones around the steady state, the baseline model boils down to a system 
of 14 log-linearized equations as presented in Appendix B-3.  

 
 
5. Analysis of Monetary Policy Transmission in  

Baseline Model  
 
5.1. Parameter Values for Calibration  
 
To conduct a qualitative analysis of the monetary policy transmission 

using the baseline model, I choose specific values for parameters based 
mainly on Iacoviello and Neri (2010) and related papers with a similar 
motivation and model structure, for example, Iacoviello (2005), Calza et 
al. (2009) and Gerali et al. (2010). The number of parameters to 
calibrate is 12 and the chosen values of the parameters are listed in 
Table 3.  

The values of the parameters in Table 3 are somewhat different from 
those in other studies. For examples, Gerali et al. (2010) sets the 
impatient households’ discount factor ߚ to be 0.98 and Gali (2008) sets 
the price rigidity parameter θ to be 0.66. However, the differences in 
these parameter values do not substantially affect the quantitative 
aspects of the baseline model analysis. Furthermore, the choice of the 
parameter values specified on Table 3.3 ensures a proper solution to the 
model. Given the prime role of the borrowing constraint, it is worth 

                                                 
20  Appendix B-2 includes the necessary conditions for each sector. 
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elaborating on the level of the long-term average LTV ratio. There have 
been few statistical sources for calculating the long-term average LTV 
ratio which can be considered a steady-state value for the parameter ഥ݉ . 
As there is no consensus on the level of average ݉, researchers have 
used different values for it. Referring to Table 4 in respect of the U.S., 
Monacelli (2008) sets the annual average of the LTV ratio as 0.75 for 
the period 1952-2005, Iacoviello (2005) chooses 0.55, while Iacoviello 
and Neri (2010) use 0.85. For the Euro area, Calza et al. (2009) use 0.7.  

In contrast to the literature mentioned above, I used the quarterly 
LTV data estimated by Duca et al. (2011) for the U.S. in the previous 
section. The average of the quarterly LTV ratio from 1980 Q1 -2008 Q4 
is 0.87 which is close to that in Iacoviello and Neri (2010).  

 
▌ Table 3 ▌  Calibrated Parameters 

Parameter Value Description 

Households   ߚߚ߮
ߙ݆

Price Rigidities           

0.99 
0.95 
1.01 
0.12 
0.64 

 

Patient households' discount factor 
Borrowers' (Impatient households') discount factor 
Labor supply aversion 
Weight on housing in households' utility function 
Labor income share of patient households 
 

ߠܺ 
TFP 

1.05 
0.75 

 

Steady-state gross markup 
Probability of maintaining prices 
ܣ 

Monetary Policy 
1.00 

 
Total Factor Productivity 
ݎగݎோݎ 

LTV ratio 

0.73 
0.27 
0.13 

 

Smoothing parameter of the Taylor rule 
Inflation coefficient of the Taylor rule 
Output gap coefficient of the Taylor rule 
 ݉ 0.87 LTV ratio 
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▌ Table 4 ▌  Average LTV Ratio for Home Mortgage 

Literature  LTV ratio Period Country Data Source 

Calza et al.(2009) 
Iacoviello (2005) 

Iacoviello and Neri (2010)
Monacelli (2007) 

0.701) 
0.55 
0.85 
0.75 

- 
- 

1973-2006
1952-2005

Euro Area
U.S. 
U.S. 
U.S. 

various sources2)  
- 
Finance Board's Monthly Survey 
Federal Housing Finance Board 

Note: 1) Gerali et al. (2010) follows the same value of Calza et al.(2009). 
2) For more details, see the Table 1. on pp. 38 in the paper. 
 
5.2. Impulse Response to Monetary Policy Shock  
 
I will focus on the impulse responses of the main variables of interest 

to a monetary policy shock: consumption, house prices and debt. The 
main task of this analysis is in examining if the risk-taking transmission 
channel of monetary policy generates enhanced effects on the paths of  

 

▌ Figure 7 ▌  Impulse Responses to a Monetary Policy Shock 

 
Note: The y-axis measures percent deviation from the steady state.   
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these variables. Figure 7, in which the time period is one quarter, plots 
impulse responses to an expansionary monetary policy shock, i.e. a 
negative shock to nominal interest rates (ܴ௧). The transmission process 
starts with a decrease in ܴ௧ which reduces the real interest rate by the 
Taylor principle. The sufficient condition for satisfying the Taylor 
principle, as clarified by Bullard and Mitra (2002), is ݎగ  1  in the 
Taylor rule specified above which implies that real interest rates rise 
with an increase in the nominal interest rates.  

Lower level of real interest rates induce households to expand 
consumption. In particular, the interest rate channel exerts a stronger 
influence on the consumption of impatient households than patient ones. 
The assumption that the discount factor of impatient households is lower 
than that of patient households implies the former has an incentive to 
increase current consumption by expanding their borrowing. Another 
transmission mechanism operates through the changes in house prices 
caused by an upward pressure on demand in the housing market. As the 
impatient households spend the additional funds borrowed not only in 
consuming final goods but also in buying houses, housing prices 
increase. In turn, the appreciation in the collateral value increases the 
maximum amount the impatient households can borrow. Owing to this 
so-called equity withdrawal effect, households again can consume more 
than previously. This second channel is an application of the credit cycle 
in Kiyotaki and Moore (1997) to the housing market and analogous to 
the financial accelerator mechanism in Bernanke et al. (1999). These 
two channels, the interest rate channel and house price channel, 
compose the transmission mechanism of monetary policy in Iacoviello 
(2005) and explain why the impatient households’ consumption deviates 
further from the steady state than that of patient households. 21 22 These 
two transmission channels can be illustrated by the following causal 
flows in which hatted variables denote percent deviations from the 
steady state.  

 

                                                 
21  The term house price channel is sometimes termed the collateral channel.  
22  There is one more channel titled the debt deflation channel in Iacoviello(2005).  
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  Interest Rate Channel ז

• Patient Households : ܴ௧ ՝՜ ෞ௧ݎݎ ՝՜ ܿ̂௧ ՛ and ̂ݏ௧ ՝ 

• Impatient Households : ܴ௧ ՝՜ ෞ௧ݎݎ ՝՜ ܾ௧ ՛՜  ܿ̂௧ ՛ 

  House Price Channel: Equity Withdrawal Effect ז 

• Impatient Households  ܴ௧ ՝՜ ෞ௧ݎݎ ՝՜ ܾ௧ ՛՜ ො௧ݍ ՛՜ ܾ௧ ՛՛՜  ܿ̂௧ ՛ 

 
To get an idea of the quantitative influence of the equity withdrawal 

effect, I compare the impulse response of consumption in the baseline 
model with that from the model in which impatient households cannot 
borrow with housing as collateral. Figure 8 juxtaposes the impulse 
responses of consumption to a positive monetary policy shock from the 
baseline model with that of the model without a borrowing constraint. 
As shown in the same figure, the impatient households in the economy 
without equity withdrawal borrow and consume less than they would 
otherwise. This means that a monetary policy shock is amplified 
through borrowing against collateral in the baseline model.  

 
 
6. Effects of Risk-taking Channel in Mortgage Market  
 
In this section, I will examine whether the risk-taking channel in the 

presence of a positive monetary policy shock generates more volatile 
paths of the main variables relative to the baseline model. With this in 
mind, the regression equation for the risk-taking channel estimated in 
Section 3 is incorporated into the baseline model. Endogeneizing the 
LTV ratio also allows us to examine how a shock to this ratio affects the 
whole economy.  
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▌ Figure 8 ▌  Comparison of Impulse Responses of Consumption 

 
Note: The y-axis measures percent deviation from the steady state.  

 
6.1. Monetary Policy Shock  
 
6.1.1. Backward-looking LTV Ratio Decision Rule  
 
The main hypothesis of this analysis is that the risk-taking channel 

intensifies the effects of a monetary policy shock in the baseline model 
since lenders raise their LTV ratio in reaction to the shock. Accordingly, 
impatient households can borrow more than they would otherwise and 
increase their consumption and holding of housing stock. By incorporating 
the benchmark LTV equation into the baseline model, we will examine 
whether the hypothesis can be supported by the risk-taking model. In 
this model, banks reset the level of the LTV ratio in every period on the 
basis of the rule expressed in equation (20), that is, based on short-term 
interest rates and house prices in the previous period.  

 ෝ݉௧ ൌ ଵߛ ෝ݉௧ିଵ + ଶߛ ܴ௧ିଵ + ො௧ିଵݍଷߛ + ݁̂௧   (20)  
 

where ෝ݉ , ܴ and ݍො refer to the deviation of the LTV ratio, interest rates 
and house prices, respectively, from their steady states. ߳௧ refers to an 
exogenous shock to the decision process.23 Low interest rates in the 
                                                 
23  In the model, banks are assumed to deposit and lend funds at the same interest rate 

and not to impose any transaction cost. For the purpose of simplification, savers are 
assumed to act as lenders and banks at once. 
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previous period drive them to take more risk for the reasons state previoiusly. 
To reiterate, these reasons include higher yields from collateralized 
lending than bonds, underestimation of downside risk to house prices, 
expectations of robustness in future house prices, and a belief in the ‘too 
big to fail’ myth.  

Table 6 lists the parameter values of the LTV decision rule above. 
The values are based on the results from the estimation of the regression 
equation (3).  

Figure 9 shows the impulse responses to an unexpected decrease in 
policy rates by 0.5%p.  

 
▌ Table 5 ▌  Parameter Values for Backward-looking LTV Decision Rule 1ߛ 2ߛ 3ߛ

Value for Calibration  0.7 -3.2 0.3 

 
The solid line depicts the results from the risk-taking model while the 

dashed line illustrates the same impulse responses from the baseline 
model as in Figure 7. It is evident that the traditional interest rate and 
house price channels in the risk-taking model generate similar positive 
responses of the variables of interest as the baseline model does. 
However, the risk-taking channel pushes up consumption to a higher 
level during the first year. Specifically, in the risk-taking model, the 
expansionary monetary policy shock induces consumption to deviate 
positively by 6.5% from the steady-state whereas it generates an 
increase of 5.0% in the baseline model. The additional increment in the 
deviation of consumption results from the increase in borrowers’ debt. 
As suggested by our previous discussion about the risk-taking channel, 
lower interest rates lead lenders to forecast higher house prices in the 
future and consequently to under-estimate the risk of collateralized 
lending. Lenders are now willing to provide more funds even if there is 
no change in the collateral value or income level of borrowers.  

The difference in the paths of the economy generated by the baseline 
model and the risk-taking model sheds some light on why central 
bankers failed to forecast the full effects of the long-lasting accommo-
dative policy on the economy. The two traditional channels, i.e., interest 
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rate and collateral channels, might be taken into account in the estimation 
of the future path of the economy. However, missing the causal chain 
between low policy rates and bankers’ lending behavior might lead 
policy makers to underestimate the influence of their decision to 
maintain low interest rates for a prolonged period in the first half of the 
last decade.  

To continue our discussion, two peculiar features of the impulse responses 
of house prices and borrowers’ debt are noted below.  

Firstly, comparing the impulse responses, there exists no difference 
in the two paths of house prices over the first four quarters. This 
indicates that the impact of the risk-taking channel on consumption 
results mainly from the decline in policy rates and a subsequent increase 

 
▌ Figure 9 ▌  Impulse Responses to a Monetary Policy Shock 

 
Note: The y-axis measures percent deviation from the steady state.  
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in debt rather than the increase in house prices in the first four quarters. 
In a sense, this is at odds with the hypothesis of the risk-taking channel. 
In the hypothetical economy, lenders adjust their risk-taking attitude by 
responding to changes not only in policy rates but also in house prices. 
Fluctuations in house prices send strong signals to mortgage lenders 
about how risky collateral will be in the future. The risk-taking model 
presented here fails to reflect the causal chain running from realized 
house prices to lenders’ risk-taking attitude in the first four quarters. 
However, house prices do increase sharply after the first year in the risk 
taking model. This shows that it takes a while for the risk taking channel 
to have its full impacts; nevertheless eventually house prices do increase 
much more with the risk taking channel. This is not inconsistent with 
observations during the recent housing boom.  

Secondly, the impulse response of borrowers’ debt shows no 
response in the first period and then a rapid upturn in the second period. 
This result arises from the assumption that lenders decide their LTV 
ratios on the basis of interest rates and house prices in the previous 
quarter. As seen from Figure 10, the impulse response of the ratio 
reveals an unnatural kink possibly because of the backward-looking 
behavior of lenders. Under this backward-looking decision rule, the 
response of borrowers’ debt to policy change appears to have a more 
volatile path than the other economic variables. To overcome these 
shortcomings, an alternative rule is introduced below.  

 
6.1.2. Forward-looking LTV Ratio Decision Rule  
 
To make the assumption on the behavior of lenders more consistent 

with reality, a forward-looking decision rule of the LTV ratio is 
introduced below. Lenders adjust the LTV ratio on the basis of the 
observed level of policy rates and house prices in the current period and 
also their own expectations of the evolution of these two variables in the 
next period. Another distinction from the backward-looking rule is the 
absence of the lagged LTV ratio itself. The omission of the term implies 
that gradualness in adjusting the LTV ratio is not in the lenders’ interest 
per se.  
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▌ Figure 10 ▌  Impulse Response of LTV Ratio 

 
Note: The y-axis measures percent deviation from the steady state.  

 ෝ݉௧ ൌ ଵߦ ܴ௧ + ො௧ݍଶߦ + ௧ሺܧଵߞ ܴ௧ାଵሻ + ො௧ାଵሻݍ௧ሺܧଶߞ + ݁̂௧ (21) 
 
The parameter values in the forward-looking decision rule are 

obtained by a regression using the same data used in estimating the 
backward-looking equation. The responsiveness to the contemporary 
policy rate is lower than that of the backward-looking rule. The forward-
looking coefficient, i.e., ߞଵ is still lower. This result makes sense in that 
lenders put less weight on their own expectation of policy rates because 
of the uncertainty inherent in forecasting.  

 
▌ Table 6 ▌  Parameter Values for Forward-looking LTV Decision Rule 

 2ߞ 1ߞ 2ߦ 1ߦ 

Value for Calibration  -1.95 0.21 -1.77 0.16 

 
The impulse responses to a shock to monetary policy with a 50bp 

decrease are illustrated in Figure 11. As anticipated, the two risk-taking 
models with a backward-looking rule and forward-looking rule generate 
more volatile paths of the economic variables than the baseline model. 
However, even though the two risk-taking models share the common 
characteristics of the risk-taking channel, the overall economy displays 
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enhanced deviations in the case of the forward-looking rule. In other 
words, a monetary policy shock is amplified more when lenders adjust 
their LTV ratios depending on their forecasts for policy rates and house 
prices rather than on past information on these variables.  

House prices, in particular, show a further deviation from the steady 
state. As lenders expect future policy rates and housing prices will move 
and they use these expectations when deciding the LTV ratio for every 
period, they supply more credit to borrowers. If lenders employed only 
the information in the previous period, their willingness to make loans 
might be less than it would otherwise. As a result of more mortgage 
supply, borrowers can consume more housing and non-residential goods. 
House prices and consumption display more fluctuations. As such, the 
model employing the forward-looking LTV decision rule overcomes the 
shortcomings of the model with the backward-looking rule.  

This result provides a forceful insight into the role of the 
expectations of credit suppliers in the housing market. In retrospect, it is 
acknowledged that the housing bubble in the run-up to the sub-prime 
crisis could not have developed only due to the irrational and myopic 
expectations of housing buyers. One of the main driving forces in the 
housing market at that time was the infinitely elastic credit supply in 
response to the demand for loans. Regarding the behavior of bankers, 
some researchers have raised the possibility that bankers at that time 
were as irrational as home buyers in forming their expectations of future 
housing market situation. The impulse responses generated by the model 
with the forward-looking rule supports this hypothesis. If lenders draw 
on their own expectations in deciding the LTV ratio instead of using the 
realized value of policy rates and housing prices, the economy shows a 
more volatile path than it would otherwise.  

 
6.2. LTV shock  
 
We now turn to what happens to the whole economy if a shock to the 

LTV ratio decision process arrives using the forward-looking decision 
rule introduced above. The shock to the decision process can be a wider 
latitude to adjust downpayment or change the ceiling on the LTV ratio 
which are caused by changes in banking regulations. In the context of 
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risk-taking attitude of lenders, the shock can be interpreted as changes in 
the preference for the risk related to housing-collateralized lending 
which can be caused, for example, by lenders’ optimistic expectation 
about future house prices and economic activities.  

 
▌ Figure 11 ▌  Impulse Responses by Forward-looking LTV Decision Rule 

 
 

Note: The y-axis measures percent deviation from the steady state.  
 
Figure 12 shows the impulse responses to a positive shock to the 

LTV decision process which has the magnitude of one percent deviation 
from the steady-state the LTV ratio. The positive shock implies that 
lenders become more aggressive in expanding housing-collateralized 
loans. After the shock hits the economy, lenders supply more credit  
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▌ Figure 12 ▌  Impulse Responses to LTV Shock 

 
Note: The y-axis measures percent deviation from the steady state. 

 
given a specific level of housing value and borrowers can increase debt 
not only for consumption but also for house purchases. As the first panel 
in the same figure reveals, the shock increases the LTV ratio 
instantaneously by one percent from the baseline, which implies 
heightened credit availability and leads to a corresponding increase in 
borrowers’ debt. The impulse responses of consumption and house 
prices are in line with expectation: total consumption increases by 0.8% 
and house prices rise further 0.05%. The central bank reacts to these 
output and inflation gaps by increasing policy rates. However, since the 
gaps are narrow enough to be bridged by a soft response, the magnitude 
of rate hike is not substantial.  
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As noted above, an LTV shock exerts only limited influence on the 
variables compared with a monetary policy shock. The extent to which 
the variables deviate from the steady state in the presence of an LTV 
shock is quite smaller than when a monetary policy shock hits the 
economy. For example, borrowers’ consumption deviates by only 0.6% 
in response to an LTV shock whereas a monetary policy shock causes it 
to deviate by almost 6% as shown by Figure 11. Similarly, the response 
of housing prices to an LTV shock is less than with a monetary policy 
shock; house prices change by only 0.01% with the LTV shock whereas 
they deviate by 2% in reaction to a monetary shock. These differences 
can be explained by the difference in the channels through which these 
two shocks are transmitted. As elaborated above, monetary policy is 
transmitted through three channels: the interest rate channel, house price 
channel and risk-taking channel. These channels have a long-lasting 
effect on the economy. On the other hand, an LTV shock directly affects 
only the amount of lending by patient households to borrowers. Only a 1% 
deviation of the LTV ratio falls short of exerting strong impact on the 
behavior of economic variables, which is consistent with the reality.  

However, the qualitative property of the simulated paths of 
consumption and house prices are consistent with what we observed in 
certain developed countries during the period before the sub-prime crisis. 
Mortgage lenders enhanced the LTV ratio to 100 percent, in some 
extreme cases, even up to 120 percent, and consequently existing home 
owners could withdraw more equity from their houses. The funds 
borrowed against housing as collateral were spent in purchasing houses 
and consuming other goods. The increased demand for housing pushed 
house prices to an unsustainable level. The loop reiterated itself until 
mortgage related assets, such as mortgage-backed securities (MBS), 
turned non-performing as a result of the housing market crash and the 
functioning of the whole banking sector was then crippled.  

 
 
7. Conclusion  
 
The motivation for the analysis originates from the following queries: 

(i) Why did central banks and most macroeconomists fail to forecast the 
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rapid economic downturn after the sub-prime crisis? (ii) How did the 
prolonged period of low interest rates affect banks’ mortgage supply? 
(iii) Does there exist any unidentified relationship between the 
accommodative monetary policy maintained for a protracted period and 
the devastating aftermath of the financial crisis?  

To answer these questions, a micro-founded model is developed 
which incorporates the hypothesized risk-taking channel of monetary 
policy into a workhorse DSGE model featuring housing-collateralized 
lending and a borrowing constraint. In the model, lenders become 
increasingly aggressive towards risk by increasing the LTV ratio as a 
reaction to a decrease in policy rates. There are two prominent reasons 
for lenders assuming more risk. These include search for yield and the 
tendency to under-estimate risk in housing-collateralized lending in the 
presence of robust growth in collateral value. The specific procedure for 
setting up a DSGE model which mobilizes the risk-taking channel 
underwent two steps. First, two kinds of empirical analysis were 
conducted using U.S. data during the period from 1980 to 2007: (i) a set 
of simple regressions with the LTV ratio as the dependent variable and 
(ii) a VAR model with short-term interest rates, the LTV ratio, and 
house prices as endogenous variables. In turn, the estimated regression 
equation chosen as a benchmark equation merges into the baseline 
model to make the risk-taking channel operative. The overarching aim 
of the risk-taking model is investigating whether the risk-taking channel 
amplifies an expansionary monetary policy shock. Additionally, the 
model enables us to see how the economy behaves in response to a 
shock to the LTV decision process.  

The analysis of impulse responses generated by the risk-taking model 
confirms the hypothesis that with the risk-taking channel, the trajectories 
of consumption and mortgage debt in the model become more volatile. 
If the risk-taking channel operates, an initial monetary policy shock 
produces more significant deviations of consumption and borrowers’ 
debt from the steady state relative to the baseline model. In particular, if 
lenders decide the LTV ratio using their own expectations about the 
future paths of policy rates and house prices, the risk-taking channel 
turns out to have a greater effect on the economy as a whole.  

From the analysis, we can derive several implications for monetary 
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policy implementation and financial regulation. First and foremost, to 
evaluate accurately the influence of monetary policy decisions on 
economic and financial activities, we need to take into account the 
impact generated through the risk-taking channel in addition to the 
impact from the traditional transmission channels. If the effects are not 
given proper consideration, accommodative monetary policy decisions 
can instead destabilise the whole economy since the response of banks 
and households to the easy stance will be underestimated. Secondly, 
regulations on the LTV ratio can contribute to the stability of the 
economy by curbing the aggressive risk-taking behavior at the credit 
supply side. If the risk-taking channel is operating, counter-cyclical 
regulatory interventions in the lending market (by imposing a lower 
ceiling on the LTV ratio) can smooth the paths of financial and real 
economic variables alike.  

For future research, two points are worth mentioning. To capture the 
whole picture of the influence on house prices and the whole economy, 
we need to consider the risk-taking channel on the credit demand side in 
the mortgage market. Secondly, the process of expectation formation 
still remain a “black box” in evaluating, both empirically and 
theoretically, the effects of monetary policy decisions on the housing 
sector. Hence we need to invest more of our resources in identifying and 
estimating the effects produced via the expectation channel.  
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▌ Appendix ▌  

Appendix 1: Proof of the Borrowing Constraint  
Binding at Steady State  

 
The Euler equation derived from the patient households’ optimization 

is given by  
 1ܿ௧ ൌ ௧ܧߚ ቆ ܴ௧ܿ௧ାଵ  ௧ାଵቇߨ

 
and the corresponding steady state is 

 1ܿ ൌ ߚ ܴܿߨ 

 
and as inflation is assumed to be zero at the steady state, namely, ߨ ൌ 1, 

 ܴ ൌ ߚ1                                                                                                        ሺS1ሻ 

 
Turning to the Euler equation for the impatient households,  
 1ܿ௧ ൌ ௧ܧߚ ቆ ܴ௧ܿ௧ାଵ ௧ାଵቇߨ +  ௧ܴ௧ߣ

 
and the corresponding steady state is 

 1ܿ ൌ ߚ ܴܿߨ +   ሺS2ሻ                                                                                   ܴߣ
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Substituting (S1) into (S2) and arranging the terms about λ yields  
ߣ  ൌ ߚ െ ܿߚ                                                                                              ሺS3ሻ 

 
Since ߚ െ ߚ  0 by assumption, λ is over zero at the steady state. 

As the original ߣ௧  measures the increment in the lifetime utility of 
impatient households accrued by increases in borrowing, there is always 
room for increasing utility as long as λ is positive. Hence impatient 
households borrow to the upper limit of the borrowing constraint.  

 
 
Appendix 2: Necessary Equilibrium Conditions  
 
1. Patient Households as Lenders  
 1ܿ௧ ൌ ௧ܧߚ ቆ ܴ௧ܿ௧ାଵ ௧ݓ ௧ାଵቇ                                                                         ሺN1ሻߨ ൌ ܿ௧ሺܮ௧ሻఎିଵ                                                                                    ሺN2ሻ ݍ௧ܿ௧ ൌ ℎ݆௧ + ௧ܧߚ ቆݍ௧ାଵܿ௧ାଵ ቇ                                                                       ሺN3ሻ ݉௧ ൌ ݉௧ିଵఘ ሺܴ௧ିଵఘೃ ܴ௧ିଵఘ ሻଵିఘ݁௧                                                                ሺN4ሻ 

 

2. Impatient Households  
 1ܿ௧ ൌ ௧ܧߚ ቆ ܴ௧ܿ௧ାଵ ௧ାଵቇߨ + ௧ݓ ௧ܴ௧                                                            ሺN5ሻߣ ൌ ܿ௧ሺܮ௧ሻఎିଵ                                                                                    ሺN6ሻ ݍ௧ܿ௧ ൌ ℎ݆௧ + ௧ܧ ቆߚ ௧ܿ௧ݍ + ݉௧ߣ௧ݍ௧ାଵߨ௧ାଵቇ                                         ሺN7ሻ 
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ܿ௧ + ௧ሺℎ௧ݍ െ ℎ௧ିଵ ሻ + ܴ௧ିଵܾ௧ିଵߨ௧ ൌ ܾ௧ + ௧ܹܮ௧ + ௧ܶ 

     െΔ ቆܯ௧௧ܲ ቇ                                                                                             ሺN8ሻ 

ܾ௧ ൌ ݉௧ܧ௧ ቆݍ௧ାଵℎ௧ߨ௧ାଵܴ௧ ቇ                                                                    ሺN9ሻ 

 

3. Firms  
௧ݓ  ൌ ߙ ௧ܻܺ௧ܮ௧                                                                                          ሺN10ሻ ݓ௧ ൌ ሺ1 െ ሻߙ ௧ܻܺ௧ܮ௧                                                                              ሺN11ሻ ௧ܻܺ௧ ൌ ௧ܮ௧ݓ +  ௧                                                                             ሺN12ሻܮ௧ݓ

 
4. Retailers  
 

௧ܲכ ൌ ܺ   ሺߚߠሻܧ௧ሺΛ௧ ௧ܻାכ ௧ܲାିଵ ሻ∑ ሺߚߠሻ୩ஶ୩ୀ ௧ሺΛ௧ܧ ௧ܻାכ ௧ܲାିଵ ሻ൩ ஶ
ୀ ௧ܧ ቆ 1ܺ௧ା ቇ               

௧ܲ ൌ ሾߠ ௧ܲିଵఌ + ሺ1 െ ሻሺߠ ௧ܲכሻଵିఌሿ భభషഄ                                                  ሺN13ሻ 
 

5. Central Bank  
 ܴ௧ ൌ ሾܴ௧ିଵሿೃ ቈߨ௧ିଵଵାഏ ൬ ௧ܻିଵܻ ൰ೊ ଵିೃݎݎ ݁௧ோ                                    ሺN14ሻ 

 
6. Market Clearance 
 ܿ௧ + ܿ௧ ൌ ௧ܻ                                                                                          (N17) ℎ௧+ℎ௧ ൌ ௧ݏ (N18)                                                                                           ܪ ൌ ܾ௧                                                                                                  (N19) 
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Appendix 3: Log-linearized Conditions  
 
1. Patient Households as Lenders  
 ܿ̂௧ ൌ ௧ܿ̂௧ାଵܧ െ ො௧ݍ ෞ௧                                                                                   ሺL1ሻݎݎ ൌ ො௧ାଵሻݍ௧ሺܧߚ + ℎ௧ߡ + ܿ̂௧ െ ௧ሺܿ̂௧ାଵܧߚ ሻ where     ߡ ൌ ሺ1 െ ሻߚ ℎℎ                                                                                   ሺL2ሻ ෝ݉௧ ൌ ߩ ෝ݉௧ିଵ + ሺ1 െ ோߩሻ൫ߩ ܴ௧ିଵ +  ො௧ିଵ൯݁̂௧                         ሺL3ሻݍߩ

 
2. Impatient Households  
ො௧ݍ  ൌ ሺ1 െ ሻܿ̂௧ߚ݉ െ ሺ1ߚ െ ݉ሻܧ௧ܿ̂௧ାଵ + ሾߚ + ݉ሺߚ െ  ሻሿߚ
ො௧ାଵݍ௧ܧ        + ݉ሺߚ െ ሻߚ ෝ݉௧ െ ෞ௧ݎݎߚ݉ െ ಳ ಳ ℎ௧                    ሺL4ሻ ܿܿ̂௧ ൌ െݍℎΔℎ௧ െ ܴܾ൫ ܴ௧ିଵ + ܾ௧ିଵ െ ௧൯+ܾߨ ܾ௧ + ሺ1 െ ሻߙ ܻܺ ൫ ܻ௧ െ ܺ௧൯                                                                                ሺL5ሻ ܾ௧ ൌ ෝ݉௧ + ො௧ାଵݍ௧ܧ + ℎ௧ െ  ෞ௧                                                             ሺL6ሻݎݎ

 
3. Aggregate Supply  
 ܻ௧ ൌ ܺ௧ + ௧ܮߟ + ܿ̂௧                                                                                ሺL7ሻ ܻ௧ ൌ ܺ௧ + ௧ܮߟ + ܿ̂௧                                                                               ሺL8ሻ ܻ௧ ൌ ௧ܮߙ + ሺ1 െ  ௧                                                                           ሺL9ሻܮሻߙ

 
4. Inflation Dynamics: New Keyensian Phillips Curve  
ො௧ߨ  ൌ ߨ௧ܧߚ ௧ାଵ െ ߢ ܺ௧ Where  ߢ ൌ ሺ1 െ ሻሺ1ߠ െ ߠሻߠߚ                                                        ሺL10ሻ 
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5. Central Bank  
 ܴ௧ ൌ ோݎ ܴ௧ିଵ + ሺ1 െ ோሻൣሺ1ݎ + ො௧ିଵߨగሻݎ + ݎ ܻ௧ିଵ൧          +ݎோ ܴ௧ିଵ + ݁̂௧ோ                                                                              ሺL11ሻ 

 
6. Equilibrium in Goods, Housing and Lending Markets  
 ܻ௧ ൌ ܿܿ+ܿ ܿ̂௧ + ܿܿ+ܿ ܿ̂௧                                                              ሺL12ሻ 0 ൌ ℎℎ௧ + ℎℎ௧                                                                                ሺL13ሻ ̂ݏ௧ ൌ ܾ௧                                                                                                  ሺL14ሻ 
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Enhancing the Link between Higher Education and 

Employment 
 
 

by 
Kye Woo Lee 
(KDI School)* 
Miyeon Chung 

(Hyupseong University) 
 
 
Abstract  
 
This study aims to improve the efficiency of fiscal assistance 

programs for higher education by investigating variables that influence 
college graduates' employment rates. An empirical analysis of 2010-
2011 higher education statistics shows that two variables — educational 
expenditure per student and the number of students per full-time faculty 
member — consistently and significantly affect college graduates' 
employment rates, even after location and type of school are controlled. 
Although scholarship rates also affect employment rates positively, the 
number of students per industry-academe liaison officer do not have a 
statistically significant effect. Moreover, as educational expenditure per 
student or the student/faculty ratio increases beyond a certain level, 
graduate employment improves at an increasing rate. The two variables 
also affect the employment rate interactively. At a relatively higher level 
of per-student expenditure, employment rates increase even as the 
student/faculty ratio rises. However, at a relatively lower level of per-
student expenditure, employment rates decline as the student/faculty 
ratio rises.   
                                                 
* Corresponding author 
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The policy implication is that fiscal assistance programs for higher 
education should accord a much greater weight to these key variables 
when selecting and assessing institutional recipients. 

 
 
1. Introduction   
 
This study aims to improve the efficiency of fiscal assistance 

programs for higher education with the goal of raising college graduates’ 
employment rates. The low employment rate of college graduates is a 
world-wide phenomenon, and many governments have responded by 
trying to enhance macroeconomic growth rates, labor market flexibility, 
and higher-education quality.  

The Korean government has also tackled the problem with a series of 
fiscal assistance programs for higher education institutions. However, 
despite a steady increase in fiscal support, graduate employment rates 
have remained stagnant, barely exceeding 50%. Since the enactment of 
Korea’s Higher Education Law of 1997, government fiscal assistance 
has reached almost 10% of total education expenditures or \5 trillion 
(Ahn 2010). Furthermore, due to fiscal constraints, the level of fiscal 
support for higher education as a percentage of total educational 
expenditures stands only at 73% of the OECD member countries’ average. 
Under the circumstances, Korea should improve the efficiency of the 
fiscal assistance programs for higher education.  

Understanding what determines graduates’ employment rates is 
essential to this goal, but literature on these determining factors is sparse, 
and a rigorous analysis of the links between institutional fiscal assis-
tance and employment has not been carried out.  

Existing fiscal assistance programs have used sets of educational 
indicators to select and assess the colleges involved in the fiscal 
assistance programs (Table 1); this practice incentivizes schools to 
prioritize those criteria. As a result, higher education quality is in fact 
managed around these indicators without knowing their effectiveness. 
Ideally, college education should be assessed based on output indicators, 
such as the employment rate. However, the current assessment practice  
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includes both educational output and input indicators with some 
intuitive or arbitrary weights assigned to them and without a clear 
understanding of the theoretical and practical relationship between the 
input and output indicators.  

Therefore, it is critical to define the causal relationship between the 
educational management indicators as inputs and the employment rate 
as an output. However, no critical analyses have yet been made on 
whether such a relationship exists between these management indicators 
and graduate employment rates. In the absence of such studies, political 
proposals to help students, such as halving college fees and tuition, 
expanding the number of university-industry liaison professors to 
balance the demand for and supply of college graduates, or establishing 
a system of assessing college students’ capacity, launching entrepreneurship 
education, lack an empirical basis (Joo 2014, Oh 2014). 

In order to ensure the effectiveness of the fiscal assistance programs 
for higher education, the selection and assessment of participating 
colleges should be made on the basis of the essential educational 
management indicators that would efficiently raise education quality 
and college graduates’ employment rates. 

Accordingly, this study will analyze the determinants of college 
graduates’ employment rates, not at an individual student level, but at 
the higher educational institution level, utilizing the educational 
management indicators actually used in Korean fiscal assistance 
programs.  

This study consists of the following sections. Section 2 of this study 
will review earlier studies on educational productivity and examine 
Korea’s fiscal assistance programs for higher education and related 
studies. Section 3 will explain how the methodology and data of this 
study can overcome the limitations of earlier studies. Section 4 will 
discuss the results of the empirical analysis, and the last section will 
summarize the analysis and explain the policy implications for 
enhancing college graduates’ employment rates. 
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2. Review of Literature and Fiscal Assistance Progams 
 
2.1. Literature on Educational Productivity 
 
The conceptual approach to the relationship between higher 

education inputs and outputs began with the theory of educational 
production functions. This economic approach regards schools as sites 
where various educational resources interact to produce educational 
outputs. Under this model, if educational investment is efficient, 
productivity will be high, resulting in a high level of educational quality 
(Ban 1994). 

Investigating scholars differ on the nature of educational inputs. 
Hanushek (1989, 1995) divides educational inputs into 7 groups: 
student-teacher ratio, teacher educational level, teacher experience level, 
teacher compensation level, per-student educational expense, school 
management, and school facilities. U.S. educational sociologist Coleman 
(1996) classifies educational inputs as school-related factors, peer 
groups, individual cognitive ability, and family background factors. 
Hadderman (1998) uses six educational inputs: per-student educational 
expenses, student-teacher ratio, teacher educational level, teacher 
compensation level, school facilities, and school management.  

Scholars also differ on educational outputs. In general, educational 
achievement level is used in many educational production function 
analyses. However, studies that use the employment rate as the 
educational output are few. Many U.S. studies have used the graduation 
rate as the educational output at different levels of education. 

In Korea, there have not been many empirical studies that analyze 
the relationship between educational input and output indicators at the 
college level. Moreover, very few studies have analyzed college 
graduates’ employment rates as an educational output, as the amount of 
educational input and output data has been insufficient for meaningful 
analyses. For example, Ban (1998) estimates the rate of return to higher 
education as an educational output by using such financial inputs as 
scholarship recipients and per-student educational expenses. Jun and 
Min (2009) also analyze the rate of return to higher education by using 
such financial inputs as instructors and school facilities. They find that 
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as the student-teacher ratio declines, the school facility size increases, 
and the return to educational investment increases.  

The launch of the College Information Opening System (2008) 
enabled scholars to evaluate educational outputs more rigorously, 
especially the employment rate. Choi (2008), for example, analyzes 
variations in college employment rates by using such financial input 
indicators as scholarship recipient rates and tuition dependency rates, 
and such personnel input indicators as instructional hours at both 
individual and college levels. The study finds that the scholarship 
recipient rate consistently influences the employment rate positively, 
and private universities show higher employment rates than public 
universities. However, this study uses only one-year data and does not 
cover such important educational management inputs as per-student 
expense, student-teacher ratio, and student to industry-academe 
cooperation professor ratio, and their influence on the employment rate.  

Jang (2004) also studies educational inputs in relation to college 
graduates’ employment rate. This study shows that increases in the 
student-teacher ratio have negative effects on the employment rate, and 
recommends more investment in the teaching force and imposing an 
upper limit on the student-teacher ratio. The study also argues that per-
student educational expenses should be divided into personnel and non-
personnel expenses, and that personnel expenses have statistically 
positive effects on the employment rate, while non-personnel expenses, 
especially school facility expenses, tend to reduce personnel expenses 
and affect the employment rate negatively in the short run. In the long 
run, however, investment in school facilities helps improve the quality 
of educational services and in turn enhances the employment rate. 
Therefore, this study fails to establish a clear-cut priority for educational 
investment.  

 
2.2. Fiscal Assistance Programs 
 
From the mid-1990s to the beginning of the 2000s, the Korean 

government provided fiscal assistance to improve the quality of all 
higher educational institutions. Since 2004, however, the government 
ceased to provide general fiscal assistance and instead has offered  
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▌ Table 2 ▌  Selective Fiscal Assistance Programs    

Programs Objective Period Budget
Client 

Colleges/ 
Univ 

Features
Core Assessment 

Indicators 

Brain Korea 
21(BK21) 

Fostering 
research 
capacity 

2006~
2012 

\1.5T Research 
Univ. 

 Student-teacher ratio 
Full-time teacher ratio 
70%  or higher faculty 
participation 

Educational 
Capacity 
Strengthening 
(PEUEC) 

Strengthen 
colleges’ 
educational 
capacity 

2008~
Present

\296B
All higher 
education 
institutes 

Selective 
focus; 
formula 
funding 

Employment rate 
Enrollment rate 
Full-time faculty rate 
Scholarship rate 
Per-student educational 
expense 

World-Class 
University 
(WCU) 

Fostering 
world-class 
colleges 

2008~
13 

\625B
Research-
oriented 
colleges 

 

Research records 
Panel review 
Overseas peer review 
Overall assessment 

Restructurin
g Higher 
Educational 
Institutions 

Restructure 
and improve 
quality 

2005~
present

\321B
All higher 
educational 
institutions

Formula 
funding 

Employment rate 
Enrollment rate 
Full-time faculty ratio 
Educational expenses 
and tuition ratio 

Balanced 
Regional 
Developmen
t Program 

Fostering 
provincial 
colleges’ 
competitiveness

2009~ 
present

\621B
Provincial 
colleges 

Formula 
funding 

Employment rate 
Enrollment rate 
Full-time faculty ratio 
Scholarship rate 
Per-student educational 
expense 

Leaders in 
Industry-
University 
Cooperation 
(LINC) 

Fostering 
LINC colleges

2012~ 
present

\170 B
(\552B, 
including 
on-going 
program)

Industry-
university 
centered 
institutions

Integrate 
existing 
programs of 
similar 
nature 

Employment rate 
Patent applications per 
faculty member 
Ratio of faculty members 
with practice experience 
Industry-university 
cooperation officers 
Per-faculty research 
projects and funds 
Per-faculty technology 
transfer contracts 
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▌ Table 2 ▌  (Continue) 

Programs Objective Period Budget
Client 

Colleges/ 
Univ 

Features
Core Assessment 

Indicators 

New 
University for 
Regional 
Innovation 
(NURI) 

Regional 
development 
through 
growth of 
provincial 
universities 
 

2004~
08 

\1.2T

Industry-
University 
Cooperation 
centered 
colleges 

Predecesso
r of the 
LINC 
Program 

Full-time faculty rate 
Enrollment rate 
Employment rate 
Curriculum development 
records 
Industry-University 
cooperation records 

Source: Ministry of Education 

 
selective and concentrated fiscal assistance through monitoring and 
evaluation of higher educational institutions. In particular, the 
government established a college/university evaluation system covering 
both achievement and accreditation evaluation aspects. For example, the 
colleges/universities participating in the Educational Capacity Streng-
thening Program are selected and provided additional fiscal assistance 
on the basis of the evaluation results. The incentive system based on the 
evaluation formula naturally promotes competition among higher 
educational institutions. The selective fiscal assistance programs that 
have been carried out to date are summarized in Table 2. 

Despite the varied name, these fiscal assistance programs have all 
pursued the improvement in the quality and competiveness of higher 
educational institutions, which can be ultimately assessed and measured 
by graduate employment rates. However, many of them do not include 
graduate employment rates as an eligibility, appraisal, monitoring or 
evaluation indicator. Even when the graduate employment rate is used 
explicitly as an indicator for selection and monitoring indicator, other 
indicators are also used simultaneously, and some arbitrary weights are 
assigned to them without any theoretical and empirical basis. Among 
the fiscal assistance programs listed above, the NURI and PEUEC are 
selected for a detailed review of their characteristics and evaluation 
studies since these programs include college graduates’ employment 
rates as an indicator of monitoring and evaluation. 

 



 CHAPTER 10  Enhancing the Link between Higher Education and Employment 495 

2.2.1. The New University for Regional Innovation (NURI) 
 
The NURI fiscal assistance program aims to achieve regional 

development by promoting enterprise-college cooperation and professional 
human resources development. During 2004-2008, a total of \1.24 
trillion was invested outside the Seoul Metropolitan area. The program 
fund was distributed to colleges in 13 regions selected on the basis of 
enrollment rate, which must be at least 60% of the authorized capacity 
for a college alone, and above 90% for a group of participating colleges. 
In addition, participating colleges must satisfy required and elective 
achievement indicators. The required achievement indicators are: faculty 
recruitment rate, student enrollment rate, and graduate employment rate. 
The elective achievement indicators are: human development, exchange 
among participating colleges, industry-academe cooperation, employment 
promotion, employment rate, scholarship, etc. It is questionable whether 
these indicators represent achievement (outputs) or management (inputs) 
by nature. 

Among the NURI evaluation reports, Jung (2008) regards the graduate 
employment rate as the core achievement indicator and finds NURI had 
a positive impact on that rate. Ryu et al. (2010) compare the participating 
colleges and non-participating colleges, using the difference-in-difference 
approach, and find that colleges selected for the NURI program on 
average show a considerably higher employment rate than the control 
group. The study also reveals relationships between the employment 
rate and the educational management indicators. For example, while the 
per-student NURI assistance amount exerts a positive effect on the 
employment rate, the per-instructor assistance amount shows insignificant 
effects, indicating it would be desirable to increase NURI assistance for 
individual students rather than for instructors. The study also indicates 
that the type of college also affects the employment rate, i.e., private 
colleges achieved higher employment rates. 
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2.2.2. The Program for Enhancing Universities' Educational   
Competency (PEUEC) 

 
The PEUEC program was launched in 2008 to strengthen the 

educational capacity and competiveness of colleges/universities. While 
earlier fiscal assistance programs were based on college/university 
applications, this program selected recipients based on an educational 
capacity assessment formula and provided fiscal assistance in a 
discriminatory manner, thus inducing schools to improve competitively. 
The capacity assessment formula is a set of quantitatively measurable 
educational achievement and management indicators that have been 
refined over time. A special feature of the formula is that almost all 
educational management indicators are weighted equally. This means 
that each indicator affects the achievement indicator equally, an 
assumption or policy that needs to be tested with empirical analysis. 
Another feature is that the achievement indicators comprise two 
quantitative and qualitative indicators: the ratio of enrollment to 
authorized capacity and the graduate employment rate. However, it is 
questionable whether the enrollment ratio is an achievement indicator. 

 

▌ Table 3 ▌  PEUEC Indicators (2011) 

Achievement 
Indicators Management Indicators 

Total 
Employm
ent Rate 

Enrollment
Ratio 

Internation
alization 

Index 

Full-
time 

Faculty 
Ratio

Management of 
Curriculum and

Academic 
Affairs 

Per-student 
Educational 
Expenditure

Scholarship 
Rate 

Educational 
Expense 
Ratio to 

Total Tuition

Admission 
Test 

 Index 

20% 20% 5% 10% 10% 10% 10% 10% 5% 100% 
Source: Hong (2012) 

 
Park (2010) analyzes the impact of the PEUEC on the educational 

achievement and management indicators. The average graduate 
employment rates of participating universities improved more than those 
of non-participating universities when compared before (2007) and after 
(2008) the program’s implementation. The study also shows that the 
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participating universities experienced improvement in such indicators as 
the enrollment ratio, full-time faculty ratio, and scholarship ratio when 
compared with the year before the program. Participating universities 
also spent twice as much on per-student educational expenses as non-
participating schools. However, the impact evaluation requires a more 
rigorous and scientific comparison between participating and non-
participating universities over the time before and after the program’s 
implementation.  

In sum, the previous studies have weaknesses. First, although 
existing studies have confirmed positive impacts of fiscal assistance 
programs on the employment rate, they do not shed light on the causal 
relationship between educational management indicators that would 
affect the employment rate and the employment rate itself. Consequently, 
the studies do not confirm whether improving the educational manage-
ment indicators is necessary. Moreover, the studies do not clarify 
whether educational management indicators have equal effects on the 
employment rate. 

Second, although previous studies cover the impact of fiscal assistance 
programs on some educational management indicators (e.g. fiscal 
support expenses per student or instructor), their coverage is limited. It 
is necessary to include all the educational management indicators 
involved in the selection, monitoring, and assessment of colleges 
involved in the fiscal assistance program, and whether and to what 
degree these indicators have been influenced by the fiscal assistance 
programs. Moreover, it is too simplistic to assume that individual 
educational indicators would affect the employment rate at the same rate 
and independently. It is possible, for example, that they would affect the 
employment rate at an increasing or decreasing rate (non-linear effects) 
and in interaction with other indicators (interactive effects). Therefore, 
impact evaluation studies should include a squared term and interactive 
terms of various educational indicators. A sound design of the fiscal 
assistance programs should be based on the findings of these empirics.  

Third, existing studies focus on the evaluation of an individual fiscal 
assistance program. However, there have been several fiscal assistance 
programs for higher education at one time. It is more reasonable to 
assume that the several fiscal assistance programs together would have 
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influenced the educational quality and employment rate with a scale 
effect and in interaction with each other. Consequently it is desirable to 
include all fiscal assistance programs in an impact analysis. 

Fourth, previous studies focus on the colleges and universities 
participating in various fiscal assistance programs. However, the 
determinants of employment rates could be different between partici-
pating and non-participating schools, depending on the institutions’ 
characteristics. Therefore, it is desirable to include all higher educational 
institutions in impact evaluation studies.  

This study therefore aims to overcome the weaknesses of existing 
studies and complement their findings. Accordingly, before carrying out 
any impact evaluation study of fiscal assistance programs, this study, 
first, seeks to identify the educational indicators that determine the 
employment rate, which is the critical achievement indicator of the 
fiscal assistance programs. Second, this study includes all educational 
management indicators used in the selection, monitoring, and assessment of 
higher educational institutions involved in fiscal assistance programs 
aimed at enhancing the employment rate. Third, this study covers all 
higher educational institutions and tries to determine whether institutions’ 
characteristics influence the employment rate. Finally, this study 
analyzes the impact of the educational indicators on the employment 
rate, allowing for non-linear and interactive effects of educational 
indicators. The findings of such analyses would help construct sound 
design, implementation and assessment frameworks to improve graduate 
employment rates.   

 
 
3. Method and Data 
 
The estimation model used in this study for the college graduate 

employment rate is specified in the following functional form: 
 ܻ ൌ ܽ  ܾଵݔଵ  ܾଶݔଶ  ܾଷݔଷ  ܾସݔସ  ܾହݔହ  ܾݔ  ܾ7ݔ  ݁     (1) 
 
where 
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Y: college graduate employment rate ܽଵ: constant term ݔଵ: the university type (public or private) ݔଶ: the university location (Seoul metropolitan area or other areas) ݔଷ: the scholarship rate ݔସ: per student educational expense ݔହ: the number of students per full-time faculty member ݔ: the number of students per industry-academe liaison officer ݔ: year (2010 or 2011) ݁: error term 
 
The dependent variable is the college graduate employment rate and 

is defined in the Higher Education Statistics on the basis of health 
insurance system statistics, as follows: 
 
College Graduates’ Employment Rate = Health Insurance System Members based on Employment with Employers Graduates െ ሺfurther education   military service  foreign students  disabledሻ X 100 

 
The independent variables used in this study are selected from the 

list of educational management indicators considered to affect the 
employment rate in the design and study of the fiscal assistance 
programs. The independent variables are grouped into four categories: 
university characteristics, financial indicators, faculty indicators, and 
industry-academe liaison indicators. Each of the independent variables 
is explained in the following table. 

The university characteristics variables are not an indicator included 
in fiscal assistance programs’ assessment formulas. However, many 
fiscal assistance programs in fact consider these characteristics, and 
earlier studies also indicate that the employment rate varies in response 
to the characteristics. Therefore, these dummy variables are included. 
The type dummy variable assigns 0 for public universities and 1 for 
private universities. The location dummy variable assigns 0 for the 
Seoul metropolitan area and 1 for outside areas.   
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▌ Table 4 ▌  Explanations of the Independent Variables 

Group Variable Explanation Programs using 
Indicators 

Characteristics 
Variables  

Type of college 
(Dummy) 

Public=0,  
Private=1 Considered in all fiscal 

assistance programs Location of college 
(Dummy) 

Seoul Metropolitan=0, 
Others =1 

Financial Variables 

Scholarship rate (Total scholarship / Tuition 
and fees) * 100 

PEUEC,  
Structural Adjustment 

Per-student 
educational 
expenditure 

(Net operating expenses +
depreciation) / total 
number of students 

PEUEC, 
Structural Adjustment, 
OECD educational 
statistics 

Faculty-related 
Variables 

Number of students 
per full-time faculty 
member 

Total number of 
students/Total number of 
full-time faculty members

PEUEC, 
OECD educational 
statistics 

Industry-University 
Cooperation Variables

Number of students 
per Industry-University 
Cooperation 
Professors 

Total number of 
Students/Total number of 
Industry-University 
Cooperation Professors 

LINC 

Year Dummy 2010=0, 2011=1 

 
The scholarship rate variable is the ratio between scholarship 

amounts and total tuition and fees. Students consider this variable to 
indicate financial soundness and quality of a university, since most 
scholarships are based on students’ academic achievements. Therefore, 
a higher scholarship rate means a greater proportion of academically 
superior students. Since the employment rate is regarded as a proxy of 
the quality of a university, a positive sign is expected in our estimation.  

Per-student educational expense is a core indicator of the quality of a 
university. Per-student expense is the total educational expenses that a 
university spends on a student in a year and therefore includes expenses 
financed by tuition and fees, as well as contributions made by the 
university, government and other entities. In general, it is assumed that 
higher per-student expense leads to greater educational services for 
students; hence, a higher level of educational quality. Therefore, a 
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positive sign is expected in the estimation of the variable. 
The number of students per full-time faculty member is most often 

used in OECD analyses, together with per-student expenses. The fiscal 
assistance programs adopt the rate of full-time faculty members, which 
means the ratio between the number of full-time faculty members 
recruited and the total number of full-time faculty positions authorized. 
However, since this rate does not indicate how the full-time faculty 
members are actually utilized for education, the number of students per 
full-time faculty member is a better indicator of educational quality. 
Since it is generally understood that reducing the number of students per 
instructor will improve educational quality, a negative sign is expected 
in the estimation.  

The number of students per industry-academe cooperation professors 
has not been used in earlier studies as a determinant of the employment 
rate. However, this indicator is included in the estimation model since it 
is used in the LINC program, which succeeded NURI, and aims to 
enhance the employment rate by increasing relevance of higher 
education to the real world of work. It is expected to show a positive 
sign in the estimation. 

In addition, a year dummy variable is used to see if there is any 
difference in the employment rate between the two years, 2010 and 
2011, when the two-year data are pooled for estimation. 

The data used in this study come from the Higher Education 
Statistics: 2010 and 2011, compiled by the Korea Education Develop-
ment Institute (KEDI). Earlier annual data are not used mainly because 
the employment rate definition changed in 2010. The Higher Education 
Statistics are used since they include educational management indicators 
available from higher educational institutions. 

The total number of Korean higher educational institutions used in 
this study is 259 colleges and universities. Excluded from the Higher 
Education Statistics are micro higher educational institutions, which 
have total enrollments of fewer than 1,000 students, annual intake of 
fewer than 300 students, or only one college. Also excluded are special 
purpose institutions, such as educational, religious, pharmaceutical, and 
medical colleges, and new colleges/universities, which have not yet 
produced any graduates. These institutions are mostly professional 
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colleges and may have extreme values in the employment rate that could 
distort the overall estimation and are in general free from graduate 
employment problems. 

The total number of higher educational institutions classified by type 
and location is as follows: 

 
▌ Table 5 ▌  Higher Educational Institutions Classified by Type and Location 

 
 
4. Analysis Results 
 
4.1. Descriptive Statistics 
 
The summary of statics is as follows: 
 

▌ Table 6 ▌  Descriptive Statistics of the Regression Analysis 

Variable Obs. Mean 
Std. 
Dev. Min Max 

Employment Rate (%) 259 53.69 8.9 22 100 

Type Dummy 259 0.16 0.37 0 1 

Location Dummy 259 0.65 0.48 0 1 
Scholarship Ratio (%) 259 19.17 6.61 7.11 58.82 
Per Student Expense 
(Won ’000) 

259 9,231.54 366.99 5,100.4 33,439.5 

Students per Full- Time 
Faculty 

259 32.87 7.84 10.5 56.6 

Students per Industry 
Cooperation Professor 

259 428.16 880.462 32.8 9,067 

Year_Dummy 259 0.5 0.5 0 1 

 

Type of Colleges 
Location of Colleges 

Total 
Seoul Metro. Area Other Areas 

Private 85 132 217 

Public 6 36 42 

Total 91 168 259 
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▌ Table 6 ▌  (Continue) 

Variable Obs. Mean 
Std. 
Dev. Min Max 

Per Student Expense 
Squared(Won ‘000) 

259 9.86e+07 1.13e+08 2.60e+07 1.12e+09 

Students per Faculty 
Squared 

259 1,141.941 508.49 110.07 3,200.33 

Per Student Expense* 
Students per Faculty 

259 287,524 78,631.63 102,783.4 564,125.4 

 
The average employment rate of all higher educational institutions is 

53.7%, the scholarship rate 19.2%, per-student annual educational 
expense \9,231,540, the number of students per full-time faculty 
member 32.9, and the number of students per industry-academe 
cooperation professor 428 students.  

The employment rate by the type and location of higher educational 
institutions is as follows:  

 
▌ Table 7 ▌   Employment Rates by Type and Location of Higher Educational 

Institutions 

Variable 

2010 2011 

No. of 
Observation

Employment 
Rate 

No. of 
Observation

Employment 
Rate 

Type of 
Colleges 

Public 21 53.0 21 55.3 

Private 108 51.9 109 55.2 

Location of 
Colleges 

Seoul Metropolitan 45 51.1 46 53.8 

Other Areas 84 52.6 84 56.0 

Total/Average 258 52.1 260 55.1 

 
The employment rate was higher in the non-capital city (provincial) 

areas than in the Seoul metropolitan area, which is consistent with 
earlier studies. However, the employment rate was higher among public 
higher educational institutions than private ones, which contradicts the 
findings of earlier studies (Ryu et al. 2010, Choi 2008). 

The OLS estimation of equation (1) shows that the set of the indepen-
dent variables explains the variations in the employment rate by 22%. 
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▌ Table 8 ▌  The Results of the OLS Estimation of Equation (1) 

Dependent Variable College Graduates’ Employment 

Independent Variables  
Model [1] 

(2010~2011) 

Type 
-4.454*** 
(1.517) 

Location 
2.644** 
(1.200) 

Scholarship Rate 
0.214** 
(0.088) 

Per Student Expense 
0.001*** 
(0.000) 

Number of Students per Faculty 
-0.222*** 
(0.081) 

Number of Students per Industry-University 
Cooperation Professor 

-0.001 
(0.001) 

Year 
2.829*** 
(0.984) 

Constant 
49.214*** 
(4.358) 

Adjusted R-square 0.22 
Number of observations 259 

Note: 1) (    ): standard error 
            2) * p<0.1; ** p<0.05; *** p<0.01 

 
As expected, per-student educational expense and the number of 

students per full-time faculty member variables affect the employment 
rate at the one percent level of statistical significance. The employment 
rate rises as per-student educational expense increases and as the 
number of students per full-time faculty member decreases. The 
scholarship rate, as well as the location and type of institutions, and the 
year variables also affect the employment rate at the five percent 
significance level. However, the number of students per industry-
university cooperation professor variable does not produce any 
statistically significant effects. The cause of insignificance is unclear. 
Either the policy of appointing a separate group of industry-university 
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cooperation professors for conducting collaborative training programs 
and internships on site in industry may be unworthy or the number of 
students per industrial cooperation professor may be too many to be 
efficient. 

The independent variables that affects the employment rate at the 
highest level are the scholarship rate and the number of student per full-
time faculty member, followed by per student expense. As the scholarship 
rate rises by 1%, the employment rate increases by 0.21 percentage 
points. Also, as the number of students per faculty member decreases by 
1%, the employment rate increases by 0.22 percentage points. Therefore, 
to increase the employment rate, priority should be given to increasing 
scholarships to students in relation to tuition and fees, decreasing the 
number of students per faculty member, and increasing per-student 
educational expenses.  

 
4.2. Increasing Return and Interactive Effects on  

the Employment Rate 
 
The estimation model adopted in equation (1) assumes that the 

relationship between various inputs and the output (the employment rate) 
are sustained over the whole range of the changes in inputs. However, 
the production function theory in economics shows that as input 
increases, output can increase either at an increasing or decreasing rate. 
Likewise, per-student educational expense and the number of students 
per faculty member may not be linearly related to the employment rate 
over the whole range of the changes in these educational input variables. 
Therefore, to test whether the employment rate changes at a steady, 
increasing, or decreasing rate over the whole range of these input 
variables, a squared value of these two input variables can be added to 
the estimation equation (1). 

The two input variables may also affect the employment rate by 
interacting with each other. For this purpose, an interactive term of the 
two input variables can be added to equation (1). Paek (2000) argues 
that although both human resources and physical resources contribute to 
educational output, they have both complementary and substitute 
relationships in producing educational outputs. The number of students 
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per faculty member is a human resource indicator, while per-student 
educational expense is an indicator that combines both human resources 
and physical resources.  

As discussed earlier, to enhance the employment rate, per-student 
expenses can be increased and/or the number of students per faculty 
member can be decreased. To raise the level of per-student expenses, a 
policy maker should decide whether physical resources (educational 
facilities, equipment or materials, etc.) or human resources (the number 
of instructors or their compensation level, etc.) should be increased. If 
per-student educational expense is raised through increases in the 
number of instructors, the number of students per instructor will decline, 
which will improve the employment rate at an increasing rate. If per-
student educational expense is raised by increasing compensation, the 
number of students per instructor will not change, which will not 
increase the employment rate at an accelerated rate. Therefore, 
depending on the nature of interaction of the two educational input 
variables (per-student expense and the number of students per 
instructor), the effects on the employment rate will be different, and it is 
desirable to add an interactive term of two educational input variables to 
equation (1).  

 
Equation (2) shows the revised estimation model. 
 ܻ ൌ ܽ  ܾଵݔଵ  ܾଶݔଶ  ܾଷݔଷ  ܾସݔସ  ܾହݔହ  ܾݔ  ܾݔ  
       ଼ܾݔସଶ  ܾଽݔହଶ  ܾଵݔସݔହ  ݁        (2) 
 
where  
 ହ: (per student educational expense) x (the number of studentsݔସݔ ହଶ: (the number of students per faculty member)2ݔ  ସଶ: (per student expense)2ݔ 

per faculty member) 
 
The rest of the symbols are defined in the same way as in equation 

(1).  
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The results of the OLS estimation of equation (2) are presented in 
comparison with equation (1), as follows. 

 
▌ Table 9 ▌  Results of the OLS Estimation of Equation (2) with Squared and   

Interactive Terms 

Dependent Variable College Graduates’ Employment Rate 

Independent Variables Model [1] 
(2010~2011) 

Model [2] 
(2010~2011) 

Type 
-4.454*** 
(1.517) 

-4.472*** 
(1.422) 

Location 
2.644** 
(1.200) 

3.649*** 
(1.134) 

Scholarship Rate 
0.214** 
(0.088) 

0.147* 
(0.082) 

Per Student Expense 
0.001*** 
(0.000) 

-0.006*** 
(0.001) 

Number of Students per Faculty 
-0.222*** 
(0.081) 

-2.747*** 
(0.663) 

Number of Students per Industry-
University Cooperation Professor 

-0.001 
(0.001) 

-0.000 
(0.001) 

Year 
2.829*** 
(0.984) 

2.289** 
(0.916) 

Per Student Expense Squared  
6.90e-08*** 

(0.000) 

Number of Students per Faculty 
Squared 

 
0.016** 
(0.007) 

Per Student Expense*Number of 
Students per Faculty 

 
1.75e-04*** 

(0.000) 

Constant 
49.214*** 
(4.358) 

113.929*** 
(16.324) 

Adjusted R-square 0.22 0.34 

Number of observations 259 259 
Note: 1) (   ): standard error 
          2) * p<0.1; ** p<0.05; *** p<0.01 
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The results of the analysis show that R2 increased (∆ܴଶ= 0.12), and 
the squared and interactive terms, which were added to equation (1) are 
significant at the usual significance level, affecting the employment rate 
positively. As in the estimation of equation (1), the university character-
istics (type and location) and the year dummy variables all have a 
statistically significant coefficient. Also, as in equation (1), the number 
of students per industry-university cooperative professor is statistically 
insignificant. Further, as in equation (1), the number of students per 
instructor also has a statistically significant negative sign.  

The only difference is that although per-student educational expense 
has a statistically significant positive sign in equation (1), it has a 
statistically significant negative sign in equation (2). However, it cannot 
be interpreted that per-student expense has a negative relationship with 
the employment rate. This is because the interactive term between per-
student expense and the number of students per instructor and the 
squared per student expense variable has a statistically significant 
positive sign. This means that although per-student expense alone 
cannot affect the employment rate, it affects the employment rate in 
interaction with the number of students per instructor. Therefore, the 
impact of per-student expense cannot be judged by the per-student 
expense variable alone, but by its marginal product ( ܧ ) of the 
employment rate, which can be derived from equation (2) as follows.    

ܧ  ൌ ܾସ  ସݔ2଼ܾ  ܾଵݔହ      (3) 
 
The statistically significant coefficients ଼ܾ  (squared per student 

expense) and ܾଵ (interactive term), and the average value of ݔସ and ݔହ 
can be taken from Table 6 to estimate equation (3). The result is a 
positive value, and therefore the per-student educational expense 
variable has a positive relationship with the employment rate in equation 
(2) as well.  

Among the three added variables, the two squared variables (square 
of per-student expense and square of the number of students per faculty 
member) have a statistically significant positive coefficient. This means 
that per-student expense and the number of students per faculty member 
each brings an increasing return on the employment rate. On the one 
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hand, although per-student expense has a statistically significant 
negative effect on the employment rate, as the level of expense rises, its 
effect on the employment rate increases at a statistically significant 
increasing rate (i.e. it increases non-linearly). On the other hand, as the 
number of students per faculty member increases, the employment rate 
declines. However, if the number of students per faculty member 
increases above a certain level, the employment rate starts rising. The 
negative effects of the high number of students per instructor must have 
been offset by the increases in per-student expense, resulting in the 
positive net effect on the employment rate. Figure 1 shows the 
relationships that per-student education expense and the number of 
students per faculty member have with the employment rate. 

 
▌ Figure 1 ▌  Relationship between per-student expense and the number of students 

per faculty with the employment rate 

 

 

 

 

 

 

The estimation of equation (2) also confirms the existence of the 
interactive effect of two educational input indicators on the employment 
rate. The interactive term of per-student expense and the number of 
students per faculty member has a statistically significant positive 
coefficient. Figure 2 depicts the interactive effects visually. 
  

Employment rate 

Educational expenses per student Number of students per full-time 
 faculty member 

Employment rate 
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▌ Figure 2 ▌  Interactive effects of per-student expense and the number of students 
 per instructor  

 
 
When per-student educational expense is relatively high (\12,800,000 

and higher), even as the number of students per faculty member 
increases, the employment rate keeps increasing. Per-student expense 
must have offset the negative effect of the higher number of students per 
instructor on the employment rate, and the net effect of the interactive 
term on the employment rate is still positive. This indicates that the 
relatively higher per-student expense was achieved not by increasing the 
number of faculty members, but by recruiting better-quality instructors, 
raising faculty compensation, or improving educational facilities and 
equipment.     

When per-student educational expense is relatively low (\5,500,000 
and lower), as the number of students per faculty member increases, the 
employment rate declines. This result can be explained as follows: 
When educational expense is relatively low, it cannot offset the negative 
effects of the increasing student-faculty ratio on the employment rate, 
and consequently the net effect of the interactive term on the 
employment rate is negative. This also indicates that the relatively lower 
per-student expense was achieved by a low investment in quality 
instructors, faculty compensation, educational facility and equipment, or 
mainly by a high number of students per instructor.    
  

Employment rate 

Number of students per full-time faculty member 

High 

Middle

Low 
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5. Conclusion 
 
As higher educational institutions are responsible for fostering the 

high-level human resources needed for national development, almost all 
countries provide fiscal assistance to such institutions to enhance their 
educational quality. The Korean government has focused on the graduate 
employment rate at higher educational institutions as an important 
indicator reflecting educational quality. The need for enhancing the 
higher education quality and therefore the graduate employment rate is 
accentuated by the relatively low employment rates in recent years. 

However, the government has carried out various fiscal assistance 
programs without clearly understanding the determinants of the graduate 
employment rate. Such an understanding, and a creative strategy for 
enhancing the employment rate based on that understanding, are 
prerequisites for sound program design and efficient operation. As 
Korea’s level of assistance for higher education is relatively lower than 
in other OECD countries, efficient design and operation of the fiscal 
assistance programs are essential to ensure good educational outcomes. 

This study empirically analyzes the determinants of the employment 
rate at higher educational institutions based on 2010-2011 data. The 
study results show that the three factors consistently contributing to 
employment rate determination are, besides the scholarship rate, the 
educational expenditure per student and the number of students per full-
time faculty member.  

These variables affect the employment rate significantly even after 
the type and location of higher educational institutions are controlled. 
To check the consistency of their influence on the employment rate, the 
squared variables of per student expenditure and the number of students 
per faculty member are added to the estimation model. The regression 
results show that as the values of these two variables increase, the 
employment rate improves at an increasing rate.  

Also, to check whether these two variables interact and increase their 
influence on the employment rate, an interactive term of these two 
variables is added to the estimation model. The regression results show 
that when the educational expenditure per student is at the relatively 
high level, the employment rate keeps increasing, even as the number of 
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students per faculty member rises. Such phenomena can be explained by 
the theory that the relatively high educational expenditure per student is 
driven not by increases in the number of faculty members, but by 
recruitment of high quality faculty, greater compensation to existing 
faculty, or improvements in educational facilities and equipment. 
Accordingly, the positive effects of the rise in per-student educational 
expenditures on employment rates more than offset the negative effects 
of the increase in the student/faculty ratio on the employment rate, 
resulting in net positive effects. In contrast, when per-student 
educational expenditure is at the relatively low level, the employment 
rate keeps declining, as the number of students per faculty member 
increases. The relatively low educational expenditure per student must 
have been driven initially, not by measures to improve the quality of 
education, but by increases in the number of students per instructor. 

The amount of scholarship vis-à-vis tuition and fees also makes 
positive effects on employment rates. Students on the scholarship must 
have tried hard to maintain the good academic standing, which must 
have led to a relatively higher employment rate. Therefore, universities 
with a higher scholarship rate could achieve better employment rates.   

However, the number of students per industry-academe cooperation 
professor does not affect the employment rate in any statistically 
significant way. The fiscal assistance programs have supported various 
forms of industry-university cooperation (e.g. appointment of cooperation 
professors, conducting on-site training programs in plants, internship, 
and operation of special courses contracted with industry and 
entrepreneurship education, etc.). Either the programs are ineffective or 
the number of cooperation professors may be insufficient.    

On the basis of this study, the following policy recommendations can 
be made for enhancing college graduates’ employment rates through the 
improvement of the quality of higher educational institutions. The 
government has two options. One is to reward those higher educational 
institutions which achieve an absolutely high level of employment rates 
and/or which make good progress in improving employment rates on the 
basis of periodic assessments. An alternative is to play a more pro-active 
role by supporting higher educational institutions to manage the 
educational management indicators that are proven to be effective on the 
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basis of periodic empirical studies, as this study has shown, and monitor 
and evaluate their performance continuously. The essence is to select 
and concentrate on critical indicators. Instead of giving fiscal support 
for a large number of educational management indicators without any 
empirical basis, as has been done to date, priority of fiscal supports 
should be given to the scholarship rate, educational expenditure per 
student and the number of students per full-time faculty member when 
selecting and monitoring educational institutions in the fiscal assistance 
programs. In particular, the government should give greater weights to 
the scholarship rate and educational expenditure per student in selecting 
institutions and monitoring and evaluating their performance. These 
variables raise the employment rate irrespective of the number of 
students per faculty member through the effect of interaction with the 
number of students per instructor, resulting in net positive effects on the 
employment rate. When the educational expense per student is relatively 
high, even the increases in the number of students per faculty member 
will result in rises in educational budgets per student, which will keep 
increasing the employment rate. The current policy of the industry-
university cooperation professors should be reviewed in-depth and be 
improved for a pilot program before launching a massive program. 
Instead of appointing a large group of separate industry-academe 
cooperation professors, the fiscal assistance funds can be used for the 
reorientation of the curriculum toward the demand by industry and the 
improvement in the quality of all existing faculty members and facilities.  

Further investigations should follow up this study. The unit of 
observation in this study is the individual higher educational institution, 
and the available employment data for these institutions distinguish 
neither between the majors of studies, nor between regular and 
temporary workers. Future studies of employment rates should 
distinguish between the two. Also, this study does not utilize a time-
series data set since the definition of the employment rate was modified 
in 2010. Future studies should be conducted on the basis of a panel data, 
which may shed better light on this study’s topic.           
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Abstract  
 
This paper measures the impact of college major on employment and 

earnings. We use a nationally representative dataset from Korea, where 
there is little concern for endogenous major choice due to the nature of 
the college admission system and high school curriculum. We find that 
“Engineering” and “Medicine and Public Health” majors dominate in all 
labor market outcomes, but, different from existing studies of the U.S., 
in South Korea, graduates with an “Education” degree perform better 
than those who majored in “Natural Science or Mathematics.” Finally, 
the large gender disparity in choice of major may account for approxi-
mately 50 percent of the gender gap in labor market outcomes. 

                                                 
* Corresponding author 
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1. Introduction 
 

The impact of college major on earnings has attracted substantial 

attention from economists, sociologists and educational researchers (see 

Hamermesh and Donald, 2008, and Altonji et al, 2012, for overview of 

the literature). College graduates majoring in engineering are consistently 

found to have the highest earnings, usually followed by business and 

science in the United States, and graduates majoring in humanities and 

education earn the least.1 The impact of college major on earnings has 

important implications for the gender gap in labor market outcomes 

because of the large gender disparity in choice of major and the 

disproportionate fraction of women who choose majors with low 

earnings potential for both sexes (e.g., Turner & Bowen, 1999; Joy, 

2003; Gemici & Wiswall, 2013; Goldin, 2014). Despite the extensive 

examination of the relationship between college major and earnings, 

there is a need for additional research on this topic particularly because 

little research in this area accounts for endogenous selection into college 

major (see more in Hamermesh & Donald, 2008; Altonji et al., 2012). A 

few exceptional studies that address endogeneity include Kinsler and 

Pavan (2013), who use a structural model to account for college major 

choice, and Hastings et al. (2013), who apply a regression discontinuity 

approach to Chilean administrative datasets. 

This paper aims to contribute to this literature by examining a setting 

where there is little concern for endogenous major choice. In South 

Korea, high school seniors have to select their college majors when they 

apply to a college, and switching their college major is extremely 

difficult, although they can select a secondary major to study a subject 

of interest. Moreover, in high school, students have virtually no opportunity 

to learn what they could expect from a specific college major in terms of 

course work and career prospects. For example, the Korean Ministry of 

Education tightly regulates the high school curriculum, which leaves no 

discretion to high schools in terms of subjects they would like to provide. 

                                                 

 1  For example, Kinsler and Pavan (2013) report that college graduates with a science 

or business related degree earn up to 25% higher wages than other college graduates 

in the United States. 
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The current high school curriculum does not include career sessions or 

advanced studies that can influence students’ choices of college majors. 

While, in theory, students can gather such information outside the 

formal school system, this is unlikely because the college admission 

system in Korea is extremely competitive and students devote as much 

time and effort as possible into achieving the highest possible score on 

the nationwide academic test. 

Due to these institutional features, we can measure the effect of 

college major on labor market outcomes by regressing the outcomes on 

college major, controlling for students’ characteristics at high school 

and local labor market conditions. We use the dataset from the 

“Graduates Occupational Mobility Survey (GOMS),” a nationally repre-

sentative survey of young adults in Korea who graduated from either a 

2-year or 4-year college program in a given survey year. Our sample 

consists of individuals who graduated from a college in August 2004 to 

February 2008 and includes their outcomes 20 months since the year of 

college graduation and 2 years afterward. We classify college majors 

into 7 groups: Engineering, Humanities, Social Science, Education, 

Natural Science and Mathematics, Medicine and Public Health, Arts and 

Athletics. The labor market outcomes we examine include labor market 

participation, employment status, job quality,2 wages, and wage growth. 

We find that, for young adults in our sample, college major makes 

fairly little impact on labor market participation and employment rate, 

but its impact is significant in terms of earnings and whether a college 

graduate works in a long-term fulltime position or works for a large 

company. For example, upon graduation, an engineering major is 13.4 

percentage points more likely to be a long-term contract worker than a 

humanities major, conditional on nationwide college entrance test score, 

gender, age, survey year, and other characteristics. Conditional on 

having a long-term contract, an engineering major is 17.9 percentage 

points more likely to work for a large firm with 100 or more employees 

than a humanities major. As for earnings, an engineering major earns 20 

                                                 

 2  Specifically, we measure whether a person has a job at a firm whose number of 

employees is greater than 100 individuals and works for a full-time job with long-

term labor contracts (i.e., regular jobs instead of “irregular jobs”). 
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percent more than his/her counterparts who majored in humanities. Such 

gaps between college majors persist 2 years after graduation. In our 

sample, engineering majors are comparable in labor market outcomes to 

those who majored in health-related fields to be trained as medical 

doctors, nurses, pharmacists, physiologists, chiropractors, dental hygienists, 

nutritionists, therapists, and other healthcare providers. They are followed 

by individuals who majored in either social sciences or education, then 

by those who majored in natural sciences or mathematics, in terms of 

having a regular job and earnings. Arts and athletics majors are the 

lowest and humanities majors are the second lowest in terms of labor 

market outcomes. The finding that engineering majors have better labor 

market outcomes than the rest of the majors in our sample is consistent 

with the findings in the literature explained earlier. However, contrary to 

the findings in the U.S., we find that those who majored in natural 

science or mathematics have worse outcomes than those who majored in 

social sciences or education. 

Finally, we examine the effect of college major in explaining the 

gender gap in labor market outcomes. We conduct this analysis because 

South Korea is known for its large gender disparity in labor market 

outcomes; such a gap persists even after gender equality is achieved in 

educational attainment (OECD, 2010)3; and the South Korean govern-

ment has been developing various incentives for firms to hire and 

maintain female employees, which appear to have had limited impact so 

far. Although our sample consists of young adults, almost all of them 

are single and have no children. Women exhibit weaker labor market 

performance than their male counterparts in terms of employment rate, 

having a long-term job, and earnings. For example, 20 months after the 

year of college graduation, women are 2 percentage points less likely to 

                                                 

 3  The gender pay gap in South Korea was about 39 percent, which was 2.6 times larger 

than 15 percent, the average among the 28 OECD countries, followed by Japan, 

which was 21 percent, according to 2010 OECD statistics. It was reported as 29 

percent in Germany and Israel, [this doesn’t seem to make sense: if Germany and 

Israel had 29 percent, wouldn’t they be second-highest, not Japan with 21 percent?] 

and 19 percent in the U.S., Finland, Switzerland, and Austria. In the U.K. and Czech 

Republic, women were paid an average of 18 percent less than men. In contrast, the 

lowest gender pay gap, 6 percent, was in Hungary, Poland, and Spain. 
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be employed, 10 percentage points less likely to work for a large firm 

with a long-term contract, and have 12 percent less earnings than their 

male counterparts. We find that controlling for college major reduces 

these gender gaps by 50 percent. However, college majors account very 

little for the gender gap in wage growth. These findings suggest that 

gender equality in college major choices can significantly reduce the 

gender gap in employment and having a quality job, but not the growth 

rate of earnings. 

Our work proceeds as follows: section 2 presents the institutional 

background and data. Section 3 and Section 4 present the empirical 

framework and the main results, respectively. Section 5 examines the 

sensitivity of our results. Finally, section 6 concludes. 

 

 

2. Institutional Background and Data 
 

2.1. Institutional Background 

 

This section conducts brief overview of the Korean education system, 

focusing on when and how a person chooses his/her college major. At a 

senior year at high school, a student needs to apply for a college as well 

as a major in Korea. Admission outcomes depend on an applicant’s test 

score from the nationwide college entrance exam which is called the 

College Scholastic Ability Test (CSAT), relative academic performance 

at his/her high school, and academic and non-academic performances 

outside his/her school (e.g., award at the Mathematical Olympiad, and 

volunteer work). The format of CSAT managed by the Korea Institute 

of Curriculum and Evaluation is similar to the scholastic assessment test 

(SAT) in the U.S. The test is offered one time per year, typically in 

November. In general, high school graduates take CSAT in the 

beginning of November and receive the result in the end of November. 

They begin to apply for colleges with a specific major in the mid 

December. Those who pass the initial screening process based on 

certain criteria for each college receive an in-person interview or/and an 

essay exam in January. The admission results are announced in the 

beginning of February and admitted students should confirm their 
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intention to enroll in the program by late February. 

The institutional autonomy is constrained in Korea (OECD, 2003). 

The Ministry of Education predetermines the number of seats in 

colleges and universities located within the National Capital Region 

(NCR)4 as well as public universities instead of meeting the demand by 

students. The Ministry of Education also predetermines the number of 

seats in majors in health professions or teaching. Although private 

colleges and universities in local area have autonomy of the number of 

seats in other majors, they still need to submit a proposal for admission 

seats to the Ministry of Education. They can proceed in accordance with 

their plan upon the Ministry of Education’s acceptance (Ministry of 

Education, 2013). 

In Korea, a college has to announce the total number of seats across 

different majors before the college application process begins and the 

policy on how to evaluate applicants in terms of relative weight on each 

of the three categories. The collective evaluation is heavily weighted by 

CAST scores in general although it varies across colleges. A college can 

offer admissions only up to the seats allocated to each major. If an offer 

is turned down, then college can offer admissions to the next best 

applicant. Upon admission, students are technically allowed to change 

their majors or select additional major as their “double” major or 

“minor”. Although some universities allow for change in major, it is 

practically impossible for a student to move to any popular major 

because of high competition and requirements for transfer application. 

To be eligible to change major, students must be in good academic 

standing and have completed one or two continuous academic years in a 

full-time degree program. A written exam or/and a personal interview 

are usually required and the number of permitted students is limited to 

less than 20 percent of each program. Students cannot change their 

major to any majors in teaching or health professions such as nursing, 

medicine, and pharmacy. Besides, the original major mostly matters in 

practice regardless of the double major or minor. Students are supposed 

to spend most of their time in taking classes of the original major while 

                                                 

 4  The NCR is referred to Seoul and surroundings area where the colleges tend to be 

ranked higher than other area colleges. 
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declaring double major or minor requires taking much smaller number 

of courses and moreover, the student’s academic rank for merit-based 

scholarships or fellowships informing how well he/she performed at 

college is determined based on the original major. 

These institutional features imply that choice of college majors in our 

setting is relatively more exogenous in labor outcomes compared to the 

U.S. setting for two reasons. First, students need to make their decisions 

on college major without knowing much of what coursework and job 

opportunity a major has. In Korea, the opportunity of taking advanced 

classes such as honors classes, advanced placement (AP) courses, and 

the international baccalaureate (IB) program courses is not provided; 

high school curriculum is designed to put heavy weight on reading and 

literature, English, and mathematics, and other subjects unrelated to 

CSAT are so briefly taught in class that students do not get much of 

information regarding college majors and careers. Compulsory education 

time for high school averages 29.17 hours per week 5
 that does not 

account for additional time spent in non-compulsory instruction time 

like self-study time after regular school hours and extra classes with 

private tutors and in private educational institutions, so-called hagwon. 

The proportion of the compulsory curriculum is devoted to reading and 

literature, English, and mathematics (38.29%). 

Furthermore, career prospect is in some sense not a first order 

concern when a student chooses a major. For instance, consider a 

student who is good but not great to the point that she can get into some 

unpopular majors at the Seoul National University (SNU), considered 

the top university in Korea but cannot get into the college of medicine6 

at the SNU. Then, her choice will be made between an unpopular major 

at the SNU and the college of medicine at a less prestigious university 

regardless her interests or aptitude. These two factors make differences 

in the choice of college majors that reduce the issue of endogeneity. 

                                                 

 5  Authors’ calculations: 50 minutes per class × 7 classes per days × 5 days per week 

 6  In Korea, the colleges of medicine were comprised of 2-year premedical courses and 

4-year medical program as an undergraduate program unlike the U.S. The new 

medical education system, so-called “4+4” system, 4-year medical program after 

bachelor’s degree awarded, was introduced since 2006 but decided to abolish from 

2015. 
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Thus, we do not address the causes of the ability sorting across majors. 

 

2.2. Data and Summary Statistics 

 

This study relies on two data sources. One is the Graduates Occupational 

Mobility Survey (GOMS), a nationally representative survey of young 

adults in Korea who graduated from either a 2-year or 4-year college 

program. The GOMS is a short-term panel that contacts survey 

participants after 2 years for follow-up. The data includes demographic 

information of individuals and their labor market outcomes 20 months 

after the college graduation and 2 years from the initial survey. Our 

sample consists of three waves of GOMS from 2005, 2007, and 2008. 

The 2005 GOMS includes individuals who graduated from a college in 

August, 2004 or February, 2005 and it surveys their initial labor market 

outcomes in 2005 and then conducts the follow-up survey after 2 years 

in 2007. 7
 Note that the 2006 GOMS does not exist because of 

reconstructing the survey design in 2007 and the 2008 GOMS is the 

latest wave available to the public. 85.1 percent in the 2005 GOMS, 

81.6 percent in the 2007 GOMS, and 85.0 percent in the 2008 GOMS 

survey participants re-participated in the follow-up survey. We narrow 

our sample only to 4-year college graduates (66.81 percent of the survey 

participants) for two reasons. First, for 4-year colleges, we have reliable 

information of their quality of students measured at the admission. 

Therefore, we will use that information to control for students’ 

underlying cognitive ability that can affect students’ major choice. 

Second, 2-year colleges in Korea are vocational schools typically tied to 

certain firms where they send their graduates to work, and vocational 

and 4-year colleges are not comparable to each other even if they 

provide the same major. By combining the initial and follow-up data, 

we conduct analysis of the dynamic effect of gender gap in the labor 

market outcomes in terms of employment status, wage level and growth 

as well as job mobility. 

                                                 

 7  In Korea, the academic year begins in March and continues through December. An 

academic year had two regular semesters of spring and fall so that students graduate 

in February. 
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The second data source is the reports of college rankings from 2006 

to 2013, which informs the minimum academic qualification for 

students to get an offer from a specific major in a college. There is no 

formal document informing college rankings based on CSAT scores but 

informal reports analyzed by large-scale hagwons with reputable brand 

name are distributed to help students applying to college. There reports 

suggest estimated cutoff points for admission based on CSAT score 

distribution in prior year. Three variables are available to identify CSAT 

proxies in GOMS: the regions where college is located, school types 

informing whether college is private or national/public, and school 

characteristics informing whether college is regular or a college of 

education8
. Using 2006 data, we construct the index for mean rankings

9
 

over dummies for regions, school types, and school characteristics and  

 

▌ Table 1 ▌  Summary Statistics 

Region (%) Found (%) School (%) 

- Seoul 20.62

- Busan  6.70

- Daegu 1.55

- Incheon  3.61

- Gwangju  3.61

- Daejeon  4.12

- Ulsan  0.52

- Gyeonggi Privince  13.92

- Gangwon Privince  5.15

- North Chungcheong Privince 5.15

- South Chungcheong Province 9.79

- North Jeolla Province 4.64

- South Jeolla Province 5.15

- North Gyeongsang Province 9.79

- South Gyeongsang Province 4.12

- Jeju Province  1.55

- Private  80.93

- National/Public  19.07

- Regular  94.33 

- Colleges of Education  5.67 

  

                                                 

 8  There are 11 colleges of education where provide specifically public elementary 

school teacher training programs. These colleges are government-run institutions. 

 9  A sorting algorithm is implemented by ranking them from the highest number to the 

lowest for a given year. The higher number means the higher ranked-institution. 
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▌ Table 2 ▌  CSAT Proxies 

Rank 2006  

Private 

 

University of Education 

 

Region (Reference to Seoul) 

- Busan 

 

- Daegu 

 

- Incheon 

 

- Gwangju 

 

- Daejeon 

 

- Ulsan 

 

- Gyeonggi Privince 

 

- Gangwon Privince 

 

- North Chungcheong Privince 

 

- South Chungcheong Province 

 

- North Jeolla Province 

 

- South Jeolla Province 

 

- North Gyeongsang Province 

 

- South Gyeongsang Province 

 

- Jeju-do 

 

R-square 

-42.784*** 

(9.169) 

63.212*** 

(14.899) 

 

-65.979*** 

(13.164) 

-50.921* 

(24.763) 

-17.058 

(16.679) 

-90.058*** 

(16.679) 

-50.634** 

(15.680) 

-52.661 

(40.950) 

-45.513*** 

(10.092) 

-85.317*** 

(14.415) 

-67.817*** 

(14.415) 

-69.702*** 

(11.274) 

-87.724*** 

(15.067) 

-101.974*** 

(14.646) 

-95.638*** 

(11.282) 

-82.731*** 

(15.852) 

-84.921*** 

(24.763) 

0.527 

No. of observations 194 

Notes: OLS regression model. The asterisks *, **, and *** indicate statistical significance at the 10%, 5%, and 

1% levels, respectively. 
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▌ Table 3 ▌  Correlations 

rank 2006 rank 2009 rank 2010 rank 2013 rank 2014 

rank 2006 

rank 2009 

rank 2010 

rank 2013 

rank 2014 

1.000 

0.850 

0.853 

0.903 

0.917 

 

1.000 

0.986 

0.894 

0.883 

 

 

1.000 

0.893 

0.880 

 

 

 

1.000 

0.980 

 

 

 

 

1.000 

 

▌ Table 4 ▌  Spearman’s Rank Correlation Coefficients 

rank 2006 rank 2009 rank 2010 rank 2013 rank 2014 

rank 2006 

rank 2009 

rank 2010 

rank 2013 

rank 2014 

1.000 

0.850*** 

0.843*** 

0.900*** 

0.913*** 

 

1.000 

0.978*** 

0.903*** 

0.904*** 

 

 

1.000 

0.905*** 

0.900*** 

 

 

 

1.000 

0.971*** 

 

 

 

 

1.000 

Notes: The asterisks *, **, and *** indicate statistical significance at the 10%, 5%, and 1% levels, respectively. 

 

test its validity using the ordinary least squares (OLS) regression and a 

Spearman’s rank correlation with the CSAT proxies in other years. Table 1 

shows summary statistics of the input data. Nearly 35 percent of 4-year 

colleges are located in Seoul or Gyeonggi province. 81 percent are 

private colleges and 6 percent are special colleges of education. When 

we regress rankings of average minimum scores for each college over 

dummies for regions, school types, and school characteristics, R-square 

is 0.527 as seen in Table 2. The R-square is high enough to believe that 

our CSAT proxies are in fact predicted by regions, school types, and 

school characteristics. The correlation and Spearman’s rank correlation 

of our CSAT proxies with ones in other years show that there is a 

statistically significant correlation between measurements at 1 percent 

level of significance (see Table 3 and 4). 

Table 5 reports summary statistics from the initial and follow-up 

surveys, respectively. Before we explain details of those tables, several 

variables require explanations. We consider a person is employed if the 

person works at least 1 hour in the previous week from when the survey 

was conducted or has a job but not working due to family and childcare,  
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▌ Table 5 ▌  Summary Statistics 

 

Initial 

Male 

(1) 

Survey 

Female 

(2) 

Follow-up

Male 

(3) 

Survey 

Female 

(4) 

No. of observations 

Age 

Married (%) 

College major (%) 

• Humanities 

• Social Science 

• Education 

• Engineering 

• Natural Science/Mathematics 

• Medicine/Public Health 

• Arts/Athletics 

In the labor force (%): 

Employed in the labor force (%) 

Among those employed: 

- Monthly Earnings (10,000 2010 won) 

-  Not regular position (%) 

- Regular position (%) 

- Among regular position (%): 

• Working at a large-scale firm 

Imputed SAT score (standardized) 

22,953 

27.96 

10.75 

 

9.21 

22.85 

4.86 

39.91 

13.28 

3.18 

6.73 

78.47 

96.07 

 

244.00 

16.86 

83.14 

 

47.24 

-0.32 

18,305 

25.62 

7.25 

 

18.96 

22.81 

14.02 

10.12 

16.32 

5.12 

12.65 

75.71 

95.40 

 

192.65 

26.10 

73.90 

 

30.99 

-0.19 

19,382 

29.91 

28.79 

 

9.13 

22.84 

4.54 

40.51 

13.46 

3.10 

6.43 

88.64 

86.10 

 

280.26 

9.73 

90.27 

 

48.00 

-0.31 

14,568 

27.56 

19.16 

 

18.16 

22.80 

15.16 

10.19 

16.44 

5.14 

12.12 

81.97 

84.79 

 

217.64 

16.95 

84.79 

 

31.66 

-0.18 

Notes: All gender differences are statistically significant at 1 percent level (average is based on t-test and the 

distribution of college majors is based on Kolomogrow and Smirnov test). 

 

strike, or stoppage of operation. Among employed, a person holds a 

“irregular position” if the person has a fixed-term contract, part-time job, 

or freelancer. “A large-scale firm” refers to a firm hiring 100 or more 

employees. A person’s earning is reported in a yearly, monthly, weekly 

or hourly basis in GOMS. We convert the reported earnings to monthly 

basis using reported hours of work. Finally, for college majors, we 

classify college majors into 8 groups: humanities, social science, 

engineering, education, natural science/mathematics, medicine/public 

health10
, and arts/athletics. 

Initial survey is composed of 22,953 male and 18,305 female 

                                                 

10  Medicine/public health includes veterinary medicine, nursing, and pharmacy. 
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respondents, while follow-up survey contains smaller number of 

respondents due to attrition. On average, male respondents are two years 

older than female respondent in both surveys. This is because Korean 

men over the age of 18 have to provide about 2-year compulsory 

military service unless they are disabled or under special condition. 

Thus, men enter the labor market 2 years later than women in common. 

A notable gender-gap was observed in labor market outcomes between 

men and women. For example, the average monthly earnings are 

2,440,000 won11
 for men, over 30 percent higher than that of female 

employees. Labor force participation rate was higher for male respon-

dents and employment rate was slightly higher for male respondents in 

both surveys while female respondents have higher imputed CSAT 

score compared to male respondents. Male respondents are shown to be 

more likely to earn more, to hold regular position, and to be employed at 

large-scale firm. In other dimensions, male college graduates outper-

form female graduates in the sense that the former are more likely to 

have a regular position and working for a large-scale firm that tend to 

provide higher earnings and more job security. All of these differences 

are statistically significant at 1 percent level, based on two-sided t-tests. 

Overall, the labor market participation rate, the proportion of regular 

workers, the likelihood of working at large firm, and average monthly 

wage are increased in both men and women but the gender-gap in the 

labor market outcomes remains similar in the follow-up surveys. 

For the rest of this paper, we decompose the gender gap in the labor 

market outcomes so that we can examine the extent to which the gender-

gap in college majors may account for. Among male respondents, more 

than 75 percent majored in engineering (40%), natural science/mathe-

matics (13%), or social science (23%). On the other hand, female 

respondents’ college majors are distributed across humanities (19%), 

education (23%), education (14%) or natural science/mathematics (16%). 

The distribution of college majors among men is different from that of 

women at 1 percent significance level, based on the Kolmogorv-

Smirnov test. The difference in college majors could account for gender 

gap if a college major may attribute to different types of human capital 

                                                 

11  Approximately, 2,440 dollars. 
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and their values in the labor markets are different. To discuss gender 

differences in the labor market outcomes more in detail, we perform 

probit analyses on the data. We establish the link between the difference 

in college majors and labor market outcomes between men and women. 

This paper discuss what extent college majors explain the gender gap in 

labor market outcome in terms of employment status, wage level and 

growth, and job mobility across firms and industries. 

 

 

3. Empirical Framework 
 

We estimate probit models to examine the role of college major on 

labor market participation, employment, and likelihood of having a 

quality job. We denote by ��,�,�,�,�, a labor market outcome of person i 

who majored in j, graduated from a college in year c, lives in location l 

and was surveyed in round � � �0,1	: 

 

��,�,�,�,� � 1���,�,�,�,�
	  0� 

��,�,�,�,�
	 � ��������� � ������� � ������,� � ������,�


 � ��,� 

                     ���,� �  �,� � !�,�,�,�,� ,     (1)  

 

where �������  is 1 if person i is female and 0 if male; �����  is 

person i’s test score for college admission tests, and ����,�  is the 

persons’ age at survey round r. Round r is 0 if the survey is conducted 

20 months since the year of college graduation, and 1 if it is conducted 2 

years after the initial survey. Variables ��,� and  �,� capture cohort and 

location specific fixed effects, respectively. The parameters are allowed 

to vary by survey rounds. The parameter of interest is ��,� that measures 

the relationship between a person’s college major and his/her labor 

market outcomes. The identification assumption is that conditional on a 

person’s CSAT score and other observable characteristics, a person’s 

choice of college major is exogenous. Such assumption is likely to hold 

because students have very limited information of college major at the 

time of their choice and thus it is unlikely that students will sort 

themselves according to their comparative advantage as explained in 
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Section 2. When we analyze earnings, we estimate Mincerian equations 

that regress the logarithm of income on college major and other 

observables (Mincer, 1976).  

 

 

4. Findings 
 
4.1. Employment 

 

Table 6 and Table 7 show the effect of college major on employment 

status in initial and follow-up surveys, respectively. We calculate the 

distribution of labor market status depending on a person’s college 

major and regress employment status on college majors using a probit 

model. The results in the initial survey and the follow-up survey are 

similar to each other. Test score shows no significant effect on labor 

force participation or employment but has significantly positive effect 

on the probability to be a regular worker and to work at big firm. 

College major shows significant effects, especially on employment 

related probabilities. 

Surprisingly, the probability to be in the labor force is higher for 

female in initial survey while it is lower for female in follow-up survey. 

Medicine/public health major has the highest likelihood to be in the 

labor force in both surveys. On the other hand, natural science/mathe-

matics and humanities majors have the lowest likelihood to be in the 

labor force in initial and follow-up survey, respectively. Among those in 

the labor force, employment probability is lower for female. Enginee-

ring major are the most likely to be employed and arts/athletics are the 

least likely to be employed. Among those employed, the probability to 

be a regular worker is the highest for engineering major in both surveys 

while it is the lowest for arts/athletics in initial survey and medicine/ 

public health in follow-up survey. Among regular workers, medicine/ 

public health major has the highest likelihood and education major has 

the lowest likelihood to work at big firm in both surveys. On average, 

females have lower probability to be a regular worker and to work at 

large-scale firm. 

  



 CHAPTER 11  Effect of College Major on Earnings and Gender Gap in Labor Markets 531 

▌ Table 6 ▌  Gender Gap in Employment: Initial Survey 

Dependent variable 1: labor force

 

0: not in the

labor force

 

 

 

(1) 

1: employed

 

0: not 

employed 

but in the 

labor force

 

(2) 

1: regular

workers

0: not 

regular 

workers but

employed

 

(3) 

1: regular at 

big firm 

0: not regular 

workers at 

big firm but 

regular 

workers 

(4) 

No. of observations 41,258 31,796 30,454 24,100 

Panel A: No Major Controls 

Female (a) 

 

Test score 

 

Pseudo R-square 

 

Panel B: Major controls 

Female (b) 

 

Test score 

 

College major (Reference=Engineering)

Humanities 

 

Social Science 

 

Education 

 

Natural Science/Mathematics 

 

Medicine/Public Health 

 

Arts/Athletics 

 

Pseudo R-square 

 

Panel C: Gap explained by Majors 

1 - (b)/(a) 

0.018** 

(0.006) 

0.002 

(0.003) 

0.016 

 

 

0.019** 

(0.006) 

0.004 

(0.003) 

 

 

-0.023** 

(0.007) 

0.005 

(0.006) 

0.007 

(0.008) 

-0.070*** 

(0.007) 

0.099*** 

(0.009) 

0.029*** 

(0.008) 

0.022 

 

-0.058 

(0.096) 

-0.020***

(0.003) 

0.006*** 

(0.001) 

0.062 

 

 

-0.011***

(0.003) 

0.002 

(0.001) 

 

 

-0.026***

(0.005) 

-0.019***

(0.004) 

-0.004 

(0.005) 

-0.035***

(0.006) 

-0.029***

(0.008) 

-0.140***

(0.010) 

0.112 

 

0.381*** 

(0.074) 

-0.031***

(0.007) 

0.032*** 

(0.003) 

0.054 

 

 

-0.006 

(0.007) 

0.028*** 

(0.003) 

 

 

-0.134***

(0.010) 

-0.032***

(0.007) 

-0.042***

(0.011) 

-0.095***

(0.009) 

-0.114***

(0.014) 

-0.183***

(0.012) 

0.069 

 

0.813*** 

(0.195) 

-0.105*** 

(0.010) 

0.047*** 

(0.004) 

0.046 

 

 

-0.054*** 

(0.010) 

0.094*** 

(0.005) 

 

 

-0.179*** 

(0.010) 

-0.131*** 

(0.008) 

-0.394*** 

(0.006) 

-0.130*** 

(0.010) 

0.067*** 

(0.018) 

-0.258*** 

(0.009) 

0.102 

 

0.480*** 

(0.058) 

Notes: Probit model, marginal effects reported. Sample of the 2005-2008 GOMS1. Dummies for entrance 

years, survey years, and residence fixed effects are included. Other controls include age, age-squared 

and dummy for being married. The standard errors are in parentheses. The asterisks *, **, and *** 

indicate statistical significance at the 10%, 5%, and 1% levels, respectively.  
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▌ Table 7 ▌  Gender Gap in Employment: Follow-up Survey 

Dependent variable 1: labor force

 

0: not in the

labor force

 

 

 

(1) 

1: employed

 

0: not 

employed 

but in the 

labor force

 

(2) 

1: regular

workers

0: not 

regular 

workers but

employed

 

(3) 

1: regular at 

big firm 

0: not regular 

workers at 

big firm but 

regular 

workers 

(4) 

No. of observations 33,950 29,112 24,909 21,754 

Panel A: No Major Controls 

Female (a) 

 

Test score 

 

Pseudo R-square 

 

Panel B: Major controls 

Female (b) 

 

Test score 

 

College major (Reference=Engineering)

Humanities 

 

Social Science 

 

Education 

 

Natural Science/Mathematics 

 

Medicine/Public Health 

 

Arts/Athletics 

 

Pseudo R-square 

 

Panel C: Gap explained by Majors 

1 - (b)/(a) 

 

-0.052*** 

(0.005) 

0.008** 

(0.003) 

0.017 

 

-0.045*** 

(0.005) 

0.007* 

(0.003) 

 

 

-0.057*** 

(0.008) 

-0.023*** 

(0.006) 

0.015* 

(0.007) 

-0.053*** 

(0.007) 

0.046*** 

(0.009) 

-0.034*** 

(0.008) 

0.024 

 

0.123*** 

(0.034) 

 

-0.024***

(0.005) 

0.010*** 

(0.003) 

0.071 

 

-0.013* 

(0.005) 

0.007* 

(0.003) 

 

 

-0.024** 

(0.008) 

-0.013* 

(0.006) 

-0.007 

(0.008) 

-0.055***

(0.008) 

-0.001 

(0.011) 

-0.129***

(0.010) 

0.083 

 

0.444*** 

(0.118) 

 

-0.049***

(0.006) 

0.026*** 

(0.003) 

0.039 

 

-0.028***

(0.006) 

0.022*** 

(0.003) 

 

 

-0.094***

(0.010) 

-0.021** 

(0.007) 

-0.032***

(0.010) 

-0.073***

(0.009) 

-0.137***

(0.015) 

-0.125***

(0.012) 

0.055 

 

0.422*** 

(0.061) 

 

-0.158*** 

(0.009) 

0.043*** 

(0.005) 

0.041 

 

-0.076*** 

(0.010) 

0.091*** 

(0.005) 

 

 

-0.194*** 

(0.010) 

-0.121*** 

(0.009) 

-0.405*** 

(0.006) 

-0.137*** 

(0.010) 

0.071*** 

(0.019) 

-0.249*** 

(0.011) 

0.099 

 

0.522*** 

(0.040) 

Notes: Probit model, marginal effects reported. Sample of the 2005-2008 GOMS3. Dummies for entrance 

years, survey years, and residence fixed effects are included. Other controls include age, age-squared 

and dummy for being married. The standard errors are in parentheses. The asterisks *, **, and *** 

indicate statistical significance at the 10%, 5%, and 1% levels, respectively.  
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Then, we explore to what extent college majors explain labor market 

outcomes using delta method with estimates from probit regression 

models. As seen in Panel B of Table 6, the size of f coefficients of 

female dummy significantly decreases as compared to ones in Panel A. 

In Panel C of Table 6, the large gender disparity in choices of major 

account for approximately 38 percent and 81 percent of the gender gap 

in employed status and regular worker status among the employed at 1 

percent significance level. Approximately, 48 percent of the gender gap 

in regular worker at large-scale firm status can be explained by college 

majors. After 2 year, nearly 12 percent of the gender gap for labor 

market participation can be revealed by college major choice. Around 

40 percent of the gender gap for employed status and regular worker 

status can be captured by the gender gap in college major choice as 

reported in Panel C of Table 7. The gender disparity in choices of major 

can explain approximately 50 percent of the gender gap for regular 

worker status at large-scale firm. 

 

4.2. Wages 

 

Table 8 shows the returns to postsecondary education with respect to 

college majors (columns 1 & 2) and the wage growth between the initial 

placement and 2-year later. The sample is restricted to employed 

workers. We regress wage level and growth on college majors using an 

OLS regression model. On average, female workers earn less and 

experience slower wage growth compared to male workers. Test score 

has significantly positive effect on the level of earnings but has 

significantly negative effect on the growth of earnings. Age as a proxy 

for work experience has significantly positive effect on wage level but 

negative effect on wage growth. Married workers earn higher income 

but experience slower wage growth, which can be attributed to longer 

work experience of married workers. With respect to college major, 

medicine/public health majors earn the highest level of income while 

arts/athletics majors earn the lowest level of income in both surveys. 

Natural science/mathematics majors experience the fastest wage growth 

while education majors experience the slowest wage growth. The gap 

also widens for education major over two years. This is because teacher’s 
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▌ Table 8 ▌  Gender Gap: Earnings 

Dependent var.  
Log monthly

earnings
Log monthly

earnings
Change in the log 
monthly earnings 

Sample 
 

Employed,
Initial survey

(1)  

Employed,
Follow-up survey

(2) 

Employed, 
Both surveys 

(3)

No obs. 30,242 24,767 22,717 

Panel A: No Major controls

Female 

 

Test score 

 

Age 

 

Age-squared 

 

Married 

 

R-squared 
 

Panel B: Major controls 

Female 

 

Test score 

 

Age 

 

Age-squared 

 

Married 

 

College major (Reference=Engineering)

- Humanities 

 

- Social Science 

 

- Education 

 

- Natural Science/Mathematics 

 

- Medicine/Public Health 

 

- Arts/Athletics 

 

R-squared 

 

Panel C: Gap explained by Majors 

1 - (b)/(a) 

-0.121*** 

(0.008) 

0.104*** 

(0.004) 

0.089*** 

(0.006) 

-0.001*** 

(0.000) 

0.105*** 

(0.010) 

0.138 
 
 

-0.078*** 

(0.008) 

0.100*** 

(0.004) 

0.084*** 

(0.006) 

-0.001*** 

(0.000) 

0.097*** 

(0.010) 

 

-0.207*** 

(0.009) 

-0.048*** 

(0.007) 

-0.049*** 

(0.011) 

-0.151*** 

(0.009) 

0.134*** 

(0.013) 

-0.329*** 

(0.010) 

0.186 

 

0.350*** 

(0.031) 

-0.191*** 

(0.007) 

0.086*** 

(0.003) 

0.076*** 

(0.006) 

-0.001*** 

(0.000) 

0.090*** 

(0.006) 

0.161 
 
 

-0.147*** 

(0.007) 

0.088*** 

(0.003) 

0.076*** 

(0.006) 

-0.001*** 

(0.000) 

0.081*** 

(0.006) 

 

-0.196*** 

(0.009) 

-0.058*** 

(0.007) 

-0.102*** 

(0.010) 

-0.115*** 

(0.008) 

0.102*** 

(0.013) 

-0.303*** 

(0.010) 

0.208 

 

0.233*** 

(0.016) 

-0.052*** 

(0.008) 

-0.018*** 

(0.003) 

-0.018** 

(0.006) 

0.000 

(0.000) 

-0.035*** 

(0.009) 

0.015 
 
 

-0.050*** 

(0.008) 

-0.011** 

(0.004) 

-0.017** 

(0.006) 

0.000 

(0.000) 

-0.033*** 

(0.009) 

 

0.010 

(0.009) 

-0.012 

(0.007) 

-0.060*** 

(0.010) 

0.036*** 

(0.008) 

-0.003 

(0.013) 

0.011 

(0.010) 

0.019 

 

0.030 

(0.036) 

Notes: OLS regression model. Sample of the 2005-2008 GOMS1 & 3. Dummies for entrance years, survey 

years, and residence fixed effects are included. Other controls include age, age-squared and dummy 

for being married. The standard errors are in parentheses. The asterisks *, **, and *** indicate 

statistical significance at the 10%, 5%, and 1% levels, respectively.  
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wage has not experienced a dramatic increase at the early period of 

work experience. The statistically insignificant coefficients in column 3 

reveal that there is a hierarchy of wage structure for each occupation. 

That means there is a similar wage growth within same firm regardless 

of workers’ college majors based on their seniority. 

Except female dummy, most point estimates do not show notable 

change when college major dummies are included. That is, the downward 

bias of estimate for female dummy, which can be attributed to different 

college major choice by gender, is relieved by the inclusion of college 

majors. Nearly 35 percent and 23 percent of the gender gap between 

wages in initial placement and 2-year later can be explained by 

differences in college major choice by gender as presented in Panel C of 

Table 8. College majors, however, do not have a statistically significant 

impact on wage growth. 

 

4.3. Dynamics 

 

Table 9 show the job mobility between the initial placement and 2-

year later. The sample is restricted to who are employed in both initial 

year and the follow-up years to see the chance to change their firm or 

industry. We regress job mobility across firms (column 1) and industries 

(column 2) using a probit model. When a worker is employed in both 

periods, not including college major dummies, the probability to change 

a firm is higher for female workers but becomes insignificant once we 

control for college major. Higher test score is associated with lower 

probability to change a firm regardless of inclusion of major dummies. 

Arts/athletics majors show the highest likelihood while education 

majors show the lowest likelihood to change a firm. This is because 

public school teachers have to teach for 4 years in one school and then 

can move to another school while private school teachers are unlikely to 

move to another school. Surprisingly, approximately 77 percent of the 

gender gap for changes in firm can be explained by gender differences 

in college major choice. 

On the other hand, female workers face lower probability to change 

industry regardless of the inclusion of college major dummies. Higher 

test score is associated with lower likelihood to change industry. With  
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▌ Table 9 ▌  Gender Gap in Job Mobility 

Dependent variable 
1: firm change 

0: not change 

1: industry change 

2: not change 

Sample 

Employed, Both 

surveys 

(1) 

Employed, Both 

surveys 

(2) 

No. of observations 22,985 22,985 

Panel A: No Major Controls 

Female (a) 

 

Test score 

 

Pseudo R-square 

 

Panel B: Major controls 

Female (b) 

 

Test score 

College major (Reference=Engineering) 

Humanities 

 

Social Science 

 

Education 

 

Natural Science/Mathematics 

 

Medicine/Public Health 

 

Arts/Athletics 

 

Pseudo R-square 

 

Panel C: Gap explained by Majors 

1 - (b)/(a) 

 

0.026** 

(0.009) 

-0.074*** 

(0.004) 

0.047 

 

0.006 

(0.009) 

-0.065*** 

(0.004) 

 

0.107*** 

(0.012) 

0.030*** 

(0.009) 

-0.040*** 

(0.012) 

0.073*** 

(0.011) 

0.042** 

(0.016) 

0.186*** 

(0.014) 

0.059 

 

 

0.771*** 

(0.292) 

 

-0.019* 

(0.008) 

-0.041*** 

(0.003) 

0.027 

 

-0.024** 

(0.008) 

-0.030*** 

(0.004) 

 

0.038*** 

(0.009) 

0.020** 

(0.007) 

-0.101*** 

(0.008) 

0.038*** 

(0.009) 

-0.054*** 

(0.011) 

0.091*** 

(0.012) 

0.042 

 

 

-0.288* 

(0.166) 

Notes: Probit model, marginal effects reported. Sample of the 2005-2008 GOMS1 & 3. Dummies for entrance 

years, survey years, and residence fixed effects are included. Other controls include age, age-squared 

and dummy for being married. The standard errors are in parentheses. The asterisks *, **, and *** 

indicate statistical significance at the 10%, 5%, and 1% levels, respectively. 
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▌ Table 10 ▌  Gender Gap in Employment by High School Track 

Dependent variable 1: labor force
 

0: not in the
labor force

 
 
 

(1)

1: employed
 

0: not 
employed 
but in the 

labor force
 

(2)

1: regular
workers
0: not 

regular 
workers but
employed

 
(3)

1: regular at 
big firm 

0: not regular 
workers at 

big firm but 
regular 
workers 

(4) 

Panel A: Humanities and Social 
Science Track – Initial 
Female with no majors (a) 
 
Female with majors (b) 
 
Gap explained by Majors: 1 -(b)/(a) 
 
No. of observations 

Panel B: Humanities and Social 
Science Track – Follow-up 
Female with no majors (a) 
 
Female with majors (b) 
 
Gap explained by Majors: 1 -(b)/(a) 
 
No. of observations 
 

Panel C: Math and Science 
Track – Initial 
Female with no majors (a) 
 
Female with majors (b) 
 
Gap explained by Majors: 1 -(b)/(a) 
 
No. of observations 

Panel D: Math and Science 
Track – Follow-up 
Female with no majors (a) 
 
Female with majors (b) 

Panel A: Humanities and Social 
Science Track – Initial 
 
Gap explained by Majors: 1 -(b)/(a) 
 
No. of observations 

 
-0.005 
(0.009) 
-0.001 
(0.009) 

 
0.760 

(1.338) 
18,159 

 
 

-0.040*** 
(0.007) 

-0.035*** 
(0.008) 

 
0.117* 
(0.062) 
14,305 

 
 

0.043*** 
(0.009) 
0.048*** 
(0.009) 
-0.112* 
(0.059) 
19,274 

 
 

-0.051*** 
(0.008) 

-0.047*** 
 

(0.008) 
 

0.077 
(0.051) 
14,755

 
-0.016***
(0.005) 
-0.012** 
(0.004) 

 
0.143* 
(0.082) 
14,078 

 
 

-0.026***
(0.008) 
-0.015 
(0.008) 

 
0.407*** 
(0.156) 
12,170 

 
 

-0.010* 
(0.004) 
-0.004 
(0.004) 
0.498** 
(0.250) 
14,667 

 
 

-0.020* 
(0.008) 
-0.013 

 
(0.008) 

 
0.352* 
(0.190) 
12,784

 
-0.029** 
(0.011) 
-0.017 
(0.011) 

 
0.418** 
(0.176) 
13,419 

 
 

-0.055***
(0.008) 

-0.037***
(0.009) 

 
0.322*** 
(0.068) 
10,354 

 
 

-0.003 
(0.010) 
0.019 

(0.009) 
6.490 

(19.152) 
14,204 

 
 

-0.044***

(0.009) 
-0.021* 

 
(0.009) 

 
0.494*** 
(0.118) 
11,025

 
-0.062*** 
(0.015) 

-0.060*** 
(0.015) 

 
0.017 

(0.075) 
10,317 

 
 

-0.147*** 
(0.014) 

-0.082*** 
(0.015) 

 
0.441*** 
(0.057) 
9,023 

 
 

-0.096*** 
(0.015) 
-0.046** 
(0.016) 
0.516*** 
(0.105) 
11,644 

 
 

-0.158*** 
(0.015) 

-0.073*** 
 

(0.016) 
 

0.545*** 
(0.066) 
9,677 

Notes: Probit model, marginal effects reported. Sample of the 2005-2008 GOMS1 & 3. Dummies for entrance 

years, survey years, and residence fixed effects are included. Other controls include test scores, age, 

age-squared and dummy for being married. The standard errors are in parentheses. The asterisks *, **, 

and *** indicate statistical significance at the 10%, 5%, and 1% levels, respectively.
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▌ Table 11 ▌  Gender Gap: Earnings by High School Track 

Dependent variable 
Log monthly

earnings: 
Initial Survey

Log monthly 
earnings: 

Follow-up survey

Change in the log 
monthly earnings 

Sample  
 
  

Employed, 
Initial survey

(1)  

Employed, 
Follow-up survey

(2)  

Employed, 
Both surveys 

(3) 

Panel A: Humanities and Social 

Science Track 

Female with no majors (a) 

 

Female with majors (b) 

 

Gap explained by Majors: 1 - (b)/(a) 

 

No. of observations 

 

Panel B: Math and Science Track 

Female with no majors (a) 

 

Female with majors (b) 

 

Gap explained by Majors: 1 -(b)/(a) 

 

No. of observations 

 

 

-0.120*** 

(0.012) 

-0.098*** 

(0.012) 

0.181*** 

(0.031) 

13,328 

 

 

-0.057*** 

(0.012) 

-0.030** 

(0.012) 

0.471*** 

(0.117) 

14,109 

 

 

-0.194*** 

(0.010) 

-0.155*** 

(0.010) 

0.200*** 

(0.022) 

10,300 

 

 

-0.168*** 

(0.010) 

-0.128*** 

(0.010) 

0.240*** 

(0.026) 

10,974 

 

 

-0.033** 

(0.012) 

-0.034** 

(0.012) 

-0.045 

(0.055) 

9,730 

 

 

-0.067*** 

(0.012) 

-0.064*** 

(0.012) 

0.042 

(0.041) 

10,968 

Notes: OLS regression model. Sample of the 2005-2008 GOMS1 & 3. Dummies for entrance years, survey 

years, and residence fixed effects are included. Other controls include test scores, age, age-squared 

and dummy for being married. The standard errors are in parentheses. The asterisks *, **, and *** 

indicate statistical significance at the 10%, 5%, and 1% levels, respectively. 

 

 

respect to college major, arts/athletics majors are the most likely to 

change industry while education majors are the least likely because of 

the college major specific human capital. It is an interesting feature that 

humanities, social science, and natural science/mathematics majors are 

less likely to change industry rather than engineering majors. When 

dummies for college major are included, 28 percent for the gender gap 

of change in industry can be explained by gender-specific college major 

choice.  
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▌ Table 12 ▌  Gender Gap in Job Mobility by High School Track 

Dependent variable 
1:  employer change

0: not change 

1: industry change 

2: not change 

Sample 

Employed, Both 

surveys 

(3) 

Employed, Both 

surveys 

(4) 

Panel A: Humanities and Social Science 

Track 

Female with no majors (a) 

 

Female with majors (b) 

 

Gap explained by Majors: 1 - (b)/(a) 

 

No. of observations 

 

Panel C: Math and Science Track 

Female with no majors (a) 

 

Female with majors (b) 

 

Gap explained by Majors: 1 - (b)/(a) 

 

No. of observations 

 

 

0.012 

(0.014) 

0.002 

(0.015) 

0.851 

(1.051) 

9,846 

 

 

0.026 

(0.014) 

0.014 

(0.014) 

0.436 

(0.271) 

11,091 

 

 

-0.008 

(0.012) 

-0.010 

(0.012) 

-0.373 

(0.706) 

9,846 

 

 

-0.037*** 

(0.011) 

-0.035** 

(0.011) 

0.031 

(0.080) 

11,091 

Notes: Probit model, marginal effects reported. Sample of the 2005-2008 GOMS1 & 3. Dummies for entrance 

years, survey years, and residence fixed effects are included. Other controls include test scores, age, 

age-squared and dummy for being married. The standard errors are in parentheses. The asterisks *, **, 

and *** indicate statistical significance at the 10%, 5%, and 1% levels, respectively. 

 

 

5. Robustness Checks 

 

Two robustness tests for our results are studied in order to address 

validity in this section. First, we include individuals who are not in the 

labor force to simply test two concerns. One is that in Korea, young 

adults try to stay at a graduate school or other form while they look for a 

job. They are considered effective unemployed but shown as not in the 

labor force. The other is that for the policy makers point of view, not in 
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the labor force could be a cost in that not supplying for qualified labor 

forces to the labor market especially considering the fact that Korea has 

been experiencing drastic aging of workers. The coefficients are not 

significantly different across these two distinct definitions of employ-

ment status. 

Second, we conduct a simple robustness check to allow for 

differences in high school tracks. In Korea, students choose a curriculum 

track between humanities/social science track and mathematics/science 

when they become sophomores in high school. Reading, literature, and 

English are more emphasized in the humanities/social science track 

while mathematics and natural science education is more highlighted in 

the mathematics/science track. The CSAT subject tests that students 

take are based on their high school track. A large proportion of male 

students choose the mathematics/science track while many female 

students are inclined to choose the humanities/social science track. 

Throughout, we report regression results with two different high school 

tracks in Tables 10, 11, and 12. 

Regardless of both tracks, we observe that the probability to be in the 

labor force, to be employed, to be a regular worker, and to be a regular 

worker at large-scale firm is lower for female workers as reported in 

Table 10. According to Table 11, female workers earn less and experience 

slower wage growth compared to male workers in both high school 

tracks. In Table 12, no statistically significant gender gap is observed in 

humanities/social science track, while female workers face lower 

likelihood to change employer or change industry in mathematics/ 

science track. The magnitude is larger in the follow-up survey compared 

to the initial survey. The overall tendency for estimates to shrink toward 

zero is common across surveys and tracks when college major dummies 

are included. The proportions of gender gap for labor market outcomes 

in terms of employment status, wage level and growth, and job mobility 

that can be explained by gender differences in college major choices are 

also similar to our results. 
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6. Conclusion 

 

Using a nationally representative datasets of young Korean adults, 

we have examined the impact of college major on labor market 

outcomes and its role in accounting for gender gap. We find sizable 

returns from majoring in engineering and medicine/public health, 

followed by social science and education, then by national science/ 

mathematics. Majors of humanities, arts/athletics pay the least. These 

variations across college major account for approximately 50 percent of 

the gender gap in employment, working for a long-term contract job, 

and earnings. 

A limitation of our current study is that we focus on the labor market 

outcomes up to three years after the college graduation, because of data 

availability. Within this threeyear window, we find that the gap across 

college major and gender persisted and often widened. Therefore, it will 

be an important future research of examining a longer-term effect of 

college major on labor outcomes and gender disparity. Another related 

issue for further research is to examine if students optimally choose 

college major and if not, what would be policy tools to improve the 

efficiency. A few recent studies report that a person’s subjective 

expectation on earnings plays an important role in selecting college 

major in the U.S. (e.g., Betts, 1996; Arcidiacono et al, 2012; Zafar, 2012; 

Zafar and Wiswall, 2013). Therefore, it will be important to examine the 

accuracy of such expectation and the gender gap in forming accurate 

expectation associated with college major choice. 
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Abstract  
 
This paper develops a new growth model by incorporating labor 

market friction and human capital accumulation into the multi-sector 
growth framework to analyze the underlying link between economic 
growth and labor market institutions in a transitional economy. The 
model, calibrated based on the Japanese and South Korean structural 
transformation episodes, demonstrates that lifetime employment (and 
the implied lengthy job tenure) has contributed to endogenous formation 
of a Ricardian comparative advantage in non-agricultural sector, by 
enhancing specific human capital accumulation and facilitating investment. It 
has enabled Japan and South Korea to achieve unprecedentedly rapid 
economic growth. The counterfactual experiment finds that had the job  
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durations of a typical worker been 1 year (roughly one tenth of the actual 
average job duration) for 1960-1990 in the Japanese labor market and 
1970-2000 in the Korean labor market, the non-agricultural GDP per 
capita in 1990 would have accounted for 71 and 76 percent of the actual 
values, respectively. 

 
 
1. Introduction 

 
There is extensive and still growing interest in non-stationary multi-

sector economic growth, or shortly structural transformation. However, 
since most of the previous studies on structural transformation presume 
that it is the evolution of Walrasian equilibria guided by the exogenous 
shock of total factor productivity (hereafter TFP), they are incapable of 
answering the question, “What enables some countries to perform rapid 
structural transformation and others not?” Motivated by Mortensen and 
Pissarides (1994, 1998), this paper develops a new growth model that 
incorporates labor market friction and human capital accumulation into the 
multi-sector growth theory to analyze how different labor market 
institutions contribute differently to economic growth. In particular, our 
quantitative assessment based on East Asian structural transformation 
episodes reveals that their lifetime employment system characterized by 
lengthy job tenures has enabled postwar Japan and South Korea, by 
contributing to formation of Ricardian comparative advantage in sectors in 
which it had not previously been experienced, to achieve unprecedentedly 
rapid structural transformation. 

In their seminal work, Aghion and Howitt (1994) show that fast 
economic growth may reduce unemployment (capitalization effect) or add 
fuel to unemployment (creative destruction effect). Mortensen and 
Pissarides (1998) subsequently document the rapid progress of disem-
bodied technology to decrease, and of embodied technology to increase, 
the steady state unemployment rate. By extending the aforementioned 
model, Pissarides and Vallanti (2007) and Miyamoto and Takahashi (2011) 
also evaluate the effect of technological progress on the labor market. All 
those pioneering models, focusing only on the one-sided effect of 
technological progress on steady state unemployment, are somewhat far 
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from the neoclassical growth models in which the feedback effect of 
human capital accumulation in the labor market on economic growth is a 
central issue. Chen, Chen, and Wang (2011) recently constructed a search 
model with endogenous human capital accumulation and labor market 
participation to evaluate the effectiveness of human capital policies. But 
their framework is not widely applicable to various environments of 
interest in the growth literature given that they solve only for the one-
sector1 steady state model in which all households, regardless of sector and 
employment status, share the same rate of human capital accumulation.  

Following Matsuyama (1992), we construct an endogenous growth 
model of a small open economy with agricultural and non-agricultural 
sectors populated by a continuum of entrepreneurs and workers who 
consume both agricultural and non-agricultural products. Entrepreneurs 
employ capital and labor input to produce products in their respective 
sectors. Each sectoral labor market is subject to search and matching 
friction, as in Mortensen and Pissarides (1994). Employed workers provide 
labor and earn wages in the respective sectors, according to the Stole and 
Zwiebel (1996) bargaining rule, and accumulate job-specific human capital 
through learning-by-doing on the job. Unemployed workers collect 
unemployment benefits and search for jobs. They switch to the other sector 
if the opportunity cost of staying dominates the value of unemployment in 
their own sector. We assume the population and labor-augmenting 
technology (general human capital) of workers to grow at a constant rate, 
technology and capital stock endogenously through investment by 
forward-looking entrepreneurs. Analyzing the transition path from initial 
states to balanced growth paths under rational expectation enables us to 
investigate rich counterfactual scenarios. To solve for the entire transition 
path, we iterate the forward- and backward-shooting algorithms following 
Lipton, Poterba, Sachs, and Summers (1982) and Ishimaru, Oh, and Sim 
(2013).  

We calibrate the model using the structural transformation episode of 
Japan and South Korea. In addition to Japan, so called Newly Industrializing 
Countries (NICs) of East Asia, such as Hong Kong, Singapore, South 

                                                 
 1 More precisely, it means “one productive sector.” Their model consists of two sectors, a 

productive sector and non-productive sector. 
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Korea, and Taiwan, have experienced rapid economic growth by transforming 
from agricultural to non-agricultural economies through specialization in 
heavy chemical industries. It is an interesting question why only those 
NICs and Japan were able to form Ricardian comparative advantages on 
those heavy chemical industries. At least part of the answer likely lies in 
interaction between specific human capital and the “lifetime employment 
system” that resulted from the Confucian tradition which ethically 
discouraged job turnover by employees and dismissal by employers. 2 
Although general human capital contributes growth of the economy, it 
hardly creates or reinforces structural transformation toward a particular 
sector. In contrast, specific human capital acquired and utilized in a 
particular sector or firm can be a key driving force of endogenous formation 
of Ricardian comparative advantage. More precisely, the interaction 
between specific human capital and lifetime employment system has little 
effect on the agricultural economy, which does not rely on significant 
(physical or human) capital accumulation. Rather it accelerates and 
intensifies specialization toward the non-agricultural sectors that require 
skilled workers and physical investment on complicated facilities, such as 
the electronics, automobiles, and heavy-chemical industries.3 In light of 
this, the main goal of our calibration is to quantify the social returns to 
specific human capital and highlight the channel through which the 
lifetime employment system enhances economic growth. 

The counterfactual experiment finds that had the job durations of a 
typical worker been 1 year (roughly one tenth of the actual average job 

                                                 
 2 According to (OECD) Employment Outlook 1993  
 (http://www.oecd.org/els/oecdemploymentoutlookdownloadableeditions1989-2011.htm), 

average (median) job tenure for male workers in Japan, the United Kingdom, and the 
United States was 12.5 (10.1), 9.2 (5.3), and 7.5 (3.5) years, respectively. The figures 
imply even shorter job durations for the majority of U.K. and U.S. workers. Esteban-
Pretel and Fujimoto (2012) report the quarterly job separation rate in Japan at around 
0.02. Chang, Nam, and Rhee (2004) report that of South Korea at between 0.02 and 
0.03, roughly one quarter of the U.S. separation rate of 0.1 reported in Shimer (2005). 

 3 Davidson, Martin, and Matusz (1999) argue that the labor market institution can 
determine comparative advantage as well, showing by means of the two-
country, two-sector, two-factor trade model that a country with better matching 
efficiency has comparative advantage over a sector with a higher rate of 
separation. 
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duration) for 1960-1990 in the Japanese labor market and 1970-2000 in the 
Korean labor market, the non-agricultural employment share in 1990 
would have accounted for 80-85 percent of their actual values and the non-
agricultural GDP per capita in 1990 for 71 and 76 percent of their actual 
values, respectively, suggesting sluggish structural transformation. Also, if 
the Japanese and South Korean labor markets had transplanted from the 
flexible U.S. labor market4 the matching technology and high separation 
rate, non-agricultural GDP per capita would have been lower by 5-8 
percent in both countries, whereas agricultural GDP per capita would have 
not been affected significantly. It suggests that at least during the period of 
structural transformation from agricultural to non-agricultural, the stable 
labor markets can perform better than flexible ones. 

This paper adds to the extant literature on structural transformation 
several distinctive features. First, it introduces imperfect mobility of 
productive resources, that is, labor. Previous papers on structural trans-
formation including Hansen and Prescott (2002), Ngai and Pissarides 
(2007), Duarte and Restuccia (2010), and Buera and Kaboski (2012) 
assume perfectly competitive labor markets absent any rigidity in factor 
mobility. Departing from the “immediate full employment assumption,” 
we borrow the concepts of both search friction from Mortensen and 
Pissarides (1994, 1998) and an inter-sectoral labor barrier from Hayashi 
and Prescott (2008).5 The current paper analyzes the dynamic path of non-
stationary economic growth impeded by intra- and inter-sectoral labor 
rigidity as in Ishimaru, Oh, and Sim (2013). Intra-sectoral rigidity (search 
friction) is introduced to incorporate the effect of job security and job 
tenure on human capital accumulation and inter-sectoral rigidity (inter-
sectoral barrier) to control the direction and duration of the non-stationary 
structural transformation. 

Second, it incorporates both general and specific human capital. 
General human capital represents the accumulated knowledge or general 
equipment of the economy. Although not many workers in 1960 knew how 
to use automobiles, computers, or even telephones, most workers in 
                                                 
 4 Precisely speaking, the matching technology used and calibrated in other studies on the 

U.S. labor market 
 5 Hayashi and Prescott (2008) show that the labor barrier in their neoclassical two-sector 

growth model depressed economic growth in the prewar Japanese economy. 



 

 CHAPTER 12  Economic Growth and Labor Market Institutions in East Asian Structural Transformation 549 

developed countries now take advantage of cars, computers and cell-
phones. These are captured by labor augmenting technology (general 
human capital) in our model. It works as a permanent TFP shock in other 
papers analyzing a balanced growth path with a permanent TFP shock. In 
addition to general human capital, workers individually acquire skills 
through learning-by-doing in many workplaces. The acquired skills 
through repetition of similar tasks may be specific to the occupation, job, 
or working environment. We capture it as job specific human capital of 
individual workers. Our numerical exercises quantify the effect of general 
human capital on the overall growth of the economy and that of specific 
human capital on the unbalanced growth of the sectors, structural 
transformation. 

Third, rather than assuming an exogenously embedded TFP shock, the 
present paper demonstrates the endogenous formation of a Ricardian 
comparative advantage. Hayashi and Prescott (2008), Esteban-Pretel and 
Sawada (2009), and Uy, Yi, and Zhang (2013) analyze the structural 
transformation episode of Japan and South Korea. 6  In their models, 
however, the main driving force of structural transformation is the 
exogenously embedded sectoral TFP shock. Unless their sources are 
clearly identified, there is a risk of overstating the impact of exogenous 
sectoral TFP shocks on economic growth. In sharp contrast, this paper, by 
replacing “perfect foresight” with “rational expectation,” develops a non-
stationary endogenous growth model in which the dynamic path of the 
transitional economy is endogenously determined by forward-looking 
decisions of contemporary economic agents. Apparently, invoking rational 
expectation enables us to conduct rigorous counterfactual experiments. 

The remainder of the paper is organized as follows. We develop the 
model in section 2 and, present numerical analysis using the Japanese and 
South Korean episodes in section 3. Based on the calibration in section 3, 
we conduct counterfactual experiments in section 4, and conclude in 
section 5. 

 
 

                                                 
 6 The former allows time-varying sectoral TFP shocks, while the latter constant sectoral 

TFP shocks. 
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2. The Baseline Model 
 
2.1. Environment 
 
Consider a small open economy populated by continuum of entrepreneurs 

and workers who consume both agricultural and non-agricultural products. 
Entrepreneurs in both sectors, denoted by subscript ݅ א ሼܽ, ݉ሽ, manage 
their own firms and take profit flow ߨ௧ at every instant ݐ א ሼ0, ∞ሽ. Workers 
are either employed or unemployed, the latter in both sectors receiving the 
same unemployment insurance, ܾ௧, at every instant, the employed workers 
in sector i earning wage ݓ௧ at time t, depending on skill ݆ א ሼ݄, ݈ሽ. The 
labor market is assumed to be subject to search and matching friction 
following the Diamond-Mortensen-Pissarides model. Time is continuous 
and all economic agents discount the future at rate r. 

 
Workers  At every instant, each individual worker having income flow ݓ௧ chooses the consumption bundle (ܿ௧, ܿ௧) to maximize 

 ቆܿ௧షభ  ܿ௧షభ ቇ షభ ,                                                                                           ሺ1ሻ 

 
subject to the budget constraint ܿ௧  ܿ௧ ൌ ௧ݓ , where   and  
represent the world prices of agricultural and non-agricultural products, 
respectively. It is assumed that workers are allowed neither to save nor to 
borrow. Since we are looking at a small open economy, we assume that 
,)  ) are exogenously given and constant over time.7 In particular, we
take the non-agricultural products as numéraire and normalize   to be 
unity. Note that the elasticity of substitution should be strictly positive, ߪ  0.8 Solving the static utility maximization problem and plugging the 
individual demand for each product into the direct utility flow yields the 
                                                 
 7 Matsuyama (1992) shows that agricultural productivity is positively (negatively) 

correlated with economic growth in a closed (small open) economy. 
 8 When ߪ ՜ 0, 1, and ∞, the utility function in (1) converges to a Leontief function, 

Cobb-Douglas function, and von-Neumann function, respectively. Refer to Arrow, 
Chenery, Minhas, and Solow (1961). 
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indirect utility flow, as follows.  
,ሺݒ  , ௧ሻݓ ൌ ௧ܲିଵݓ ൌ ܲ   ௧ሻ,    whereݓሺݒ ൌ ሺଵିఙ  ଵିఙሻ భష  ሺ2ሻ 
 

Denote by ܮ௧  the total population of workers at time ݐ א ሼ0, ∞ሽ . At 
every instant, ܮߩ௧  measure of workers retire and χܮ௧  measure of newly 
born workers enter the labor market as unemployed, which implies that the 
total population grows at rate χ െ ሺߩ 0ሻ at every instant. Hence, 

௧ܮ  ൌ ݁ሺఞିఘሻ௧ܮ at each ݐ א ሼ0, ∞ሽ .        (3) 
 

The sectoral ratio of newly-born workers is ex ante assumed to be the 
same as that of existing workers at every instant. But the new workers in 
one sector can immediately switch to the other sector at switching cost s ~ 
Logistic(0,  ௧/߱). For simplicity, the location parameter of the logisticߝ
distribution is normalized to be zero. The scale parameter of the logistic 
distribution is composed of parameter ߱  and the labor-augmenting 
technology ߝ௧  (The role of the labor-augmenting technology will be 
explained later). 

Following Mcfadden (1974), Rust (1987), and Kennan and Walker 
(2011), we obtain the probability that the newly-born unemployed worker 
in sector i switches to sector െ݅ as follows. 

௧ିݓ  ൌ 11  exp ሾെሺܷି௧ െ ܷ௧ሻw/ߝ௧ሿ 1 െ  ௧ ,                                       ሺ4ሻݓ

 
where ܷ௧ represents the lifetime value of the unemployed worker in sector 
i at time t.9 Unemployed workers retire at rate ߩ and receive job offers at 
rate ݂ሺߠ௧ሻ10. If employed, the worker enjoys the lifetime value of ܹ௧ . 
Unemployed workers in sector i also get revision shocks at rate ߦ  and 

                                                 
 9 Given random switching cost s, the worker in sector i switches to sector -i if and only if ܷ௧ ൏ ܷି௧ െ ሼݎܲ .ݏ ܷ௧ ൏ ܷି௧ െ sሽ ൌ 11  exp ሾെሺܷି௧ െ ܷ௧ሻω/ߝ௧ሿ. 
10 It will be discussed later. 
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switch to the other sector if the net gains from doing so is positive. The 
Hamilton-Jacobi-Bellman (HJB hereafter) equation for the worker is given 
by 

ݎ  ܷ௧ ൌ ሺܾ௧ሻݒ െ ߩ ܷ௧  ݂ሺߠ௧ሻሺ ܹ௧ െ ܷ௧ሻ                ξॱሾmaxሼܷି௧ െ ܷ௧ െ s, 0ሽሿ  ሶܷ ௧ ,                                                ሺ5ሻ 
 

where 
 ॱሾmaxሼܷି௧ െ ܷ௧ െ s, 0ሽሿ     ൌ ωିଵߝ௧ logሺ1  expሾሺܷି௧ െ ܷ௧ሻሿ ω/ߝ௧ሻ ൌ: ∆௧                               ሺ6ሻ 
 

The detailed derivation of (6) is presented as well in Ishimaru, Oh, and 
Sim (2013). The left-hand side of (5) can be interpreted as the opportunity 
cost of holding the asset, unemployment at time t. The terms on the right-
hand side represent the dividend flow from holding the asset ܷ௧ , the 
potential loss from retirement, the potential gains from job finding, the 
potential gains from inter-sectoral migration, and the gains from changes 
in valuation of the asset, respectively. To ensure the existence of the 
balanced growth path, we assume, following Mortensen and Pissarides 
(1998), that ܾ௧ ൌ  ௧. An unskilled worker employed in sector i receivesߝܾ
wage flow ݓ௧  per instant. The worker is separated from the job and 
becomes unemployed at rate δ  and acquires skills at rate ζ.  The HJB 
equations for the skilled and unskilled worker in sector i are, respectively, 

ݎ  ܹ௧ ൌ ௧ሻݓሺߥ െ ߩ ܹ௧  ሺߜ ܷ௧ െ ܹ௧ሻ  ሶܹ ௧, and                       ሺ7ሻ ݎ ܹ௧ ൌ ௧ሻݓሺߥ െ ߩ ܹ௧  ሺߜ ܷ௧ െ ܹ௧ሻ  ζሺ ܹ௧ െ ܹ௧ሻ ሶܹ ௧.        ሺ8ሻ 
 

The left-hand sides of (7) and (8) represent the opportunity cost of 
holding asset ܹ௧ and ݓ௧, respectively. The right hand side in equation 
(7) consists of the dividend flow from the asset, the potential loss from 
retirement, the loss from job separation, and the gains from changes in 
valuation of the asset, respectively. The right hand side of (8) has one 
additional term, gains from skill acquisition. It is assumed that “skill” is 
job-specific so that skilled workers as well as unskilled workers lose their 
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skill and get ܷ௧ when they are separated from their job. Alternatively, one 
can think of a variant with “general skills”, which requires to extend the 
dimension of the model. The alternative may cause quantitative changes in 
our argument, but the qualitative implication of this paper will be 
maintained. Furthermore, in Japan, South Korea, and other East Asian 
countries having the Confucianism tradition, it is not common for an 
ordinary worker in one firm to switch to another rival firm and utilize the 
skills that she/he acquired in the former job. Once she/he is separated from 
a job, the worker is more likely to get the next job in a different occupation 
through long unemployment periods. Hence, this paper keeps the specific 
skills.  

 
Entrepreneurs There are ݊ -measure of entrepreneurs in sector ݅ א ሼܽ, ݉ሽ, who share the same preferences with workers. Entrepreneurs in 

each sector produce homogeneous products using identical production 
technology, given by 

௧ݕ  ൌ ܽ௧ఉೌ݇௧ఉೖሺߝ௧ ሚ݈௧ሻఉ ,                                                                                 ሺ9ሻ 
 

where (ܽ௧, ݇௧, መ݈௧ ) represent the TFP component, capital stock, and 
labor input at time t, respectively. It is assumed that ߚ  ߚ  ߚ ൌ 1. 
The labor-augmenting technology ߝ௧ is introduced to capture the growth of 
the accumulated (general) knowledge of the economy. It can be interpreted 
as general human capital. Sustained economic growth on the balanced 
growth path is obtained by assuming ߝ௧ to grow permanently, such that 

ሶ௧ߝ  ൌ ݐ    ௧  for eachߝ߰ א ሼ0, ∞ሻ.                                                                ሺ10ሻ 
 

The total factor productivity component, ܽ௧ , can be formed gradually 
through R&D investment and interaction with other productive resources 
(i.e. human capital). Throughout the paper we call it ‘technology’. That 
many R&D outcomes including new technologies and equipment can be 
utilized together with a certain level of skills accounts for gradual and 
persistent economic growth in a transitional economy. We posit 
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ሶܽ ௧ ൌ െߟܽ௧   ௧ሻଵି,                                                           ሺ11ሻܮ௧ߝ௧ሺݖߣ
 

where ߣ  is the efficiency parameter of technology investment, ߢ  is the 
elasticity of technology investment, and ߟ is the technology deterioration 
rate. ܮ௧, ܮ௧, and ܮ௧ are the number of the skilled employed, unskilled 
employed, and all workers, respectively, in sector i at time t. Each 
entrepreneur in sector i makes R&D investment of ݖ௧ at every t. The law 
of motion in (11) implies that that R&D investment becomes more 
efficient as the skilled population in sector i increases (human capital 
externality). 11  This, together with deterioration, embodies the gradual 
formation of the Ricardian comparative advantage and disadvantage. The 
capital stock, which can be immediately accumulated by purchasing from 
the international capital market, is depreciated at rate ߟ. 

 ሶ݇ ௧ ൌ െߟ݇௧   ௧,                                                                                   ሺ12ሻݔ
 

where ݔ௧ is the capital investment in sector i at time t. Regarding the labor 
input, it is assumed that 

 ሚ݈௧ ൌ ݈௧   ݈௧,                                                                                          ሺ13ሻߙ
 
where ሺ݈௧, ݈௧ሻ  represent the masses of unskilled and skilled workers, 
respectively, employed by the entrepreneur at time t. The coefficient ߙ 
reflects the fact that a skilled worker produces ߙሺ 1ሻ times more than an 
unskilled worker. Again, “skill” is assumed to be job-specific. Let ݒ௧ be 
the number of vacancies waiting for unemployed workers. The 
entrepreneur finds at rate ݍሺߠ௧ሻ  a worker who starts producing as an 
unskilled worker. Unskilled workers get learning shocks at rate ߞ on the 
job and become skilled workers. All workers leave the entrepreneur due to 
separation shock at rate ߜ  and retirement shock at rate ߩ . The law of 
motion of the employed workers is described by 

 
                                                 
11 This positive externality is motivated by Lucas (1988) and Choi (2011). By calibrating 

the model and conducting a counterfactual analysis, Choi (2011) argues that human 
capital externality has a significant effect on economic growth. Romer (1986, 1987) 
proposed the growth models with physical capital externalities in advance. 
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݅௧ ൌ െሺߜ  ሻ݈௧ߩ  ,௧݈ߞ and                                                               ሺ14ሻ ݅௧ ൌ െሺߜ  ߩ  ሻ݈௧ߞ   ௧.                                                        ሺ15ሻݒ௧ሻߠሺݍ

 

The profit flow of the entrepreneur in sector i at time t is given by 
௧ߨ  ൌ ௧ݕ െ  ௧݈௧ୀ,ݓ െ ௧ݔ െ ௧ݖ௭ െ  ௧,                         ሺ16ሻݒ௧ߝߛ

 
where ( , ௭ ) represent the cost of capital investment and R&D 
investment, respectively, and ߝߛ௧ represents the cost of creating a vacancy. 
Following Mortensen and Pissarides (1998), we assume the vacancy 
creation cost to grow together with ߝ௧, which is necessary to ensure the 
existence of the balanced growth path. The entrepreneur in sector i having 
,ߝ) ܽ, ݇, ݈, ݈) at time t chooses the schedule of (ݔఛ, ,ఛݒ ߬ ఛ) for eachݖ א ሼݐ, ∞ሻto maximize 

,ߝ௧൫ܧ  ܽ, ݇, ݈, ݈൯ ൌ max௭ഓ,௫ഓ,௩ഓஹ න ݁ିሺఛି௧ሻߨఛܲିଵ݀߬ஶ
௧                      ሺ17ሻ 

 
subject to (10), (11), (12), (14), (15) and the initial condition (ߝ௧, ܽ௧, ݇௧, ݈௧, ݈௧) =ߝ, ܽ, ݇, ݈, ݈. Lemma 1 solves the optimal control problem by 
the entrepreneur. 

 
Lemma 1 The entrepreneur in sector ݅ א ሼܽ, ݉ሽ  optimally chooses ሺݔ௧, ,௧ݒ ݐ ௧ሻ for eachݖ א ሼ0, ∞ሻ such that 

௭  ൌ ௧ሻଵିܮ௧ߝ௧ିଵሺݖߣߢ න ݁ିሺାఎೌሻሺఛି௧ሻ ఛ∂ܽఛߨ∂ ݀߬ ஶ
௧                        ሺ18ሻ 

 ൌ න ݁ିሺାఎೖሻሺఛି௧ሻ ఛ∂݇ఛߨ∂ ݀߬ஶ
௧ , and                                                ሺ19ሻ 

௧ߝߛ ൌ ௧ሻߠሺݍ න ݁ିሺାఋାఘାሻሺఛି௧ሻ ∂ߨఛ∂݈ఛ  ߞ ఛ∂݈௧൨ߨ∂ ݀߬ஶ
௧ .                      ሺ20ሻ 

 
In equations (18), (19), and (20), the left-hand side represents the 
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marginal cost of investment, while the right-hand sides represent the 
marginal benefit. The proof of Lemma 1 is delayed in Appendix A. 

 
Labor Market  The degree of the labor market tightness in sector i is 

defined as the ratio of the measure of total vacancy to that of job seekers in 
the sector. For each ݅ א ሼܽ, ݉ሽ, 

௧ߠ  ؔ ௧ݑ௧݊ݒ .                                                                                                    ሺ21ሻ 

 
Let ݉ሺݒ௧݊,  ௧ሻ be the number of matches successfully formed at timeݑ

t for each ݅ א ሼܽ, ݉ሽ. Given constant returns to scale matching technology, 
we obtain 

 ݂ሺߠ௧ሻ ൌ ݉ሺݒ௧݊, ௧ݑ௧ሻݑ ൌ ݉ሺߠ௧, 1ሻ ൌ ,௧݉൫1ߠ  ௧ିଵ൯ߠ

             ൌ ,௧݊ݒ௧݉ሺߠ  ௧݊ݒ௧ሻݑ ൌ  ௧ሻ.                                                   ሺ22ሻߠሺݍ௧ߠ

 
We denote by ሺܮ௧, ,௧ܮ ௧ሻݑ ) the measure of skilled employees, 

unskilled employees, and unemployed workers, respectively, in sector i at 
time t. The total population, ܮ௧, at time t is given by 

௧ܮ  ൌ  ሾܮ௧ୀ,  ௧ሿܮ  ௧ݑ   ௧                                                       ሺ23ሻݑ

 
The dynamic worker flows are summarized as follows. 

ሶܮ  ௧ ൌ െሺߩ  ௧ܮሻߜ  ሶܮ ௧,                                                                     ሺ24ሻܮߞ ௧ ൌ െሺߩ  ߜ  ௧ܮሻߞ  ,௧ݑ௧ሻߠ௧ሺߠ and                                          ሺ25ሻ ݑሶ ௧ ൌ െሺߩ  ௧ሻߠሺݍ௧ߠ  ௧ݑ௧ሻି߱ߦ  ௧ିݑ௧߱ߦ                ߜሺܮ௧  ௧ሻܮ  ߯߱௧ܮ௧,                                                                ሺ26ሻ 

 
where ܮ௧ is presented in (3). The last term of the right-hand side of (26) is 
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derived by the following argument: At time t, there are ߯ሺܮ௧  ௧ܮ ݑ௧ሻ -measure of newly born workers in the agricultural sector and ߯ሺܮ௧  ௧ܮ  ௧ሻݑ -measure of newly born workers in the 
manufacturing sector; because they can immediately switch, the total 
measure of newly born workers in sector i after the immediate switching is 
given by χ߱௧ܮ௧. 

 
Wage Bargaining   In accordance with Stole and Zwiebel (1996)12, 

successfully matched workers and entrepreneurs individually negotiate 
wages by splitting the marginal surplus. This implies that for each ݆ א ሼ݄, ݈ሽ, 

 ሺ1 െ ߶ሻ൫ ܹ௧ െ ܷ௧൯ ൌ ߶ ௧∂݈௧ܧ∂    at  every   ݐ א ሼ0, ∞ሻ,                       ሺ27ሻ 

 
where ߶ is the worker’s bargaining power. In wage bargaining, the firm 

takes 1 െ ߶ portion of the joint (marginal) surplus and gives ߶ portion to 
the worker in the form of wage payment. Note that (27) is implicitly based 
on an equilibrium restriction such that in any equilibrium ܹ௧ െ ܷ௧  0 
and பாபೕ  0  for each  ݅ א ሼܽ, ݉ሽ,  ݆ א ሼ݄, ݈ሽ,  and ݐ א ሾ0, ∞ሻ. Since the 

bargaining rule in (27) is true at every t, continuity and differentiability 
implies that 

 ሺ1 െ ߶ሻ൫ ሶܹ ௧ െ ሶܷ ௧൯ ൌ ߶ ݐ߲߲ ቆ∂ܧ௧∂݈௧ቇ  for almost everywhere ݐ א ሾ0, ∞ሻ.                                                                                                       ሺ28ሻ 
 

Lemma 2  The implied wage in sector ݅ א ሼܽ, ݉ሽ is given by 
௧ݓ  ൌ ௧ఉೌ݇௧ఉೖε௧ఉሺ݈௧ߙߚߙܣ  ݈௧ሻఉିଵߙ  ௧ଵܣ , and              ሺ29ሻ ݓ௧ ൌ ௧ఉೌ݇௧ఉೖε௧ఉሺ݈௧ߙߚܣ  ݈௧ሻఉିଵߙ  ௧ଵܣ ,                           ሺ30ሻ 

                                                 
12  Helpman and Itskhoki (2010), Helpman, Itskhoki, and Redding (2010), Felbermayr, 

Prat, and Schmerer (2011), and Ishimaru, Oh, and Sim (2013) adopt the bargaining rule 
proposed by Stole and Zwiebel (1996) in their studies on international trade. 
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where 
ܣ  ൌ ߶1 െ ߶  ߚ߶  and  ܣ௧ଵ ൌ ሺ1 െ ߶ሻܾߝ௧  ௧ߠ߶௧ߝߛ  ሺ1 െ ߶ሻߦΔ௧ܲ. 

 
Note that in both (29) and (30) the first terms are proportional to the 

marginal product of labor. The second terms reflect the labor market 
condition. For later use, we remark that ܣ௧ଵ  grows at rate ߰  if ߠ௧  is 
constant over time and Δ௧  grows at rate ߰ . The detailed derivation is 
provided in Appendix A. 

 
Equilibrium  We finish this section by defining the equilibrium of our 

interest. The following definition summarizes the overall shape of our 
model. 

 
Definition  An equilibrium consists of bounded time series of choice rules ሼ߱௧, ,௧ݔ ,௧ݑ ሼ,ሽא௧ሽݖ , labor market tightness parameters ሼߠ௧ሽאሼ,ሽ , 

wages ሼݓ௧ሽאሼ,ሽ , value equations ሼܧ௧, ܹ௧, ܹ௧, ܷ௧ሽאሼ,ሽ , and laws 
of motions ሼߝ௧, ܽ௧, ݇௧, ݈௧, ݈௧, ,௧ܮ ,௧ܮ ,௧ܮ ݐ ሼ,ሽ at everyא௧ሽݑ א ሾ0, ∞ሻ 
such that: 

 
(i)  unemployed workers as well as newly born workers optimally  

choose where they work when they are hit by an exogenous shock, 
(ii)  each entrepreneur in sector i optimally chooses {ݖ௧, ,௧ݔ   ௧} atݒ

every t, 
(iii) aggregate consistency requires that  
• the market tightness ሼߠ௧ሽאሼ,ሽ should be consistent with its 

definition, 
• wages ሼݓ௧ሽאሼ,ሽ  should be consistent with the imposed 

bargaining rule, 
௧ܮ • ൌ ݈݊௧ ௧ܮ , ൌ ݈݊௧ , and ܮ௧ ൌ ∑ ሺܮ௧  ௧ܮ  ௧ሻݑ  for 

each ݅ א ሼܽ, ݉ሽ. 
(iv) the evolution of the entire system is recursively governed by the  

law of motions of (3), (5), (7), (8), (10), (11), (12), (14), (15),(17), 
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(24), (25), and (26), given  ሼܧ, ܹ, ܷ, ܷሽאሼ,ሽ and ሼߝ, ܽ, ݇, ݈, ݈, ,ܮ ,ܮ  .ሼ,ሽאሽݑ   ,ܮ
 
2.2. On the Balanced Growth Path 
 
In this subsection, we characterize the balanced growth paths by 

applying the previous definition with a small modification on the law of 
motions (ݒ). Stationarity on the balanced growth path requires that 

ሶܮ  ௧ܮ௧ ൌ ሶܮ ௧ܮ௧ ൌ ሶܮ ௧ܮ௧ ൌ ሶݑ ௧ݑ௧ ൌ ߯ െ ,ߩ ሶܽ ௧ܽ௧ ൌ ሶ݇ ௧݇௧ ൌ ߯ െ ߩ  ߰, and ሶܷ ௧ܷ௧ ൌ ሶܹ ௧ܹ௧ ൌ ሶܹ ௧ܹ௧ ൌ ௧ߝሶ௧ߝ ൌ ߰.                                                                     ሺ31ሻ 

 
Let ܮ, ܮ and ݑ denote the proportion of skilled, unskilled and unem-

ployed workers, respectively, in sector ݅ to the total population. That is, 
ܮ  ൌ ௧ܮ௧ܮ , ܮ ൌ ௧ܮ௧ܮ , and ݑ ൌ ௧ܮ௧ݑ .                                                        ሺ32ሻ 

 
By the stationarity condition of the balanced growth path (31), these 

ratios are constant over time. The stationarity condition dictates that Δ௧/ߝ௧ 
is constant over time on the balanced growth path. Also, from (15), (21), 
and (31), we get 

௧ݒ  ൌ ሺ߯  ߜ  ௧ሻߠሺݍሻ݈௧ߞ ൌ ሺ߯  ߜ  ௧ሻ݊ߠሺݍ௧ܮሻߞ ൌ ௧݊ݑ௧ߠ                                 ሺ33ሻ 

 
on the balanced growth path. Since ܮ௧ and ݑ௧ grow together at the rate 
(߯ െ  ௧ should be constant on the balanced growth path to make theߠ ,(ߩ
last equality hold over time. We drop the time subscript t from the 
variables that are constant on the balanced growth path. 

Using (31), we rewrite (5) as follows. 
 



 

560 Job Creation and Business Investment as Pathways to a Creative Economy  

ሺݎ  ߩ െ ߰ሻ ܷ௧ ൌ ௧ܲିଵߝܾ  ݂ሺߠሻሺ ܹ௧ െ ܷ௧ሻ   Δ௧.                      ሺ34ሻߦ
 
Combining (20) and (27) yields 
௧ߝߛ  ൌ ௧ሻߠሺݍܲ ௧߲݈௧ܧ∂ ൌ ௧ሻߠሺݍܲ ሺ1 െ ߶ሻሺ ܹ௧ െ ܷ௧ሻ߶ .                           ሺ35ሻ 

 
Subtracting ܷ௧  from ܷ௧ , dividing by ߝ௧ , and combining with (35) 

yields 
 ሺܷ௧ െ ܷ௧ሻ/ߝ௧ ൌ ߠሺ߶ߛ െ ݎሻሺߠ  ߩ െ ߰  ሻܲሺ1ߦ െ ߶ሻ   and                             ሺ36ሻ 

߱ ൌ 11  exp ሾሺܷ௧ െ ܷ௧ሻ߱/ߝ௧ሿ ൌ 1 െ ߱.                                      ሺ37ሻ 

 
These imply that (߱, ߱) and ሺܷ௧ െ ܷ௧ሻ/ߝ௧ are constant over time 

on the balanced growth path and uniquely determined by (ߠ, ߠ). From 
(25), (26), and (31), the triplet of (ܮ, ,ܮ  .) is characterized as followsݑ
Given (ߠ, ߠ), for each ݅ א ሼܽ, ݉ሽ, 

 0 ൌ ሺ߯  ܮሻߜ െ ,ܮߞ and                                                                        ሺ38ሻ 0 ൌ ሺ߯  ߜ  ܮሻߞ െ ,ݑሻߠሺݍߠ and                                                       ሺ39ሻ 0 ൌ ሺ߯  ሻߠሺݍߠ  ݑሻି߱ߦ െ ିݑ߱ߦ െ ܮሺߜ  ሻܮ െ ߯߱,         ሺ40ሻ 
 
Solving (37), (39) and (40), and multiplying by ܮ௧ results in Lemma 3. 
 
Lemma 3  Given (ߠ, ߠ), on the balanced growth path, 
௧ܮ   ൌ ሺ߯  ߱ߦሻ߯߱ሺ߯ߠሻ݂ሺߜ  ݂ሺିߠሻ߯/ሺ߯  ሻߜ  ሺ߯ߞ௧ܮሻି߱ߦ  ߜ  ሻߞ ቄቀ߯  ି߱ߦ  ሺఏሻఞఞାఋ ቁ ቀ߯  ߱ߦ  ሺఏషሻఞఞାఋ ቁ െ  ,ଶ߱߱ିቅߦ

௧ܮ ൌ ݂ሺߠሻ߯߱ሺ߯߱ߦ  ݂ሺିߠሻ߯/ሺ߯  ሻߜ  ௧ሺ߯ܮሻି߱ߦ  ߜ  ሻߞ ቄቀ߯  ି߱ߦ  ሺఏሻఞఞାఋ ቁ ቀ߯  ߱ߦ  ሺఏషሻఞఞାఋ ቁ െ ଶ߱߱ିቅߦ , and 

ሺ41ሻ 

ሺ42ሻ 



 

 CHAPTER 12  Economic Growth and Labor Market Institutions in East Asian Structural Transformation 561 

௧ݑ ൌ ߯߱ሺ߯߱ߦ  ݂ሺିߠሻ߯/ሺ߯  ሻߜ  ௧ቄቀ߯ܮሻି߱ߦ  ି߱ߦ  ሺఏሻఞఞାఋ ቁ ቀ߯  ߱ߦ  ሺఏషሻఞఞାఋ ቁ െ  ଶ߱߱ିቅ.                     ሺ43ሻߦ

 
Notice that ப௬డ grows at rate ߰ on the balanced growth path due to the 

growth of the labor-augmenting technology. Lemma 4 summarizes the 
entrepreneur’s behavior on the balanced growth path. 

 
Lemma 4 Given (ߠ, ߠ) on the balanced growth path, the entrepreneur 

in each sector optimally chooses 
௧ݖ  ൌ ௧ܮ௧ߝ ቈߣߢߚሺ1 െ ݎ௭ሺሻܣߚ  ܽ௧ߚሻߟ ௧߲݈௧ݕ∂ ሺ݈௧  ݈ܽ௧ሻ భభషഉ ,                           ሺ44ሻ 

௧ݔ ൌ ሺ߯ െ ߩ  ߰  ሻߟ ሺ1 െ ሺ݈௧ߚሻܣߚ  ݈ܽ௧ሻߚሺݎ  ሻߟ ௧߲݈௧ݕ∂ , and               ሺ45ሻ 

ݒ ൌ ߱ߦ߯߱ሺ߯ߠ  ݂ሺିߠሻ߯/ሺ߯  ሻߜ  ௧ቀ߯ܮሻି߱ߦ  ି߱ߦ  ሺఏሻఞఞାఋ ቁ ቀ߯  ߱ߦ  ሺఏషሻఞఞାఋ ቁ െ ଶ߱߱ିߦ ,                          ሺ46ሻ 

 
where 

௧߲݈௧ݕ∂  ൌ ቈߚ ൬ ௧߯ܮߣ െ ߩ  ߰  ൰ఉೌሺଵିሻߟ
 

ቆߣߢߚሺ1 െ ݎሺߚ௭ሻܣߚ  ሻߟ ሺ݈௧  ݈௧ሻቇఉೌߙ
 

ቆሺ1 െ ሺ݈௧ߚሻܣߚ  ݎሺߚ݈௧ሻߙ  ሻߟ ቇఉೖ ௧ఉሺ݈௧ߝ  ݈௧ሻఉିଵ൧ߙ భభషഁೖషഁೌഉ.      ሺ47ሻ 

 
In addition, these imply that 
 ܽ௧ ൌ  ௧߯ܮ௧ߝߣ െ ߩ  ߰  ൨ଵିߟ ቈߣߢߚሺ1 െ ݎሺߚ௭ሻܣߚ  ሻߟ ௧߲݈௧ݕ∂ ሺ݈௧  ݈௧ሻߙ , ሺ48ሻ 

݇௧ ൌ ሺ1 െ ሺ݈௧ߚሻܣߚ  ݎሺߚ݈௧ሻߙ  ሻߟ ௧߲݈௧ݕ∂ ,                                                         ሺ49ሻ 
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݈௧ ൌ ሺ߯  ߱ߦሻ߯߱ሺ߯ߠሻ݂ሺߜ  ݂ሺିߠሻ߯/ሺ߯  ሻߜ  ሺ߯ߞ௧݊ܮሻି߱ߦ  ߜ  ሻߞ ቄቀ߯  ି߱ߦ  ሺఏሻఞఞାఋ ቁ ቀ߯  ߱ߦ  ሺఏషሻఞఞାఋ ቁ െ , ଶ߱߱ିቅߦ and 

݈௧ ൌ ݂ሺߠሻ߯߱ሺ߯߱ߦ  ݂ሺିߠሻ߯/ሺ߯  ሻߜ  ௧݊ሺ߯ܮሻି߱ߦ  ߜ  ሻߞ ቄቀ߯  ି߱ߦ  ሺఏሻఞఞାఋ ቁ ቀ߯  ߱ߦ  ሺఏషሻఞఞାఋ ቁ െ     . ଶ߱߱ିቅߦ
 
Plugging (48), (49), and (51) into (20) and reordering yields 
ሻݐ݅ߠሺݍߚߛ   ௧ଵܣ ݎ௧ሺߝ/  ߩ  ߜ െ ߰ሻߚ                                                                               ൌ  1 െ ݎߙ  ߜ  ߩ െ ߰  ߞ  ݎߙ  ߜ  ߩ െ ߰൨ ቈ൬ ௧߯ܮߣ െ ߩ  ߰  ሻߢ൰ఉೌሺଵିߟ

 

      ൬ ݎ௭ሺߚߢߣ  ሻ൰ఉೌߟ ൬ ݎሺߚ  ሻ൰ఉೖߟ ሺ1 െ        ሺ݈௧ሻܣߚ  ݈௧ሻିఉೌሺଵିሻ൧ߙ భభషഁೖషഁೌഉ, 
 

for each ݅ א ሼܽ, ݉ሽ. As mentioned before, (35) is based on the implicit 
restriction such that ܹ௧ െ ܷ௧  0  and பாడ  0  for each ݅ א ሼܽ, ݉ሽ  and ݐ א ሼ0, ∞). If it is violated, the right-hand side of (52) can be negative so 
that there is no solution. If the implicit restriction is satisfied, we get two 
equations described in (52) to solve for two unknowns ሺߠ,  .ሻߠ

 
Proposition 1  There exists a balanced growth path if and only if the 

system of equations described in (52) has a solution of  ሺߠ,  .ሻߠ
 
Given the complexity of the overall system, it is difficult to analytically 

determine under what parametric condition the balanced growth path exists 
and whether it is unique. Instead, we acknowledge that in our numerical 
experiment with reasonable parameter values, we obtain the same result 
regardless of the random starting points (we repeat the same experiment 
with more than 20 different random initial guesses). 

 
 
 
 

ሺ50ሻ 

ሺ51ሻ 

ሺ52ሻ 
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2.3. On the Postwar Transition 
 
Here, we characterize the transition path from a particular initial state to 

the balanced growth path, with the evolution of the economy governed by 
the system of differential equations. One advantage of our model is that the 
transition path is fully described by an autonomous control. 

The lifetime value of unemployment evolves as follows. For each ݅ א ሼܽ, ݉ሽ, 
 ሶܷ ௧ ൌ ሺݎ  ሻߩ ܷ௧ െ ሺ1ܲ߶ݐߝߛ௧ߠ െ ߶ሻ െ Δ௧ߦ െ ଵ with lim௧՜ஶିܲݐߝܾ ܷ௧ ൌ ܷ  ሺ53ሻ 

 
Given ሺߠ௧, ௧ሻߠ , equation (53) together with (6) determines ሺܷ௧, ܷ௧, ∆௧, ∆௧ሻ at every ݐ א ሼ0, ∞ሻ. Plugging (53) into (4) also yields ሺ߱௧, ߱௧ሻ. Starting from ሺܮ, ,ܮ ,ܮ ,ܮ ,ݑ ,௧ܮሻ, ሺݑ ,௧ܮ   ,௧ܮ ,௧ܮ ,௧ݑ  ௧ሻ evolve following (24)-(26) towardݑ
 lim௧՜ஶሺܮ௧, ,௧ܮ ௧ሻݑ ൌ ሺܮ, ,ܮ  ሻ.                                                            ሺ54ሻݑ
 
Note that ݈௧ ൌ ௧/݊, and ݈௧ܮ ൌ  .௧/݊ܮ
 
Lemma 5  Given (ߠ௧, ,௧ߠ ,௧ܮ ,௧ܮ ,௧ܮ ݐ ௧) at everyܮ א ሼ0, ∞ሻ, 

we obtain 
 ݇௧ ൌ ൫1 െ ௧ఉሺ݈௧ߝܽ௧ఉೌߚ൯ܣߚ  ݈ܽ௧ሻఉሺݎ  ሻߟ ൩ భభషഁೖ                        ሺ55ሻ 

ܽ௧ ൌ න ݁ିఎೌሺ௧ିఛሻߣݖఛ݅ሺߝఛܮఛሻ1െ݅ ݀߬  ݁ିఎೌ௧ܽ௧
 ,                             ሺ56ሻ ݈௧=ܮ௧/݊, and ݈௧ ൌ  ௧/݊,                                                                  ሺ57ሻܮ

Where 
௧ݖ  ൌ ௧ܮ௧ߝ ߣߢ௭ න ݁ିሺାఎೌሻሺఛି௧ሻ ஶ

௧  ൫1 െ ߬݀ ൯ܣߚ ఛఉሺ݈ఛߝܽఛఉೌషభܽఛఉೖ݇ఛఉೖߚ   ݈ܽఛሻఉቃ భభషഉ 
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Lemma 5 summarizes the dynamic path followed by entrepreneurs. 
Given (ߠ௧, ݐ ௧) at everyߠ א ሼ0, ∞ሻ, equations (24)-(26) jointly determine ሺܮ௧, ,௧ܮ ,௧ܮ ,௧ܮ ,௧ݑ  ௧ሻ and, together with Lemma 5, the uniqueݑ
path of the economy. Combining (20) and (27) yields 

ଵିܲݐߝߛ  ൌ ௧ሻߠሺݍ ሺ1 െ ߶ሻሺ ܹ௧ െ ܷ௧ሻ߶ ,                                                    ሺ58ሻ 

 
which restores ሺߠ௧, ௧ሻߠ  at every ݐ א ሼ0, ∞ሻ . Because ሺ ܹ௧, ܷ௧ሻ ՜ሺ ܹ, ܷሻ, we can get the convergence point ሺߠ,  ሻ. As in the previousߠ

subsection, (58) raises the equilibrium restriction that ܹ௧ െ ܷ௧  0 for 
all i and t. Equations (24)-(26) and (53)-(58) provide the full description of 
the transition path of the model. 

Again, the complexity of the system prevents us from providing an 
analytical proof on the existence and uniqueness of the solution. Instead, 
we acknowledge that we obtain the same result when we repeat the 
experiment with 20 different sets of “initial guesses.” 

 
 
3. Numerical Analysis 
 
This section presents a quantitative assessment of the underlying link 

between labor market institutions and economic growth, with a focus on 
two East Asian countries, Japan and South Korea. The Japanese episode is 
a comprehensive example of economic growth through structural 
transformation up to the starting point of ‘lost decades’. Lack of data for 
the 1950s and 1960s precludes analysis of the initial periods of structural 
transformation independently of the ‘postwar effect’ of World War II 
(1939-45) and the Korean War (1950-53). Initially less confounded by the 
postwar effect, the structural transformation of South Korea accelerated in 
the early 1970s and continued until the Korean foreign currency crisis in 
1997. This complementary analysis of the Japanese and South Korean 
episodes supports concrete conclusions about labor market institutions and 
economic growth in transitional economies. 

In subsection 3.1, we calibrate the model by combining three Japanese 
data sources: the World Bank database; the Japanese national account; and 
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the dataset employed by Hayashi and Prescott (2008). Lacking earlier data, 
we focus on the period beginning in 1960 and, to exclude the lost decades 
of Japan in the 1990s, ending in 1990. In subsection 3.2, we calibrate the 
model using three South Korean sources: the World Bank database; the 
Korean national account; and the estimation results presented by Chang, 
Nam, and Rhee (2004). We focus on the period starting in 1970, the 
implied starting point of structural transformation in South Korea, and, to 
avoid its foreign currency crisis, ending in 1995. [Table 1] and [Table 2] 
summarize our choices of parameter values associated with Japan’s 
structural transformation, [Table 3] and [Table 4] our choices of parameter 
values associated with South Korea’s structural transformation. 

 
3.1. Japanese Structural Transformation 
 
Exogenously Fed Parameters  We set ݎ ൌ  0.0095 during the sample 

period to fix the annual interest rate at 3.8%, which is consistent with the 
estimate of the annual discount rate in Esteban-Pretel and Sawada (2009). 
But, the discount rate does not have a pronounced effect on the macro 
variables in our model. We normalize the price of non-agricultural 
products to be 1, and fix the relative price of agricultural products at 1.2, 
which is consistent with the average of the Engel coefficient from 1960-
1990. The Engel coefficient, the ratio of food expenditures to total 
expenditures by households, is obtained by 

ଵିఙଵିఙ   ଵିఙ ൎ 0.37.    
 

Japan’s Engel coefficient was around 0.49 in 1960 and declined continuously 
to around 0.25 in 1990.13 Because it assumes homothetic preferences, our 
model predicts a constant Engel coefficient, unless it additionally assumes 
the subsistence level, as in Matsuyama (1992). For the sake of simplicity, 
we alternatively take a simple average of the Engel coefficient during the 

                                                 
13  The Family Income and Expenditure Survey of the Ministry of Internal Affairs and 

Communications Statistics Bureau of Japan provides total consumption expenditure 
and food expenditure. 
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target period. 
The retirement rate is set to be 0.011, which results in roughly 90 

percent of workers, who enter the labor market at age 25, retiring before 
age 70. The implied average ‘market duration’, the average elapsed time 
between labor market entry and exit, is thus less than than 25 years. Not 
being a lifecycle model with aging, our model considers a worker who 
moves into the non-labor force to be a retiree and a worker who moves 
from the non-labor force into the labor force to be a newly born worker. 
Average market duration is thus much shorter than average lifespan. 
Japan’s population grew from 58.63 million in 1965 to 81.0 million in 
1990.14 The implied quarterly growth rate is ln(81.0/58.63)/ 100 ൎ 0.003, 
which determines the birth rate ߯ ൌ ߩ  0.003 ൌ  0.014  during the 
sample period. The separation rate ߜ is set to 0.02 to obtain the average job 
duration of 12.5 years among non-retirees in the OECD data set. This 
choice is consistent with Esteban-Pretel and Fujimoto (2012). We posit 

ሻߠሺݍ  ൌ 0.6 ൈ ିߠ . for each ݅ א ሼܽ, ݉ሽ,                                                 ሺ59ሻ 
 

borrowing from Kano and Ohta (2002), who estimate the matching 
function of the Japanese labor market consistent with the plausible range 
of empirical elasticity of 0.5 to 0.7 proposed by Petrongolo and Pissarides 
(2001). We equalize the bargaining parameter to the elasticity of the 
matching technology by invoking Hosios’s condition, that is, ߶ ൌ 0.6 . 
These choices on bargaining parameter and matching function parameters 
are consistent with Esteban-Pretel and Fujimoto (2012). The growth rate of 
labor augmenting technology ߰ is set at 0.007. The latter choice, which 
implies a balanced growth path of 0.028 annually, is based on the average 
annual growth rate (a weighted average of country growth rates) of GDP in 
all OECD countries for the period 1980-1990.15 

The capital depreciation rate ߟ, calculated as the ratio of depreciation 

                                                 
14   These values are obtained from the Japanese Population Census, which can be 

downloaded from the Statistics Bureau of Japan. 
15  Their lost decades starting from 1990’s preclude calibration based on the balanced 

growth path. Instead, we use the average growth rate of other OECD countries for the 
period 1980-1990. Table V.1. Growth Performance in OECD countries is from OECD 
Outlook 2000 V. Recent Growth Trends in OECD Countries. 
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to real capital stock each year, results in ߟ ൌ 0.033, following Jorgenson 
(1996). 16  Calculating the technology depreciation rate ߟ  based on the 
depreciation rate of service industry equipment results in ߟ ൌ  0.041 , 
again following Jorgenson (1996). Due to the lack of sectoral data, we 
employ the aggregate economy level of the depreciation rate. The elasticity 
of substitution ߪ  is set to 3.8, following Bernard, Eaton, Jensen, and 
Kortum (2003), Felbermayr, Prat, and Schmerer (2011), and Ishimaru, Oh, 
and Sim (2013). Values exogenously assigned are summarized in [Table 1]. 

 
Calibrated Parameters For the remaining parameters, we choose a 

vector that matches the aggregate of the time series data for sectoral GDP 
growth per capita, sectoral labor share, sectoral capital share, sectoral wage 
growth, the net EXP/GDP, replacement ratio and average unemployment 
rate. 

In [Figure 1], the dots represent actual data values, the smooth lines the 
time series predicted by the model. Overall, [Figure 1] suggests that our 
calibration strategy captures fairly well the trend in transition. Panels (a) 
and (b) present the time-series data and the model’s prediction of sectoral 
GDP growth per capita from 1970 to 1990 (lacking data for earlier 
periods). Panels (c) and (d) report sectoral labor shares, panels (e) and (f) 
sectoral capital shares, from 1960-1990. Both labor and capital shares 
declined sharply in the agricultural, and rose rapidly in the non-agricultural, 
sector. In Panels (g)-(h), we exploit the evolution of sectoral wages from 
1960-1990 to calibrate the labor productivity parameters ሺߙ, ,ߙ ζሻ. 
Based on historical wage data reported by Japan’s Ministry of Health, 
Labor and Welfare,17 from 1960-1990 workers’ real wages grew by 29 and 
152 percent in the agricultural and non-agricultural sectors, respectively. 
Panel (i) reports the unemployment rate in the actual data and the model. 
Without business cycle fluctuation, we set the target of the average 
unemployment rate at 2.0 percent. Panel (j) shows the Net Export/GDP 
ratio predicted by the model to be reconciled with the average Net 
Export/GDP ratio of 10.5 percent and its linear trend from 1960 to 1990. 
                                                 
16  Calculating the average annual depreciation rate of agricultural (0.0971), construction 

(0.1722), mining and oil field (0.1650), metalworking (0.1225), and special industry 
machinery (0.1031) results in 0.132 annually, or 0.033 quarterly. 

17  URL: www.mhlw.go.jp. 



 

568 Job Creation and Business Investment as Pathways to a Creative Economy  

Panel (k) presents the population growth from the data and the model. 
Panel (l) reflects adjustment of the model’s parameters to keep 
unemployment benefits at around 40 percent of the average wage over 
time. These choices are summarized in [Table 2]. 

 
▌ Table 1 ▌  Parameter Values: Exogenously Assigned (Japan) 

Parameters Description (Source/ Target) ݎ ൌ / 0.0095 ൌ ߩ 1.2 ൌ 0.011 ߯ ൌ ߜ 0.014 ൌ ሻߠሺݍ 0.02 ൌ ߶ .ିߠ0.6 ൌ 0.6 ߰ ൌ 0.007 
ߟ  ൌ ߟ 0.041 ൌ ߪ 0.033 ൌ 3.8  

discount rate (Esteban-Pretel and Sawada (2009)) 
price of agriculture good (Engel coefficient) 
retirement rate (retirement age) 
birth rate (population growth rate) 
separation rate (Esteban-Pretel and Fujimoto (2012)) 
matching technology (Kano and Ohta (2002)) 
bargaining parameter (Hosios (1990)) 
growth rate of the labor augmenting technology 
(average growth rate of OECD countries) 
technology depreciation rate (Jorgenson (1996)) 
capital depreciation rate (Jorgenson (1996)) 
elasticity of substitution (Ishimaru, Oh, and Sim (2013)) 

 
▌ Table 2 ▌  Parameter Values: Endogenously Targeted (Japan) 

Parameters Description (Source/Target)  ߱ ൌ ൌ ߦ 0.03  ߙ 0.007   ൌ ߙ 1.05   ൌ ൌ ߞ 1.5  ൌ ߛ 0.6   0.12   ൌ ௭ 0.3   ൌ ߚ 0.4   ൌ ߚ 0.193  ൌ ߚ 0.23   ൌ ߚ 0.58  ൌ ߣ 0.5  ൌ ߣ 0.3  ൌ  0.5 ݇ ൌ  0.1 ݇ ൌ  0.4 ܾ ൌ  1.3 

sensitivity of inter-sectoral migration 
arrival rate of revision shock 
agr labor Productivity 
non-Agr labor Productivity 
human capital accumulation  
cost of vacancy 
capital cost 
technology investment cost 
agr capital share in production 
non-Agr capital share in production 
agr labor share in production 
non-Agr labor share in production 
efficiency of technology investment 
efficiency of technology investment 
elasticity of technology investment 
elasticity of technology investment 
unemployment benefit 

(the time series of 
sectoral GDP growth, 
sectoral labor share, 
sectoral capital share, 
sectoral wage growth, 
net EXP/GDP ratio, 
replacement ratio, and 
unemployment rate) 
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3.2. South Korean Structural Transformation 
 
Exogenously Fed Parameters We set the real interest rate at 0.01 to 

match South Korea’s annual average real interest rate of around 4.0 
percent during 1970-1995 period. 18  As in the Japanese episode, we 
normalize the price of non-agricultural products to be 1 and fix the relative 
price of agricultural products at 1.2, consistent with the historical average 
Engel coefficient of 0.37 for South Korea for the 1970-1995 period. The 
share of food expenditure to total expenditure declined from 0.44 in 1970 
to 0.26 in 1995. The retirement rate is set at 0.011 for consistency, and South 
Korea’s quarterly growth rate was also 0.003, which implies the birth rate ߯ ൌ ߩ  0.003 ൌ  0.014 during the sample period. According to World Bank 
data, South Korea’s population grew from 31.92 million in 1970 to 45.09 
million in 1995, which implies a quarterly growth rate of 0.003.  

The separation rate ߜ is set to 0.027 based on the estimation results in 
Chang, Nam, and Rhee (2004), who show that the monthly separation rate 
of the aggregate economy declined from 0.012 in 1981 to 0.006 in 1994. 
Note that taking the average of these two values results in a quarterly 
separation rate of 0.027 and corresponding average job duration of 9.25 
years. We also borrow from Chang, Nam, and Rhee (2004) the estimates 
of the matching technology in the South Korean labor market. 

ሻߠሺݍ  ൌ 0.45 ൈ ିߠ .ହ for each ݅ א ሼܽ, ݉ሽ                                               ሺ60ሻ 
 
Invoking Hosios’s condition, we set ߶ ൌ 0.5. We also set the growth 

rate of the labor augmenting technology ߰ at 0.01, which is equivalent to 
an annual GDP growth rate of 4.0 percent on the balanced growth path 
based on South Korea’s average annual GDP per capita growth rate from 
2000 to 2010.19 We use the same values as in the Japanese episode for the 
remaining parameters (ሺߟ, ,ߟ  .ሻߪ

                                                 
18  Chang, Nam, and Rhee (2004) use the annual real interest rate of 4.17 percent during 

the 1975-1994 period. 
19   Because the Japanese economy is suffering still from the ongoing ‘lost decades’, 

whereas the South Korean economy was considered recovered from the foreign 
currency crisis in the early 2000s, we adopt different calibration strategies for their 
potential growth rates on the balanced growth path. 
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Calibrated Parameters We choose a vector of the remaining parameters 
to match the aggregate of the time series data for sectoral GDP growth per 
capita, sectoral labor share, the EXP/GDP ratio, capital investment growth, 
sectoral value-added share, and the net EXP/GDP and replacement ratios 
and average unemployment rate. Given the similarity between the Japanese 
and Korean economies and lack of sectoral capital share data, we keep the 
same parameter values for ሺ, ,௭ ,ߚ ,ߚ ,ߚ  ሻ as in the Japaneseߚ
episode. Most of the panels in [Figure 2] report the Korean equivalents of 
the Japanese data. The exceptions are sectoral capital share and wage 
growth. The latter time series for the sample period being unavailable in 
the South Korean dataset, we substitute the time-series data for the EXP/ 
GDP ratio in Panel (e), the aggregate capital investment growth rate in 
Panel (f), and the sectoral value-added shares in Panels (e) and (f). The 
actual data show the labor and value-added shares to have declined 
substantially in the agricultural, and risen sharply in the non-agricultural, 
sector. Overall, [Figure 2] suggests that our calibration strategy captures 
fairly well the behavior of the target time series data for South Korea for 
1970-1995 period. 

 
▌ Table 3 ▌  Parameter Values: Exogenously Assigned (South Korea) 

Parameters Description (Source/ Target) ݎ ൌ / 0.01 ൌ ߩ 1.2 ൌ 0.011 ߯ ൌ ߜ 0.014 ൌ ሻߠሺݍ 0.027 ൌ ߶ .ହିߠ0.45 ൌ 0.5 ߰ ൌ 0.01 
ߟ  ൌ ߟ 0.041 ൌ ߪ 0.033 ൌ 3.8  

discount rate (Chang, Nam, and Rhee (2004)) 
price of agriculture good (Engel coefficient) 
retirement rate (retirement age) 
birth rate (population growth rate) 
separation rate (Chang, Nam, and Rhee (2004)) 
matching technology (Chang, Nam, and Rhee (2004)) 
bargaining parameter (Hosios (1990)) 
growth rate of the labor augmenting technology 
(the average growth rate of South Korea from 2000-2010) 
technology depreciation rate (Jorgenson (1996)) 
capital depreciation rate (Jorgenson (1996)) 
elasticity of substitution (Ishimaru, Oh, and Sim (2013)) 

 
  



 

 CHAPTER 12  Economic Growth and Labor Market Institutions in East Asian Structural Transformation 573 

▌ Table 4 ▌  Parameter Values: Endogenously Targeted (South Korea) 

Parameters Description (Source/Target)  ߱ ൌ ൌ ߦ 0.035  ߙ 0.006   ൌ ߙ 1.1   ൌ ൌ ߞ 1.55  ൌ ߛ 0.7   0.213   ൌ ௭ 0.3   ൌ ߚ 0.4   ൌ ߚ 0.193   ൌ ߚ 0.23   ൌ ߚ 0.58   ൌ ߣ 0.5   ൌ ߣ 0.2   ൌ ߢ 0.5   ൌ ߢ 0.1    ൌ  0.45 ܾ ൌ  1.15 

sensitivity of inter-sectoral migration 
arrival rate of revision shock 
Agr labor Productivity 
Non-Agr labor Productivity 
human capital accumulation 
cost of vacancy 
capital cost 
technology investment cost 
Agr capital share in production 
Non-Agr capital share in production 
Agr labor share in production 
Non-Agr labor share in production 
efficiency of technology investment 
efficiency of technology investment 
elasticity of tech. investment 
elasticity of tech. investment 
unemployment benefit 

(the time series of 
sectoral GDP growth, 
sectoral labor share, 
sectoral value-added share, 
aggregate capital growth, 
EXP/GDP ratio, 
net EXP/GDP ratio, 
replacement ratio, and 
unemployment rate) 

 

 
4. Counterfactual Experiments 
 
Using the calibrated model, we conduct counterfactual experiments by 

substituting different arrival rates of separation shock and matching 
technologies. The baseline simulations, represented by the solid lines, are 
the results with the calibrated parameters. In the first counterfactual 
experiment, represented by the dotted lines (Counterfactual Experiment 1, 
or CE-1), setting the separation rate at 0.239 and retirement rate at 0.011 
results in a one-year job tenure. The second experiment, represented by the 
dashed lines (Counterfactual Experiment 2, or CE-2), posits the counterfactual 
question: “If the Japanese and South Korean labor markets had transplanted 
from the flexible U.S. labor market the efficient matching technology and 
high separation rate, what would have happened in 1990?” 

[Figure 3] shows how varying job duration affects human capital 
accumulation and labor productivity, as calculated in each counterfactual 
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experiment. Long job duration enables each entrepreneur to maintain high 
employment at a lower cost, and improves the average productivity of 
employed workers through learning-by-doing on the job. Panels (a)-(d) 
show the fraction of skilled workers to trend downward in the agricultural 
and upward in the non-agricultural sectors, and to be lower in 
counterfactual experiments involving a high separation rate. Panels (e)-(h) 
show the fraction of unskilled workers to exhibit moderate changes over 
time, Panels (i)-(l) labor productivity to be substantially higher in the 
baseline simulation. 

[Figure 4] shows the transitional paths of technology stock, capital 
stock, and total production, as determined in each simulation. Panels (a)-(h) 
show agricultural investments in technology and capital to be slightly 
lower, and non-agricultural investments to be substantially lower, in the 
counterfactual experiments than in the baseline simulation. That technology 
and capital accumulation are more pronounced in the non-agricultural than 
in the agricultural sector is important. Taken together with the sectoral 
human capital accumulation patterns depicted in [Figure 3], [Figure 4] 
shows long job tenure and enhanced labor productivity to stimulate 
technology and capital investment more greatly in the non-agricultural 
sector. Consistent with these results, Panels (g)-(h) show aggregate 
production to be higher in the baseline simulation than in the counterfactual 
experiments. GDP growth in the non-agricultural sector, in which human 
capital accumulation significantly improves labor productivity and 
encourages investment, is especially accelerated by long job duration. 

[Table 5] summarizes the main results of our numerical experiments in 
terms of key ratios of counterfactual simulation results to baseline 
simulation results in 1990. Because structural transformation was still 
ongoing in South Korea in 1990, these ratios are relatively underestimated 
in the South Korean experiments. Panel (a) presents the results from the 
first counterfactual experiment (CE-1), in which we set the separation rate 
at 0.239 and retirement rate at 0.011 to make job tenure one year. This 
result shows that if the job duration of Japanese and South Korean workers 
had been one year, the non-agricultural employment share in 1990 would 
have accounted for about 80 percent, and non-agricultural GDP per capita 
in 1990 for about 70 percent, of their actual values. This suggests that long 
job duration is a crucial determinant of structural transformation that 



 

 CHAPTER 12  Economic Growth and Labor Market Institutions in East Asian Structural Transformation 575 

enables the economy to achieve rapid growth by driving resource 
reallocation from the agricultural to the non-agricultural sector.  

Panel (b) depicts the second counterfactual simulation model (CE-2), 
which shows that, whereas agricultural GDP per capita would have not 
been affected, non-agricultural GDP per capita would have been lower by 
5-8 percent in both countries. At the level of the aggregate economy, the 
difference between the baseline simulation and CE-2 implies that lower 
job duration would have reduced total GDP per capita by 7 and 5 percent 
in Japan and South Korea, respectively. The counterfactual analysis of 
technology stock, capital stock, and human capital accumulation provides 
an explanation for the gap in GDP per capita across different labor market 
institutions. We show technology and capital stocks in the non-agricultural 
sector to be significantly lower in CE-2 than in the baseline simulations. In 
CE-2, the sectoral accumulations of technology and capital in the non-
agricultural sector are 90-93 percent and 92-95 percent of the baseline 
simulation result in Japan and South Korea, respectively, and skilled labor 
in the non-agricultural sector declines by 11 percent in Japan and 9 percent 
in Korea, whereas unskilled labor in both sectors increases significantly in 
both countries. This indicates that high separation rates drive lower human 
capital accumulation. 

Panel (c) illustrates the effect of only making job duration shorter, as in 
the US labor markets, without transplanting the matching technology. 
These counterfactual simulation results show GDP per capita to be lower 
than in the baseline simulation or CE-2, which indicates that a high 
exogenous separation rate would have had a greater impact, some part of 
which, however, would have been absorbed by the efficient matching 
technology in CE-2. 
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5. Conclusion 
 
We incorporate labor market friction and learning-by-doing into a 

transitional two sector growth framework to create a new endogenous 
growth model for exploring the underlying link between labor market 
institutions and economic growth. As workers stay in their jobs longer, 
they become more productive through learning-by-doing, which 
concomitantly lowers the labor cost to entrepreneurs. Enhanced labor 
productivity stimulates physical capital investment by forward-looking 
entrepreneurs. When the economy specializes in a sector where learning-
by-doing does not improve labor productivity significantly, such as the 
agricultural sector, economic growth is more moderate. When the 
economy shifts towards the industrialized sector, on the other hand, in 
which the effect of learning-by-doing is significant, a stable labor market 
with a long job duration stimulates and accelerates economic growth by 
encouraging investment as well as improving labor productivity. 

In the numerical analysis, we apply our model to the East Asian episode 
of structural transformation. Those countries’ lifetime employment 
systems, borne of the Confucian tradition that ethically discourages job 
turnover by employees and imposes on employers the duty of continuing 
employment, contributes to the formation of Ricardian comparative 
advantage in the non-agricultural industrialized sector. The counterfactual 
experiment finds that had the average job duration of Japanese and South 
Korean workers been one year, the non-agricultural employment share of 
each country would have accounted for about 80 percent, and non-
agricultural GDP per capita for about 70 percent, of their actual values in 
1990, which suggests sluggish structural transformation. Had the Japanese 
and Korean labor markets transplanted and maintained the efficient 
matching technology and high separation rate of the flexible U.S. labor 
market, non-agricultural GDP per capita in 1990 would have declined by 8 
percent in Japan and 5 percent in South Korea, and aggregate GDP per 
capita by 7 percent and 5 percent, respectively. Lengthy job tenure was 
apparently one of the key ingredients in the structural transformation 
towards the non-agricultural sector. 

Overall, this paper studies the underlying link between labor market 
institutions and the economic growth in transitional economies by 



 

580 Job Creation and Business Investment as Pathways to a Creative Economy  

highlighting matches between particular labor market institutions and 
sectoral characteristics. We hope that it delivers useful implications for 
many developing countries that are currently experiencing or expecting 
structural transformation towards the industrial sector. One may ask if our 
model can account for the recent growth slowdown or stagnation in NICs 
and Japan. This paper focuses only on structural transformation from the 
agricultural to non-agricultural (especially manufacturing) sectors, with an 
emphasis on the ‘capitalization effect’. In contrast, the emergence after the 
1990s of new service sectors, such as information technology and the 
health and financial industries, may stimulate ‘creative destruction’. 
Potential requirements for different processes of human capital 
accumulation and/or different types of human capital, being beyond the 
scope of this paper, are left to future research. 
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▌ Appendix ▌  

A. Numerical Algorithm 
 
A.1. On the Balanced Growth Path 
 
In this appendix, we describe the computational algorithm for solving 

the balanced growth path. To start, guess ሺߠ,  .ሻߠ
(a) Given ሺߠ, ሻ, we obtain ሺܷ௧ߠ െ  ܷ௧ሻ/ߝ௧ and ሺ߱, ߱ሻ using (4) 

and (36). 
(b) Let 
ܪܮ   ܵ ൌ ሾߛሺݎ  ߜ  ߩ െ ߰ሻ/ሺߚݍሺ݅ߠሻሻ  ሺ1ݐ݅ܣ ,ሻሿଵିఉೖିఉೌݐߝߚ/ and 

݅ܵܪܴ ൌ ቈ ߯݅݉݅ߣ െ ߩ  ߰  ఉೌሺଵିሻܽߟ ቈ ݎ൫ݖߚ݅ߢ݅ߣ  ൯ఉೌܽߟ ቈ ݎ൫݇ߚ  ൯ఉೖ݇ߟ
                ሺ1 െ  .݅0݅ሻܣߚ

 
If ∑ ݅ܵܪܴ െ ܪܮ ܵሻଶ is less than the preassigned tolerance level, go to 

step (c). Otherwise, using the Nelder and Meade method, update ሺߠ,  ሻߠ
and go back to step (a). 

 
(c) Given ሺߠ, ,ܮሻ, solve for variables ሼߠ ,ݓݑ ݇, ,ݔ ܽ, ,ݖ ,ݒ ܻሽאሼ,ሽ. 
 
A.2. On the Transition Path 
 
In this subsection, we present the solution algorithm for the 

transitional path to the new balanced growth path. First, we analyze the 
transition path from an initial point to the autarky balanced growth path. 
Assume that the economy converges to the new balanced growth path 
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within T. We already know both endpoints. 
 
(a) Pick up a sufficiently large amount of time for T and construct the 

set of evenly spaced grid points ሼݐ, ,ଵݐ ڮ , ሽݐ ؿ ሾ0, ܶሿ. 
(b) Guess the entire transition path of ሺܮ௧, ,௧ܮ ,௧ݑ ,௧ݑ ܹ௧, ܹ௧, 
     ܷ௧, ܷ௧, ,௧  .௧ሻ
(c) Take all the other series as given and calculate the new series of ሺܮ௧, ,௧ܮ ,ො௧ݑ ො௧ሻݑ  by forward shooting. Then, update ܮ௧ ൌሺ1 െ ܽሻ ܮ௧   ௧  for a sufficiently small but positive a. Usingܮܽ

the same weight a, update ሺܮ௧, ,ො௧ݑ  .ො௧ሻݑ
(d) Take all the other series as given and iterate the new series of ሺ ܹ௧,  ܹ௧, ܷ௧, ܷ௧ሻ by the backward shooting and weighted 

updating procedure as in step (c). 
(e) Take all the other series as given and iterate the prices ሺ̂௧,  ௧ሻ̂

using the market clearing condition and weighted updating 
procedure. In case of the open economy, skip this step. 

(f) Iterate step (c), (d), and (e), until all the series converge to the 
below of a certain tolerance level. If the differentials between the 
initial value and the updated values are small enough, move onto 
step (g). 

(g) Prolong the time interval into ሾ0, ෨ܶሿ, where ෨ܶ  ܶ. Repeat step 
(b)-(f). If the (point-wise) maximum difference between the two 
sets of the converged series in ሾ0, ܶሿ is below a certain tolerance 
level, stop here. Otherwise, update ܶ ൌ ෨ܶ , enlarge ෨ܶ  and repeat 
step (a)-(g). 

 
 
B. Mathematical Appendix 
 
Proof of Lemma 1  The entrepreneur chooses ሺݔఛ, ,ఛݖ ߬ ఛሻ, at everyݒ א ሾݐ, ∞ሻ to maximize 
,௧൫ܽܧ  ݇, ݈, ݈൯ ൌ max௭ഓ,௫ഓ,௩ഓஹ න ݁ିሺఛି௧ሻஶ

୲  ఛܲିଵ݀߬                    ሺB1ሻߨ

 
subject to 
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ሶܽ ఛ ൌ െߟܽఛ  ఛሻଵି                                                        ሺB2ሻ ሶ݇ܮఛߝఛሺݖߣ ఛ ൌ െߟ݇ఛ  ݈ ఛ                                                                                   ሺB3ሻݔ ሶఛ ൌ െሺߜ  ሻ݈ఛߩ  ݈ ఛ                                                                     ሺB4ሻ݈ߞ ሶఛ ൌ െሺߜ  ߩ  ሻ݈ఛߞ  ఛ                                                     ሺB5ሻ ܽ௧ݒ ఛሻߠሺݍ ൌ ܽ, ݇௧ ൌ ݇, ݈௧ ൌ ݈ , and ݈௧ ൌ ݈                                          ሺB6ሻ 

 
First, we ignore the non-negative restriction in the domain and solve 

for the optimal control problem. Then, we check if the optimal decision 
is binding. The Hamiltonian for the above problem is 

  ൌ ݁ିሺఛି௧ሻሾߙఛఉೌ݇ఛఉೖεఛఉሺ݈ఛ  ݈ఛሻఉߙ െ            ఛୀ,ݓ ݈ఛ െ ఛݔ െ ఛݒఛߝߛ െ  ఛሿܲିଵݖ௭

            െߤሾߟܽఛ െ ఛሻଵିሿܮఛߝఛሺݖߣ െ ݇ఛߟሾߤ െ ߜሾሺߤఛሿ             െݔ  ሻ݈ఛߩ െ ఛሿ݈ߞ െ ߜሾሺߤ  ߩ  ሻ݈ఛߞ െ  .ఛሿݒఛሻߠሺݍ
 

The maximum principle implies that 
ఛݖ    ݁ିሺఛି௧ሻܲିଵ௭ݖఛଵି ൌ ఛݔ ఛሻଵି                               ሺB7ሻܮఛߝሺߣߢߤ   ݁ିሺఛି௧ሻܲିଵ ൌ ఛݒ                                                                        ሺB8ሻߤ   ݁ିሺఛି௧ሻܲିଵߝఛߛ ൌ ఛሻ                                                          ሺB9ሻ ܽఛߠሺݍ݈ݑ  ሶߤ  ൌ െ݁ିሺఛି௧ሻܲିଵ ఛ∂ܽఛߨ∂                                                 ሺB10ሻߟߤ

݇ఛ  ሶߤ  ൌ െ݁ିሺఛି௧ሻܲିଵ ఛ∂݇ఛߨ∂                                                 ሺB11ሻߟߤ

݈ఛ  ሶߤ  ൌ െ݁ିሺఛି௧ሻܲିଵ ఛ∂݈ఛߨ∂   ߜሺߤ   ሻ                                 ሺB12ሻߩ



 

 Appendix 587 

݈ఛ  ሶߤ  ൌ െ݁ିሺఛି௧ሻܲିଵ ఛ∂݈ఛߨ∂   ߞߤ  ߜሺߤ  ߩ   ሻ                ሺB13ሻߞ

From (B10), 
 ݁ିఎೌሺఛି௧ሻߤሶ െ ߤ݁ିఎೌሺఛି௧ሻߟ ൌ ݁ିሺାఎೌሻሺఛି௧ሻܲିଵ ఛ∂ܽఛߨ∂    ߤ ൌ ݁ఎೌሺఛି௧ሻ න ݁ିሺାఎೌሻ൫ఛᇲି௧൯ஶ

ఛ ܲିଵ ఛᇲ∂ܽఛᇲߨ∂ ݀߬ᇱ   ݁ఎೌሺఛି௧ሻܥ
 
Since the shadow price ߤ cannot diverge as ߬ ՜ ∞, ܥ ൌ 0. Thus, we 

get 
ߤ  ൌ ݁ఎೌሺఛି௧ሻ න ݁ିሺାఎೌሻ൫ఛᇲି௧൯ஶ

ఛ ܲିଵ ఛᇲ∂ܽఛᇲߨ∂ ݀߬ᇱ                                ሺB14ሻ 

 
Then, plugging (B14) into (B7) yields 
௧ݖ  ൌ ௧ܮ௧ߝ ቈߣߢ௭ න ݁ିሺାఎೌሻሺఛି௧ሻ ఛ∂ܽఛஶߨ∂

௧  ݀߬ భభషഉ                            ሺB15ሻ 

 
Along the similar reasoning, by combining (B8) and (B11), we get 
  ൌ න ݁ିሺାఎೖሻሺఛି௧ሻ ఛ∂݇ఛஶߨ∂

௧  ݀߬.                                                          ሺB16ሻ 

 
From (B12) and (B13), we get 
ߤ  ൌ ݁ሺߜߩሻሺఛି௧ሻ න ݁ିሺାߜߩሻ൫ఛᇲି௧൯ܲିଵஶ

ఛ ఛᇲ∂݈ఛᇲߨ∂ ݀߬ᇱ, and                  ሺB17ሻ 

ߤ ൌ ݁ሺߜߩሻሺఛି௧ሻ න ݁ିሺାߜߩሻ൫ఛᇲି௧൯ܲିଵஶ
ఛ ∂ߨఛᇲ∂݈ఛᇲ െ ఛᇲ∂݈ఛᇲ൨ߨ∂ ݀߬ᇱ 

           ݁ሺߜߩሻሺఛି௧ሻ න ݁ିሺାߜߩሻ൫ఛᇲି௧൯ܲିଵஶ
ఛ ఛᇲ∂݈ఛᇲߨ∂ ݀߬ᇱ                       ሺB18ሻ 
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Plugging (B18) into (B9) yields 
ߛ௧ܲߝ  ൌ ௧ሻߠሺݍ න ݁ିሺାߜߩሻሺఛି௧ሻܲିଵஶ

௧ ݁ିሺఛି௧ሻ ఛ∂݈ఛߨ∂               ሺ1 െ ݁ିሺఛି௧ሻሻ ఛ∂݈ఛ൨ߨ∂ ݀߬                                                            ሺB19ሻ 

 
Finally, since 
௧∂݈௧ܧ∂  ൌ න ݁ିሺାߜߩሻሺఛି௧ሻܲିଵஶ

௧ ݁ିሺఛି௧ሻ ఛ∂݈ఛߨ∂  ሺ1 െ ݁ିሺఛି௧ሻሻ                    ∂ߨఛ∂݈ఛ൨ ݀߬,                                                                                 ሺB20ሻ 

 
connecting (B19) and (B20) results in 

 ܲିଵߝ௧ߛ ൌ ௧ሻߠሺݍ ௧∂݈௧ܧ∂                                                                             ሺB21ሻ 

 
Proof of Lemma 2  Let ܧ௧ : ൌ ݐ݄݈߲݅ݐ݄݅ܧ∂   and ܧ௧ : ൌ ݐ݈݈߲݅ݐ݈݅ܧ∂  . From the 

bargaining rule proposed by Stole and Zwiebel (1996), 
 ሺ1 െ ߶ሻ൫ ܹ௧ െ ܷ௧൯ ൌ ݆ݐ݆݅ܧ߶  and ሺ1 െ ߶ሻ൫ ሶܹ ௧ െ ሶܷ ௧൯ൌ ሶܧ߶ ݆ݐ݆݅                                                                                   ሺB22ሻ 
 
By equation (B21) and (B22), we get as follows. 
 ሺ1 െ ߶ሻሺݓ௧ െ ௧ߝܾ െ Δ௧ܲሻൌߦ ߶ሺ∂ߨ௧∂݈௧  ௧ሻ                                                  ሺB23ሻ ሺ1ߠߛ௧ߝ െ ߶ሻሺݓ௧ െ ௧ߝܾ െ Δ௧ܲሻൌߦ ߶ሺ∂ߨ௧∂݈௧   ௧ሻ                                                   ሺB24ሻߠߛ௧ߝ

Rewriting this yields  
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௧ݓ  ߶  ௧∂݈௧ୀ,ݓ∂ ݈௧ ൌ ߶ ௧∂݈௧ݕ∂  ሺ1 െ ߶ሻሺܾߝ௧  ௧ݓ ௧                                                 ሺB25ሻߠߛ௧ߝ߶Δି௧ܲିଵሻ ߦ  ߶  ௧∂݈௧ୀ,ݓ∂ ݈௧ ൌ ߶ ௧∂݈௧ݕ∂  ሺ1 െ ߶ሻሺܾߝ௧   ௧                                                 ሺB26ሻߠߛ௧ߝ߶Δି௧ܲିଵሻ ߦ
 
The solution of the above differential equation is given by 
௧ݓ  ൌ ݅0݅ܣ݅ߙ ݐ݈݈݅∂ݐ݅ݕ∂  1ݐ݅ܣ , and ݓ௧ൌ ݅0݅ܣ ݐ݈݈݅∂ݐ݅ݕ∂  1ݐ݅ܣ                                                        ሺB27ሻ 

 
where 

ܣ  ൌ ߶1 െ ߶ሺ1 െ ሻߚ  and ܣ௧ଵ ൌ ሺ1 െ ߶ሻሺܾߝ௧ െ Δߦ െ௧ ܲሻ   ௧ߠ߶ߛ௧ߝ
 
Proof of Lemma 3  Rewriting (39) and (40) in matrix notation yields 
 

൮߯  0ߜ0െߜ     0߯  ߜ0െߜ     െ݂ሺܽߠሻ0߯  ݂ሺܽߠሻ  ߱ߦെ߱ߦ     0െ݂ሺ݉ߠሻെ߱ߦ߯  ݂ሺ݉ߠሻ     ൲߱ߦ
൮ ݄ܽܮ  ݄݉ܮ݈ܽܮ  ݑݑ݈݉ܮ ൲ ൌ ൮ 00߯߱߯߱൲ 

 
The matrix on the left-hand side is non-singular. Multiplying the 

inverse matrix of it on both side yields ሺܮ  ,ܮ ܮ  ,ܮ ,ݑ  .ሻݑ
Since ሺ߯  ܮሻߜ ൌ ܮߞ  for each ݅ א ሼܽ, ݉ሽ  on steady states, we get ሺܮ, ,ܮ ,ܮ ,ܮ ,ݑ  .ሻݑ

 

ሺB28ሻ 
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Proof of Lemma 4  Since 
௧∂ܽ௧ߨ∂  ൌ ሺ1݅݅ܽߚ െ ௧ሺ݈௧ߝ0݅ሻܽ௧ఉೌ݇௧ఉೖሾܣ݈݅ߚ  ݈݅ߚ௧ሻሿ݈݅ߙ             ,ݐ1݅ܽ
 

We get 
௧ݖ  ൌ ௧ܮ௧ߝ ቈߣߢܲ௭ න ݁ିሺାఎೌሻሺఛି௧ሻܲିଵ ఛ∂ܽఛஶߨ∂

௧  ݀߬ భభషഉ                  
        ൌ ௧ܮ௧ߝ ቈߣߢ݅݅ܽߚሺ1 െ ݎ௭ሺ0݅ሻܣ݈݅ߚ  ݐ݈݅ܽ݅ߚሻߟ ௧∂݈௧ݕ∂ ሺ݈௧  ௧ሻ݈݅ߙ భభషഉ,     
 

and 
 ܽ௧ ൌ ߯ݐ݄݅ܮ௧ߝ݅ߣ െ ߩ  ߰  ܽߟ ቈߣߢ݅݅ܽߚሺ1 െ ݎ௭ሺ0݅ሻܣ݈݅ߚ  ݐ݈݅ܽ݅ߚሻߟ ௧∂݈௧ݕ∂ ሺ݈௧  ௧ሻ݈݅ߙ ഉభషഉ

 

         ൌ ቈ ߯ݐ݄݅ܮ௧ߝ݅ߣ െ ߩ  ߰  ଵିܽߟ   ቈߣߢ݅݅ܽߚሺ1 െ ݎሺݖ݈݅ߚ0݅ሻܣ݈݅ߚ  ሻߟ ௧∂݈௧ݕ∂ ሺ݈௧    .௧ሻ݈݅ߙ
 
From (19), 
  ൌ න ݁ିሺାఎೖሻሺఛି௧ሻஶ

௧ ఛ∂݇ఛߨ∂  ݀߬ ൌ න ݁ିሺାఎೖሻሺఛି௧ሻ௧ାௗ௧
௧ ఛ∂݇ఛߨ∂  ݀߬  

                  ݁ିሺାఎೖሻௗ௧ 
 
Then, reordering and dividing by dt yields 
 1 െ ݁െ൫ݎ݇ߟ൯݀ݐ݀ݐ ݇ ൌ ݐ1݀ න ݁െ൫ݎ݇ߟ൯ሺ߬െݐሻݐ݀ݐݐ ߬݅݇∂߬݅ߨ∂  ݀߬ 

Finally, sending ݀ݐ ՜ 0 and reordering results in 
 

ሺB29ሻ 

ሺB30ሻ 
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݇௧ ൌ ሺ1 െ ௧ఉሺ݈௧ߝܽ௧ఉೌߚሻܣߚ  ݎ݈௧ሻఉሺߙ  ሻߟ ൩ భభషഁೖ  and                      ሺB31ሻ 

௧ݔ ൌ ߯ െ ߩ  ߰  ߟ ሺ1 െ ௧ఉሺ݈௧ߝܽ௧ఉೌߚሻܣߚ  ݎ݈௧ሻఉሺߙ  ሻߟ ൩ భభషഁೖ ሺB32ሻ 

 
Plugging (B30) and (B31) into the expression of ப௬డ and reordering 

yields 
௧߲݈௧ݕ∂  ൌ ݈݅ߚ ቆ ߯ݐ݄݅ܮ௧ߝ݅ߣ െ ߩ  ߰  ሺ1െሻ݅ܽߚቇܽߟ ቆߣ݇݅݅ܽߚ൫1 െ ݎ൫ݖ݈݅ߚ0݅൯ܣ݈݅ߚ  ൯ܽߟ  

ሺ݈௧  ݅ߢ݈௧ሻ൯ఉೌߙ ቆሺ1 െ ሺ݈௧ߚሻܣߚ  ݎሺߚ݈௧ሻߙ  ሻߟ ቇఉೖ
௧ఉሺ݈௧ߝ                     ݈௧ሻఉିଵቃߙ భభషഁೖషഁೌೖ          

 
Since ܮ ൌ ݈݊, ܮ ൌ ݈݊, and ݍሺߠሻݒ ൌ ሺ߯  ߜ   .ሻ, we get (46)ߞ
 
Proof of Proposition 1  First, suppose that there exists a balanced 

growth path. The stationarity conditions dictate that ߠ௧, and ߠ௧ should 
be constant on the balanced growth path. Then, by construction, equation 
(52) should be satisfied on the balanced growth path. Second, suppose 
that the system of equations described in (52) has a solution of ሺߠ,  .ሻߠ
Then, by invoking Lemma 1 through 4, we know that any pair of ሺߠ,  ሻ can generate the solution of the model satisfying the equilibriumߠ
configuration (i) through (iv). Therefore, the solution of (52) solves for 
the balanced growth path. 
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Proof of Lemma 5  By the same reasoning as in the proof of Lemma 
4, we get 

 ݇௧ ൌ ሺ1 െ ௧ఉሺ݈௧ߝ௧ܽ௧ఉೌߚሻܣߚ  ݎ݈௧ሻఉሺߙ  ሻߟ ൩ భభషഁೖ .                            ሺB33ሻ 

 
Since 

௧∂ܽ௧ߨ∂  ൌ ൫1݅݅ܽߚ െ ݐሺ݈݈݅ݐ݅ߝሾ݅݇ߚݐ݅݇݅ܽߚݐ0݅൯ܽ݅ܣ݈݅ߚ  ݈݅ߚሻሿݐ݄݈݅݅ߙ ݐ1݅ܽ ,                         ሺB34ሻ 

 
we get 

௧ݖ  ൌ ௧ܮ௧ߝ ቈߣߢ௭ න ݁ିሺାఎೌሻሺఛି௧ሻ݅݅ܽߚஶ
௧ ൫1 െ ఛሺ݈ఛ݅ߝሾ݅݇ߚെ1݇݅ఛ݅ܽߚ0݅൯ܽ݅ఛܣ݈݅ߚ

 ݈߬݀݅ߚఛሻሿ݈݅ߙ భభషഉ  
 
It completes the proof. 
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CHAPTER 13 
Wage Dynamics with Private Learning-by-doing and 

On-the-job Search1 
 
 

by 
Seung-Gyu Sim* 

(University of Tokyo) 
 
 
Abstract  
 
This paper develops an equilibrium job search model in which the 

employed worker privately accumulates human capital and continually 
searches for a better paying job. Firms encourage production and 
discourage turnover by rewarding with bonus payments and long service 
allowances, respectively, workers with better performance and longer 
job tenure. Wage growth attends human capital accumulation 
(productive promotion) and job tenure (non-productive promotion) as 
well as job-to-job transition. The model is estimated using indirect 
inference to investigate the effect of human capital accumulation on   
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individual wage growth. In NLSY79 data, the average wage of white 
male high school graduates after 20 years of market experience is 1.88 
times higher than the average of the first full-time wages. A counter-
factual experiment using the structural parameter estimates shows that 
the wage of a typical worker unable to accumulate human capital would 
grow by 41.8%. 

 
 
1. Introduction 
 
In the U.S. labor market, the wage of a typical male1 worker doubles 

over the course of a 40-year career.2 Wage growth is generally unders-
tood to be the outcome of human capital accumulation subsequent to 
entering the labor market. But human capital accumulation being neither 
a sufficient nor necessary condition for wage growth in the frictional 
labor market, it is necessary to develop a structural model to identify 
and quantify the relevant sources of wage growth. This paper builds and 
estimates an equilibrium job search model by focusing on firms’ 
strategic responses to workers’ private learning-by-doing and on-the-job 
search behavior. 

Burdett and Mortensen (1998) develop a wage-posting model with 
on-the-job search in which some firms post high wages to attract 
workers from other firms and workers ascend the wage ladder only 
through job-to-job transition. Burdett and Coles (2003) depart from the 
aforementioned model by building an equilibrium in which firms opti-
mally back-load some portion of wage payments to discourage job 
turnover and extract more surplus from early leavers. All firms post, and 
choose different starting points on, a common wage-tenure schedule. In 
equilibrium, wages grow with the back-loading schedule and job 

                                                 
 1   The masculine pronoun is used throughout the paper because a male sample of 

workers is used in the empirical analysis. 
 2  Topel and Ward (1992) report this fact in cross sectional data. The average wage in 

the focal sample of white male high school graduates in the 1979 National 
Longitudinal Survey of Youth after 5, 10, and 20 years of market experience is, 
respectively, 1.43, 1.61, and 1.88 times higher than the average of the first full-time 
wages. 
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turnover. Burdett, Carrillo-Tudela, and Coles (2009) extend the Burdett 
and Mortensen (1998) framework by adding human capital accumulation. 
They assume that each worker accumulates human capital through the 
deterministic, on the job, learning-by-doing process, and is paid following a 
single wage-output ratio (the piece rate sharing rule), and that wages 
grow consequent to job turnover and learning-by-doing. Why firms stick 
to the piece rate sharing rule is unclear, however. 

In fact, each worker privately accumulates human capital on the job 
through learning-by-doing, while continually searching for a better 
paying job. Incentives offered by firms unable to monitor the learning-
by-doing process or job search out-comes include bonus payments and 
long-service allowances for superior performance and longer tenure, 
respectively. This motivates the present model’s incorporation of private 
learning-by-doing into the equilibrium wage-tenure contract framework 
of Burdett and Coles (2003) and Stevens (2004). The resulting wage in a 
job rises with worker performance and job tenure. Market equilibrium 
implies multiple wage-ladders, each associated with workers identified 
with a particular level of human capital. Workers gradually climb their 
respective wage ladders along the back-loading wage schedule (non-
productive promotion), jump to a higher rung through job-to-job 
transition, and switch ladders through human capital accumulation or 
depreciation (productive promotion). 

The private learning-by-doing process originates two types of upward 
pressure in workers’ compensation, (i) to induce truthful revelation, a 
commitment to higher value for better output (internal pressure), and (ii) 
productive workers being more attractive to poaching firms, a commit-
ment to pay more to retain workers (external pressure). The latter, if it 
dominates the former, pushes the wage payment beyond the incentive 
compatible wage level. The incentive compatibility constraint should then 
be slack and information asymmetry no longer matter. Because, given 
the convexity of the offer and earning distributions, the optimal 
productive promotion schedule post human capital accumulation may not 
be well defined, another wage determination mechanism, such as the 
piece rate sharing rule, is required. 3  If, on the other hand, internal 
                                                 
 3  Also required is anti-discrimination legislation, as in Burdett, Carrillo-Tudela, and 

Coles (2009), which, in assuming payment of exactly the same piece rate to all workers 
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dominates external pressure, the optimal productive promotion schedule 
post human capital accumulation is determined by the (least cost) 
incentive compatibility constraints, which should be binding. The 
learning-by-doing process, practically speaking, being unobservable by 
firms, the present paper focuses on the case in which internal dominates 
external pressure. 

The empirical analysis estimates the model and performs some 
counterfactual experiments to investigate returns to both human capital 
and tenure. A sample of white male high school graduates from the 
1979 National Longitudinal Survey of Youth is constructed and tracked 
with respect to employment and wage history. The structural parameters 
of the model are estimated using indirect inference. The model implies 
human capital accumulation to have a permanent effect on wage growth 
and the effect of job tenure to be reset when a worker experiences 
unemployment. The difference between usual wage growth and re-
employment wage4 growth is exploited to capture the effect of human 
capital accumulation (productive promotion) independently of that of 
job tenure. 

In the sample, the average wage after 20 years of market experience 
is 88% higher than the average of first full-time wages. The counter-
factual analysis, which finds that wages would grow by 41.8% without 
human capital accumulation, implies that the return to human capital is, 
at best, the other 46% wage growth in the first 20 years. Considering the 
interactions, this might be construed to be an upper bound on returns to 
human capital. The limited effect of human capital accumulation is 
consistent with the sample’s estimated slope coefficient in the re-
employment wage-experience regression, being almost half the coefficient 
in the usual wage-experience regression. 

Altonji and Shakotko (1987) attribute the lion’s share of individual 
wage growth to returns to experience (general human capital), identified 
by ‘within job wage growth transferred to the next job’, and only limited 
                                                 
 regardless of job tenure or performance, forestalls back-loading subsequent to, and 

extraction of all surplus prior to, human capital accumulation. The present paper 
assumes that two workers with the same job tenure and responsible for the same 
output cannot be paid differentially. 

 4  By re-employment wage is meant the first wage after unemployment. 
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effects to returns to tenure (job specific human capital), identified by 
‘within job wage growth non-transferable to the subsequent job’. 
Although not at odds with the empirical findings in Altonji and 
Shakotko (1987) and Altonji and Williams (2005) in the sense that 
‘within job wage growth transferred to the next job’ is significant in 
wage growth, the present paper argues that care be exercised in 
interpreting ‘within job wage growth transferred to the next job’ as 
returns to human capital; because non-productive promotion is also 
transferred to subsequent jobs in the model used here, wage growth 
through productive promotion is redefined as returns to human capital, 
and wage growth through non-productive promotion as returns to tenure. 

Bagger, Fontaine, Postel-Vinay, and Robin (2006), who study wage 
dynamics by combining learning-by-doing on the job with the ex post 
offer matching framework proposed by Postel-Vinay and Robin (2002), 
assume firm and worker to sign on to a particular piece rate. An 
employed worker who finds a recruiting firm is bid new piece rates by 
the existing and recruiting firms, and accepts the offer with the higher 
lifetime value. Wages grow through human capital accumulation, that is, 
‘search and stay’ and ‘search and switch’. Estimating the model finds 
wage growth through ‘search and stay’ to have, consistent with the 
present paper, a substantial effect. The key difference between the two 
papers lies in the way returns to tenure are modeled; whereas the earlier 
paper assumes an ex post offer matching process,5 the present paper 
relies on an ex ante, preemptive back-loading scheme. 

The paper proceeds as follows. The theoretical model is built and the 
equilibrium of interest characterized in section 2. The sample is constructed 
and relevant variables are defined in section 3. The estimation protocol 
and results are presented in section 4. Section 5 concludes. All proofs 
and data construction are in the Appendix. 

 
 
 

  

                                                 
 5  Ex post offer matching is vulnerable to the criticism that it provides the wrong 

incentives for a worker to search for an outside offer. See Shimer (2006). 
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2. The Model 
 
2.1. Environment 
 
Consider a labor market populated by a unit measure of infinitely-

lived and homogeneous risk-neutral firms, and mortal and heteroge-
neous, in terms of the level of human capital, risk-averse workers ݕ א ࣳ ൌ ሼݕଵ, ,ଶݕ ڮ ,  ሽ . For expositional convenience, a workerݕ
having ݕ  units of human capital is designated a ‘ ݕ -type worker’. 
Human capital is ݕଵ units upon a newly-born worker's entry to the labor 
market, and accumulates throughout his career. A worker who stochas-
tically retires (or dies) is replaced immediately by another newly-born 
worker. The model is set in continuous time, and all firms and workers 
discount the future at rate ݎ. 

Workers A worker is either unemployed or employed. A ݕିଵ-type 
unemployed worker collects unemployment benefits b per instant, finds 
a job offer at rate λ௨ , retires at rate ߩ, and becomes a ݕିଵ -type by 
losing human capital at rate ߟ. Denote as ܷ the equilibrium asset value 
of the ݕ -type unemployed worker, and let ܨሺ·ሻ  be the cumulative 
distribution function of lifetime values offered by recruiting firms to ݕ-
type workers. Equilibrium support and the cumulative distribution 
function are endo-genously determined later. The HJB equation for the ݕ-type unemplo-yed worker is given by 

ݎ  ܷ ൌ ሺܾሻݑ  ௨ߣ න maxሼݔ െ ܷ, 0ሽ ሻݔሺܨ݀ െ ߩ ܷ  ሺߟ ܷିଵ െ ܷሻ.    ሺ1ሻ 

 
There being no worker with human capital strictly less than ݕଵ units, 

ignoring ܷ  or setting ܷ ൌ ଵܷ  in equation (1) implies that a ݕଵ -type 
worker is not subject to depreciation shock. In the asset value equation 
(1), the left-hand side is interpreted as the opportunity cost of holding 
the asset ݕ-type unemployment. The terms on the right-hand side are 
interpreted as the benefit flow from holding the asset ܷ, which consists 
of the dividend flow from the asset, potential gains from job finding, 
potential loss from retirement, and potential loss from human capital 
depreciation, respectively.  
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A ݕ-type employed worker can produce ݕ units of output at every 
instant. Being time-varying private information, firms cannot pay 
different wages by worker type. It is assumed, instead, that anti-
discrimination legislation dictates that a firm offer the same wage to 
workers with the same job tenure and performance.6 Let ߶  ሾ0, ∞ሻ ՜ሼݕଵ, ,ଶݕ ڮ ,  ሽ be a mapping from the interval of job tenure to the set ofݕ
types to which a worker potentially pretends to be. Operating firms 
determine wages as a function of job tenure and performance, that is, ݓሺݐ, ߶ሺݐሻሻ. It is further assumed that the flow disutility of a ݕ -type 
employed worker who mimics a ߶ሺݐሻ-type and produces ߶ሺݐሻ-units of 
output at time t is given by 

 ܿ൫߶ሺݐሻ൯ ൌ ൜ߙ െ ݕଵ൫ߙ െ ߶ሺݐሻ൯  if  ߶ሺݐሻ   .       ∞                                otherwiseݕ
 
This implies that the disutility from working is proportional to hours 

worked. A ݕ-type worker who produces ݕ  units of output incurs the 
disutility of ߙ . A ݕ -type worker who elects to produce ߶ሺݐሻሺ൏  ሻݕ
units can finish the job earlier and expend his disutility as leisure. The 
private benefit from misreporting is captured by ߙଵሺݕ െ ߶ሺݐሻሻ. Note 
that in the market equilibrium, no efficiency loss accrues to the 
information asymmetry in each match. 

A ݕ-type employed worker finds another job offer at rate λ א ሺ0, λ୳ሻ7, 
privately accumulates human capital at rate ߤ , loses it at rate ߟ , 
separates from his job at rate ߜ , and retires at rate ߩ . The expected 
lifetime value of the ݕ-type employed worker at tenure t who chooses 
production schedule ߶ሺ·ሻ under contract ݉, ;ݐሺܧ ߶, ݉ሻis given by 

 

                                                 
 6  The anti-discrimination legislation concept is borrowed, with modifications, from 

Burdett, Carrillo-Tudela, and Coles (2009), whose assumption that a firm should pay 
exactly the same piece rate to all workers implies that workers who produce the 
same output should be paid the same wage. The present paper assumes that wages 
can vary with employee job tenure and performance. 

 7  Recruiting firms are assumed to be contacted more frequently by unemployed than 
by employed workers. 
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;ݐሺܧ ߶, ݉ሻ ൌ න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻሾݑ൫ݓሺݏ, ߶ሺݏሻ; ݉ሻ െ ܿ൫߶ሺݏሻ൯ஶ
୲ ;ݏሺݖ ݉ሻ൧݀ݏ, 

 
where 
;ݏሺݖ  ݉ሻ ൌ ߜ ܷ  ߣ න maxሼݔ, maxథሺ·ሻ ሼܧሺݏ; ߶, ݉ሻሽሽ݀ܨሺݔሻாா                      ߤ maxథሺ·ሻ ሼܧାଵሺݏ; ߶, ݉ሻሽ  ߟ maxథሺ·ሻ ሼܧିଵሺݏ; ߶, ݉ሻሽ. 
 
As above, ܧሺݏ; ߶, ݉ሻ and ܧାଵሺݏ; ߶, ݉ሻ are ignored throughout the 

paper. A ݕ -type employed worker under contract m can choose and 
update his own production schedule to maximize his lifetime value, 
which is is characterized at time t by 

 maxథሺ·ሻሼܧሺݐ; ߶, ݉ሻ}. 
 
When a ݕ -type employed worker truthfully chooses ߶ሺ·ሻ ൌ ;ݐሺܧ,ݕ ݉ሻ, is used instead of ܧሺݐ; ߶, ݉ሻ. The HJB equation for a ݕ-type 

employed worker with a truthful production schedule is given by 
;ݐሺܧݎ  ݉ሻ ൌ ,ݐሺݓ൫ݑ ;ሻݏሺݕ ݉ሻ൯ െ ܿሺݕሻ  ;ݐሶሺܧ ݉ሻ                        ߣ න maxሼݔ െ ;ݐሺܧ ݉ሻ, 0ሽ ሻݔሺܨ݀ െ ;ݐሺܧߩ ݉ሻ                        ߜ൫ ܷ െ ;ݐሺܧ ݉ሻ൯  ;ݐାଵሺܧሺߤ ݉ሻെܧሺݐ; ݉ሻሻ                        ߟሺܧିଵሺݐ; ݉ሻ െ ;ݐሺܧ ݉ሻሻ.                                              ሺ2ሻ 

 
Firms Each firm maintains one vacancy at every instant. A firm 

recruits a worker by posting a labor contract, m, that specifies the action 
profile (or ‘terms of trade’) that stipulates the worker's output schedule  
and the lifetime value delivered by the firm under the truthful revelation  
assumption. That is, m is characterized by ሼሺݕሺ·ሻ, ; ·ሺܧ ݉ሻሻሽୀଵ . 

 
Definition Contract m is incentive compatible for ݕ-type if 
 



 

 CHAPTER 13  Wage Dynamics with Private Learning-by-doing and On-the-job Search 601 

;ݐሺܧ ݉ሻ  maxథ ሼܧሺݐ; ߶, ݉ሻሽ    at each  ݐ א ሺ0, ∞ሻ.                           ሺ3ሻ 

 
In particular, when the contract is incentive compatible for all types, 

it is called incentive compatible. 
 
As a tie-breaking rule, a ݕ -type worker who is indifferent is 

assumed to truthfully produce ݕ. The least cost incentive compatibility 
is defined separately, as follows. 

 
Definition Contract, m, is least cost incentive compatible for ݕ-type 

if the following statements hold; 
(i)  Contract m is incentive compatible for ݕ-type workers. 
(ii) There exists at least one ߶  ሾ0, ∞ሿ ՜ ת ࣳ ሼݕሽ  such that  
;ݐሺܧ       ݉ሻ ൌ ;ݐሺܧ ߶, ݉ሻ at any ݐ א ሾ0, ∞ሻ. 
 
In particular, when the contract is least cost incentive compatible for 

all types, it is called least cost incentive compatible. 
 
When a menu of contracts is accepted by a worker, firm and worker 

together begin producing immediately. If ݕ  units are produced by an 
employee with job tenure t, the operating firm earns revenue ݕ  and 
makes wage payment ݓሺݐ, ;ݕ ݉ሻ . The match is destroyed when the 
worker leaves the job, whether voluntarily or involuntarily.8 Denote as ܬሺݐ; ݉ሻ the expected value of an operating job with a ݕ-type worker 
under contract m. For expositional convenience, let 

;ݏሺݖ̂  ݉ሻ ൌ ;ݏାଵሺܬߤ ݉ሻ  ;ݏିଵሺܬߟ ݉ሻ. 
 
Given the promised value ሼܧሺ0; ݉ሻሽୀଵ , the operating firm with a ݕ-type worker chooses the schedule of ሼݓሺ·, ߶ሺ·ሻ; ݉ሽୀଵ  to maximize 

the expected value 
 
 

                                                 
 8  Because, in equilibrium, all jobs yield positive expected profit to firms, there is no 

endogenous firing. 
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න ݁ି  ቂାఘାఋାఒቀଵିி൫ாሺఛ;ሻ൯ቁାఓାఎቃௗఛ౩౪ ሾݕሺݏሻ െ ,ݏሺݓ ;ሻݏሺݕ ݉ሻஶ
୲  ;ሺsݖ̂ ݉ሻሿ݀ݏ                                                                 ሺ4ሻ 

 
subject to the sets of least cost incentive compatibility and promise-
keeping constraints. The least cost incentive compatibility constraints  
presume conditions (i) and (ii) above. The promise-keeping constraints,  
described in (2), imply that a firm that commits ሼܧሺ· ; ݉ሻሽୀଵ  in terms  
of the truthful revelation value should deliver same through wage 
schedules. 

Let ݑ  and ܩሺݔሻ  be the proportion of ݕ -type unemployed and 
employed workers, respectively, receiving the value less than x. Denote 
as ݉  and ݉  the contract offered by the most generous and least 
generous recruiting firm, respectively.9 Then, for each type, 

ܩ  ቀܧ൫0; ݉൯ቁ ൌ 0, ݔሺ·ሻ߲ܩ∂  0, and  ሾݑ  ;ሺ0ܧ൫ܩ ݉ሻ൯ሿ
ୀଵ 1. 

 
Denote as ࣧ  the set of equilibrium contracts. The equal profit 

condition implies that 
 ൫λܩ൫ܧሺ0; ݉ሻ൯  ;ሺ0ܬ൯ݑ௨ߣ ݉ሻ
ୀଵ                 ቄ ൌ π,   if  ݉ א ࣧ,൏ .݁ݏ݅ݓݎ݄݁ݐ    ߨ                                                                       ሺ5ሻ 

 
Aggregating all recruiting firms’ strategies yields the distribution of  

lifetime values offered to each type, ሼܨሽୀଵ . Given ሼܨሽୀଵ , both employed  
and unemployed workers behave optimally. Given ሼܨሽୀଵ  and workers’  
optimal behaviors, operating firms choose the productive and non- 
productive promotion schedules that determine the steady state  
distribution ሼݑ, ሺ·ሻሽୀଵܩ . Then, ሼݑ, ,ሺ·ሻܩ ,ܬ  ሽୀଵܧ  should be consis- 

                                                 
 9  The argument that some firms make the most generous offer to some types and other 

firms to other types is rendered moot by least cost incentive compatibility. 
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tent with the equal profit condition (5). The equilibrium is consequently 
defined as follows. 

 
Definition  A market equilibrium requires that the following two 

conditions be met. 
(i) Given ሼܨሽୀଵ , a ݕ-type unemployed worker accepts the contract ሼሺݕ, ;ሺ0ܧ  ݉ሻሻ ሽୀଵ if and only if 

 maxథ ሼܧሺ0; ߶, ݉ሻሽ  ܷ. 
 
(ii) Given ሼܨሽୀଵ , a ݕ-type employed worker optimally chooses the  

production schedule and accepts a new contract m’ if and only if 

 maxథ ሼܧሺ0; ߶, ݉ᇱሻሽ  maxథ ሼܧሺݐ; ߶, ݉ሻሽ. 
 
(iii) Given ሼܨሽୀଵ , an operating firm with contract m optimally  

chooses the wage schedules to deliver ሼܧሺ0; ݉ሻሽୀଵ . The contracts  
described by ሼݕ, ;ݐሺܧ ݉ሻሽୀଵ  are least cost incentive compatible  
at any ݐ א ሼ0, ∞ሻ. 

 
(iv) Given ሼܨሽୀଵ , the optimal behavior of each economic agent  

determines ሼݑ, ሺ·ሻሽୀଵܩ . 
 
(v) Given ሼݑ, ሺ·ሻሽୀଵܩ , a recruiting firm optimally posts contract m  

given the equal profit condition described in (5). 
 
(vi) The equilibrium distributions ሼܨ, ሺ·ሻሽୀଵܩ  are stationary. 

 
2.2. Equilibrium Characterization 
 
The equilibrium in which all firms offer least cost incentive 

compatible contracts is characterized below. Technically, all least cost 
incentive compatible constraints are assumed to be binding, and whether 
firms have incentives to deviate from the least cost incentive compatible 
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contracts is numerically checked. To make the model tractable, the 
following equilibrium restriction is imposed. 

 
Eq’m Restriction Let ࣧ be the set of contracts offered on equilibrium. 

For all ܧሺݐ; ݉ሻ א ሺܧ,  ,ሻܧ
(i)  ܨ is continuously differentiable and satisfies ܨᇱሺܧሻ is bounded  

away from zero. 
(ii) ܨଵ൫ܧଵሺݐ; ݉ሻ൯ ൌ ;ݐଶሺܧଶ൫ܨ ݉ሻ൯ ൌ ڮ ൌ ;ݐሺܧ൫ܨ ݉ሻ൯ for any  
      ݉ א ࣧ and ݐ א ሾ0, ∞ሻ. 
 
This restriction, which implies that the acceptance (and retention) 

probability under contract m is same across all types, is based on pre-
imposed equilibrium condition that firms have no incentive to screen out 
any type. Note, too, that the second condition (ii) renders the least 
generous contract ݉ and the most generous contact ݉ well-defined. 

 
Lemma 1  Contract m is least cost incentive compatible if and only if 
,ݐሺݓ൫ݑ  ;ݕ ݉ሻ൯ ൌ ,ݐሺݓ൫ݑ ;ଵݕ ݉ሻ൯  ݕଵሺߙ െ ,ଵሻݕ ݐ  ݕ݊ܽ ݐܽ א ሾ0, ∞ሻ.                                                                                                    ሺ6ሻ  
 
Lemma 1 characterizes the least cost incentive compatible contracts. 

The set of least cost incentive compatible contracts, given that no firm 
has incentives to screen out any particular type, is characterized by 

 min ሼܧሺ0; ݉ሻ െ ܷሽ ൌ 0.                                                                          ሺ7ሻ 

 
This implies that the lifetime value of employment delivered by the 

least generous firm should be not less than the values of unemployment 
for each type i, and at least one of them should be same to it. The equal 
profit condition dictates that, given ݉, 

  λ௨ݑܬ൫0; ݉൯
ୀଵ  ;ሺ0ܧሺܩߣ ݉ሻ

ୀଵ  λ௨ݑሻܬሺ0; ݉ሻ.                         ሺ8ሻ 
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There being no contract that dominates contract ݉ , the operating 
firm with contract ݉ has no incentive to increase a worker’s value over ሼܧሺ0; ݉ሻሽୀଵ . That is, for any ݅ ൌ 1,2, ڮ , ݊, 

;ݐሺܧ  ݉ሻ ൌ ;ሺ0ܧ ݉ሻ, at every ݐ א ሾ0, ∞ሻ.                                             ሺ9ሻ  
 
This implies that, given i, 
;ݐሺܧ  ݉ሻ       ൌ ,ݐሺݓ൫ݑ ;ݕ ݉ሻ൯ െ ܿሺݕሻ  ߜ ܷ  ;ݐାଵሺܧߤ ݉ሻ  ;ݐିଵሺܧߟ ݉ሻݎ  ߩ  ߜ  ߤ  ߟ                       ൌ ;ݐሺܬ ,                                                                                      ሺ10ሻܧ  ݉ሻ     ൌ ݅ݕ െ ,ݐ൫ݓ ;݅ݕ ݉൯ݎ  ߩ  ߜ  ߤ  ߟ ൌ ,݅ܬ and                                       ሺ11ሻ ݓሺݐ, ;ݕ ݉ሻ ൌ ,ሺ0ݓ ;ݕ ݉ሻ ൌ ݐ  for any ݅ݓ א ሾ0, ∞ሻ.                        ሺ12ሻ 
 
 
The second statement implies that, given ܧሺ0; ݉ሻ  by the most 

generous recruiting firm, no firm has incentives to pay more than the 
value, which renders the optimal wage schedule for each type by the 
most generous firm constant. In equilibrium, the wage schedules of all 
firms are bounded. 

 
The foregoing is summarized in [Figure 1]. If both m and ݉Ԣ are least 

cost incentive compatible, then ሼሺݕ, ; ሺ0ܧ ݉ሻሻሽୀଵ  and  ሼሺݕ, ; ሺ0ܧ ݉Ԣሻሻሽୀଵ  cannot intersect. Lemma 1 determines the size 
of information rent, which is represented by the slope of the contract 
curve in [Figure 1]. The gap between ܧ൫0 ; ݉൯ and ܷ should be zero at 
at least one ݕ.10 Given ሼܨሺ·ሻ, ሺ݅,·ሻሽୀଵܩ  and ݉, the equal profit condition 
determines ݉. 

 
  

                                                 
10  In most numerical experiments, ܧଵ൫0; ݉൯ ൌ ଵܷ and ିܧଵ൫0; ݉൯  ܷିଵ. 
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▌ Figure 1 ▌     

 
 
It remains to examine the strategy of the least generous firm. Given ݉, the firm chooses an optimal wage schedule to deliver the committed 

value ሼܧ൫0 ; ݉൯ሽୀଵ . For expositional convenience, denote as ݓ  the 
wage schedule of the ݕ-type worker who produces truthfully under the 
least cost incentive compatible contract ݉. Let 

 ߰ሺݐሻ ൌ exp ቈන ሺݎ  ߩ  ߜ  ሺ1ߣ െ ;ݏ1ሺܧ1ሺܨ ݉ሻሻሻ௧
  .ݏ݀

 
Lemma 2  Given {ܨሽୀଵ   and ܧଵ൫0 ; ݉൯, the optimal wage-tenure 

schedules solve for 
ሶܬ  ൌ െሺݕ െ ݓ  ିଵܬߟ  ାଵሻܬߤ  ሾݎ  ߩ  ߜ  ൫1ߣ െ  ሻ൯ܧሺܨ

        ߤ  ሶܧ ,ܬሿߟ ൌ െݑሺݓሻ  ߙ  ሺݎ  ߩ  ߜ  ൫1ߣ െ ሻ൯ܧሺܨ  ߤ  ߜ           െܧሿߟ ܷ െ ߣ න ܧሻݔሺܨ݀ݔ
ா െ ାଵܧߤ െ  ,ିଵܧߟ

ሶݓ  ൌ ߰1 ߰ 1ሻሿ2ݓԢሺݑ1ሻሾݓԢԢሺݑ1 െ  ݆݅ݔ ߰ ሻሿ2୬݅ݓԢሺݑሻሾ݅ݓԢԢሺݑ1
ୀଶ · ሻ൩ିଵ݅ݓԢሺݑ1ሻݓԢሺݑ
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 ߰ ሺݐሻ  ܬሻܧᇱሺܨߣݔ
ୀଵ  ߰1 ߰ሶݑᇱሺݓଵሻ െ  ݆݅ݔ ߰ሶݑᇱሺݓሻ  ሶ߰ 1 ߰ ଵሻݓᇱሺݑ1

ୀଶ െ 

    ݆݅ݔ ߰ ሻ୬ݓᇱሺݑ1
ୀଶ ൩ 

ݓ ൌ ିଵሻݓሺݑଵሺିݑ  ,ଵ∆ሻߙ and ݔሶ ൌ ߤିଵݔ  ߟାଵݔ െ ݎሾݔ  ߩ  ߜ  ൫1ߣ െ ሻ൯ܧሺܨ  ߤ   ሿߟ
 
subject to the boundary conditions: lim௧՜ஶሼܬ, ,ܧ ,ݓ ሽୀଵݔ ൌ ሼܬ, ,ܧ ,ݓ 0ሽୀଵ . 
 
The general optimal wage-tenure contract ݉ሺ് ݉ሻ  of other 

recruiting firms is now considered. The optimal paths represented by the 
system of differential equations and their boundary conditions in 
Lemma 2 are uniquely determined by the baseline salary scale borrowed 
from Burdett and Coles (2003), which is important because it can be 
extended to prescribe the wage schedules offered by all firms in a steady 
state. That the initial value ܧଵ൫0; ݉൯ establishes only a starting point 
means that firms that post ܧଵሺ0;  ݉ሻ   ଵ൫0; ݉൯ move along the sameܧ
path but from different starting points. That is, recruiting firms choose 
different starting points on the baseline salary scale, 

;ሺ0ܧ   ݉ሻ ൌ ൯݉ ;ݐ൫ܧ ൌ ,ሻݐሺܧ ,ሺ0ܬ ݉ሻ ൌ ൯݉ ;ݐ൫ܬ ൌ ,ሻݐሺܬ and ݓሺ0;  ݉ሻ ൌ ;ݐ൫ݓ  ݉൯ ൌ  .ሻݐሺݓ
 

Given the baseline property, ܨ: ሾ0, ∞ሿ ՜ ሾ0, 1ሿ  is defined as the 
distribution of starting points on the baseline. Let ܩሺݐሻ  be the 
proportion of ݕ-type employed workers that 

receives less than ܧ൫ݐ; ݉൯. Then, 
;ሺ0ܧሺܨ   ݉ሻሻ ൌ ൯݉ ;ݐ൫ܧሺܨ ൌ ,ሺ݅ܩ ሻ  andݐሺܨ ;ሺ0ܧ  ݉ሻሻൌ ,ሺ݅ܩ ;ݐ൫ܧ  ݉൯ሻ ൌ  .ሻݐሺܩ
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The ݕ-type employed workers retire, are laid off, and accumulate or 
lose human capital at rate ߩ  ߜ  ߤ   ܩ such that the outflow from ߟ
is ሺߩ  ߜ  ߤ  ܩ , whereܩሻߟ ൌ  -type unemployed workersݕ ,ሺ∞ሻܩ
get jobs at rate ߣ௨, and ݕିଵ-type and ݕାଵ-type employed workers enter 
into ܩ at rate ߤ and ߟ, respectively. The outflow and inflow at steady 
state are equated to solve for ܩ and ݑ, and, by the same reasoning, for ܩሶሺݐሻ . The baseline property presents steady state ሼሺݑ, ሽୀଵܩ  in the 
following. 

 
Lemma 3  In the steady state equilibrium, 
ሻݐሶሺܩ  ൌ ݑሻݐሺܨ௨ߣ  ିଵሺtሻܩߤ  ାଵሺtሻܩߟ െ ሺߩ  ߜ  ൫1ߣ െ Fሺtሻ൯              ߤ   ,ሺtሻܩሻߟ

 

where 
ଵݑ  ൌ ଵܩߜ  ߩ  ௨ߣଶݑଶߟ  ߩ , 
ݑ ൌ ܩߜ  ௨ߣାଵݑߟ  ߩ  ߟ , ݅ ൌ 2,3, ڮ , ݊ and 

ܩ ൌ ௨ߣݑ  ିଵܩߤ  ߜାଵܩߟ  ߩ  ߤ  ߟ , ݅ ൌ 1,2, ڮ , ݊. 
 
[Figure 2] summarizes Lemma 1 through Lemma 3. A ݕଶ -type 

employed worker under contract m, denoted by ܣ in the figure, who 
switches to a better paying job with contract ݉Ԣ jumps to point ܤ on his 
value ladder. If he is able to remain there without any shocks and is 
gradually promoted, he will be found, after some time, at ܣଵ. Accumul-
ating (or losing) Δ units of human capital will result in his moving to 
point ܣଶሺିܣଶሻ on a neighboring ladder. Becoming unemployed will find 
him moved down to ܥ. Upon retiring, he is replaced by a newly-born 
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worker whose career starts at point ܦ. Lemma 1 and 2 determine the 
gains from human capital accumulation and speed of non-productive 
promotion, respectively. Lemma 3 presents the earnings distribution 
over the type-value space. 

 
▌ Figure 2 ▌     

 
 
Proposition 1 The sufficient conditions for a market equilibrium are 

as follow. 
(i) Given F, Lemma 1-3 are satisfied. 
(ii) F is stationary and satisfies the equilibrium restriction. 
 
Because providing a fixed point algorithm to find a market 

equilibrium does not guarantee the existence of an equilibrium, and it is 
unclear, moreover, when the least cost incentive compatibility 
constraints are binding, in lieu of a theoretical proof, the model is solved 
numerically and whether the implied equilibrium outcome satisfies the 
sufficient condition is checked. For a broad range of model parameters, 
a unique fixed point is obtained with all constraints binding. In 
particular, when ߤ is small such that a relatively large mass is of the ݕ-
type, the constraints are binding.11 
                                                 
11  The estimates yield 0.023 = ߤ. 
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3. Data 
 
The source of the data used in the study is the 1979 National 

Longitudinal Survey of Youth (NLSY79), which contains weekly work 
records from 1978 through 2010. The model implies that workers' 
wages vary with their (unobserved) productivity and (observed) job 
tenure. NLSY79 is well suited to the analysis of careers (and human 
capital accumulation) because it reports weekly labor force status from 
the high school period, which enables individual workers' entire work 
histories, from their first jobs, to be examined. The manner of 
constructing the sample such that five jobs are tracked in each survey 
round is detailed in Appendix B. The focus here is mainly on defining 
the adopted variables. 

 
Workers The survey begins with individuals 14-22 years old in 1979. 

The sample extracts from these individuals white male high school 
graduates, the largest demographic group in NLSY79, who completed 
12th grade or received the equivalent degree (GED) between the ages of 
17 and 20 after 1978, and reported no more than 12 years of education 
until the most recent survey. The age and year restrictions were imposed 
to exclude individuals with unusual or hidden experience. Receiving a 
high school diploma earlier than age 17, later than age 20, or before 
1978 is presumed to reflect such experience, which is not captured in 
the survey. By similar reasoning, individuals who entered military 
service were excluded. Following this selection rule yields a sample of 
776 individuals. 

 
Full-time Employment and Non-employment Full-time employment 

is understood to mean working, on average, more than 30 hours per 
week. Calculating average hours worked as the weighted (by the 
number of weeks) mean of hours worked at the match (with the same 
employer) throughout a worker's career precludes a transition between 
part-time and full-time work with the same employer, but includes the 
case of working less than 30 hours per week for a short period as a 
trainee or intern and more than 30 hours for a long period as a regular 
worker. Periods reported as out of the labor force, no information, 
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unemployment, and employment with average hours worked less than 
30 hours per week are recoded as non-employment, the counterpart of 
unemployment in the model. When hours worked per week is 
unavailable, hours worked is calculated as ‘hours worked per day’ times 
five working days per week. 

 
Labor Market Entry Following Farber and Gibbons (1996) and 

Yamaguchi (2009), a worker employed full-time for more than half of 
three consecutive years for the first time is assumed to have made the 
transition from school to work. Each individual’s work history is 
tracked from his first transition. By construction, all workers in the 
sample begin their careers as employed workers. To mitigate any risk of 
potential bias, the first unemployment period before the first job is 
ignored.  

 
Tenures Job tenure is defined as the length of a continuous period of 

work with one employer, employment tenure as the duration of 
consecutive job spells without non-employment. The source of the 
difference is job-to-job transition-switching to a new from an old job 
resets job, but not employment, tenure-but how to determine job-to-job 
transition in the sample is not clear. To accommodate instances like 
brief vacations interposed between jobs, non-employment spells of less 
than three weeks duration, being assumed to more likely be an outcome 
of on-the-job search than an employment-unemployment-employment 
transition, are discarded. This selection integrates into subsequent job 
tenure 1,702 instances of short term non-employment. 

Although the model implies that there are neither recalled jobs nor 
returned workers, NLSY79 includes numerous instances of workers 
who returned to jobs they left for varying periods. In instances like 
unpaid vacations or hospitalization, in which the absence is planned in 
advance by both parties and the worker’s return considered in the 
previous labor contract, the former and recalled job are considered one 
job, and the new contract, post return, is affected by the previous 
contract. Instances of unplanned absence are considered two different 
jobs because the fact of the worker’s return affects neither the previous 
nor the new labor contract. As in Pavan (2008), an intermediate period 
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of sufficiently short duration is naturally presumed to be more likely to 
have been planned. In the sample, if a worker returned to a previous job 
within one quarter, the intermediate work history is dropped and the two 
jobs are considered one continued job. Otherwise, they are considered 
two different jobs. This provision results in 923 short-term (less than 
one quarter) non-employment periods, and 84 temporary jobs being 
classified ‘planned return’ and dropped. In 555 cases, workers returned 
to an old job after one quarter. The final sample contains 4,325 
employer-employee matches12 and 4,880 jobs. 

 
Experiences Because the model assumes human capital to be 

accumulated only on the job, it is necessary to distinguish worker from 
market experience. Hence, worker experience is defined as the sum of 
all employment spells, market experience calculated by subtracting age 
at entry from a worker's current age. In the NLSY79 data set, wages are 
reported on the interview date and, if it ended, on the job’s end date. 
Beginning with the 1985 survey, the first wage on the job was solicited. 
Because first wage data might be biased by the reporting of the first 
wage for jobs started before 1985 and kept until the 1985 survey, the 
simulation uses the first wage only for jobs started after or continued 
until the 1985 survey. For the first wages reported, the re-employment 
wage, a key variable for estimating the effect of human capital 
accumulation, is defined as the first wage after non-employment. The 
sample of 13,735 wage observations includes some with potential 
coding errors. 13  Because of the difficulty of fitting all data points 
(especially at the ends) using a simple model, the top and bottom 2.5% 
of wage observations were discarded and the remaining 95% made the 
focus of analysis.  

The final sample contains 665 individuals, 4,325 employer-employee 
matches, 4,880 jobs, and 14,298 observations. Construction of the data 
set is detailed in the Appendix. 
  
                                                 
12   Because NLSY79 does not distinguish ‘job’ from ‘employer-employee 

match’, all returning cases are considered one job. 
13  For example, $0.03 per hour was the lowest, $862.69 per hour the highest, 

wage reported (after adjustment by monthly CPI). 
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4. Estimation 
 
4.1. Estimation Procedure 
 
Maximum likelihood inference not being numerically feasible, 

indirect inference was used, as in Bagger, Fontaine, Postel-Vinay, and 
Robin (2006). Indirect inference requires14  that the structural model 
replicate the true data generating process in terms of specific target 
moments given a true value of the structural parameter vector ߠ . 
Denote as ݃ሺߠሻ  the vector of the target moments simulated by the 
parameter vector ߠ , which is estimated by minimizing the distance 
between the set of sample moments from NLSY79 and set of moments 
from the simulations. The moment vector is simulated and calculated k 
times and the average taken. The simulated moments estimator of ߠ is 
defined as 

ߠ  ൌ arg minఏ ሺ݃ሺߠሻ െ ݃ሺߠሻሻ்ݓෝሺ݃ሺߠሻ െ ݃ሺߠሻሻ, 
 

where ݓෝ is a positive definite matrix that converges in probability to a 
deterministic positive definite matrix W. The covariance matrix of the 
auxiliary statistics is estimated by re-sampling 665 individuals with 
replacement 1,000 times (n=1000) and taking the inverse. The entire 
wage and employment history of a selected individual i is included in 
the sample. For each set of simulated moments, the simulation is 
repeated 200 times and the average of the moments from each 
simulation (k=200) taken.  

In the absence of any theoretical evidence of the uniqueness of the 
minimum value, the objective function is minimized using both the 
Nelder-Mead and simulated annealing algorithms. The Nelder-Mead 
method is used repeatedly. When the distance reaches a local minimum, 
the size of the simplex is reset and the algorithm restarted from the local 
minimum. If the program stops at a point sufficiently close to the local 
minimum, the simulated annealing method is invoked. Although the 

                                                 
14  For details on ‘indirect inference’, see Gourieroux, Monfort, and Renault (1993) and 

Gourieroux and Monfort (1997). 
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latter involves heavy computation, the probability of reaching a global 
minimum can be increased by applying the simulated annealing method 
repeatedly. In the present paper, the process is repeated with four 
different starting points. Obtaining the same estimates for the structural 
parameters is taken to be a global minimizer. 

 
4.2. Estimation Specification 
 
CARA (exponential) utility with risk aversion parameter ߛ is assumed 

for the empirical implementation. 
ሻݓሺݑ  ൌ െexp ሺെݓߛሻ 
 
Normalizing ݕ ൌ 1.0, the most productive worker produces one 

unit of output; ݕଵ ൌ 0.4  and Δ ൌ 0.1 are then set so as to have seven 
types of workers ( ݊ ൌ 7).15 The latter choice is arbitrary, but absent 
output data it is difficult to obtain inference from these parameters. The 
number of equilibrium contracts is fixed at 20 levels16 and s ൌ 0.01. 
The highest being nearly eight times the lowest wage in the sample, the 
highest wage is eight or nine times greater than the lowest wage 
depending on parameter values. The interest rate r is fixed at 0.012. 

The short history of the NLSY79 data set makes it is difficult to 
estimate the arrival rate of the retirement shock ߩ. Assuming the average 
worker to remain in the labor market for 40 years fixes ߩ  at 1/160. To 
match the actual survival probability, an ‘attrition probability’ of 2.5%, 
introduced in each survey round, accounts for the survey’s loss, over 
time, of some workers who would otherwise remain in the labor market. 

 
4.3. Estimation 
 
Seven structural parameters are estimated: four Poisson arrival rates ሺߜ, ,௨ߣ ,ߣ  the unemployment benefit b ,ߛ ሻ, the risk aversion parameterߤ

(or ݓ௫), and cost function parameter ܿଵ. 
  

                                                 
15  Level of human capital is discretized into seven levels. 
16  The cases with 19 and 21 equilibrium contracts are reported later. 
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The average nonemployment spell, average job spell, and average 
length of unemployment over the first five years are used to capture the 
dynamic flow of workers. The model implies that the rate at which 
workers are promoted increases with the accumulation of human capital, 
and that job turnover is more likely among young workers with less 
human capital. Examining the sample’s total non-employment (or 
employment) period over the first five years reveals an average 
unemployment duration of 0.471 years, job spell of 2.175 years, and that 
the average worker keeps a full time job during 88.3% of the first five 
years. 

One of the main objectives of the present empirical study being to 
estimate the effect of human capital accumulation independently of the 
effect of strategic promotion and job turnover, the log re-employment 
wage(ݓෝ ), re-employment wage being defined as the first wage after 
unemployment, is regressed on work experience, 

ෝݓ  ൌ ߚ  ଵߚ ൈ ݁ܿ݊݁݅ݎ݁ݔ݁ ݇ݎݓ   ,ߝ
 

where ߝ is a statistical residual. Adopting ߚଵ as the auxiliary moment 
captures wage growth attributable to the accumulation of work experience. 
The regression coefficient being insufficient to identify the frequency 
and magnitude of the human capital accumulation shock, human capital 
accumulation in the model is determined to occur at rate ߤ and increase 
workers’ wages by a certain amount affected by ܿଵ. Information on the 
re-employment wage distribution is exploited to capture the frequency 
and magnitude of individual shocks. The ratios of the 3rd to the 1st and 
2nd to the 1st quartile of the distribution are calculated. The auxiliary 
regression indicates a coefficient ߚଵ of 0.109, and the quartile ratios are 
1.775 and 1.281, respectively. 

The slope of the wage-tenure profile is captured by regressing wages 
reported in the first five years (ݓ) on market experience, 

ෝݓ  ൌ ߙ  ଵߙ ൈ ݁ܿ݊݁݅ݎ݁ݔ݁ ݐ݁݇ݎܽ݉   ,ݑ
 

where ߙଵ  is adopted as one auxiliary moment. The focus on wages 
reported in the first five years makes it more likely that promotion rates 
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are dependent on the level of human capital, and the focus on a narrow 
and identical group serves to more accurately capture the slope. In the 
sample, 0.052 = ߙ. 

Finally, to capture overall wage growth (or wage-age profile), I add 
some additional auxiliary moments. Denote by ݓଵ  the first wage 
reported within the first 6 months after the transition to work. Also 
denote by ݓହ,  ଶ the average of wages reported first after 5ݓ ଵ, andݓ
years, 10 years, and 20 years of market experience, respectively. I take 
the ratios ݓହ/ݓଵ, ଵݓ/ଵݓ , and ݓଶ/ݓଵ , which are 1.430, 1.616, and 
1.881, respectively. The auxiliary moments from the sample and the 
bootstrapping standard errors are summarized in the second column of 
[Table 1]. It also reports the estimates of corresponding moments from 
the simulation based on estimates of structural parameters.1716 

Overall wage growth (or wage-age profile) is captured by adding 
some auxiliary moments. Denote as ݓଵ the first wage reported within 
the first six months after transitioning to work. Denote as ݓହ,  ଶ, respectively, the average of wages reported first after 5, 10, and 20ݓ ଵ, andݓ
years of market experience. The ratios ݓହ/ݓଵ,  ଵ areݓ/ଶݓ ଵ, andݓ/ଵݓ
1.430, 1.616, and 1.881, respectively. The auxiliary moments from the 
sample and bootstrapping standard errors are summarized in the second  

 
▌ Table 1 ▌  Auxiliary Moments 

sample moment simulated moment 

average unemployment duration (yr) 
average job duration (yr) 
average unemployment periods in the first 5years݈݃߂ሺ ݓሻ / Δܿ݊݁݅ݎ݁ݔ݁ ݇ݎݓe 
3rd/1st quartile ratio of reemployment wage dist. 
2nd/1st quartile ratio of reemployment wage dist. ݈݃߂ሺ ݓሻ / ݓ ݁ܿ݊݁݅ݎ݁ݔ݁ ݐ݁݇ݎܽ݉߂ଶ/ݓଵ ݓଵ/ݓଵ ݓହ/ݓଵ 

0.471 (0.013) 
2.175 (0.044) 
0.117 (0.004) 
0.023 (0.002) 
1.775 (0.031) 
1.281 (0.019) 
0.052 (0.004) 
1.881 (0.042) 
1.616 (0.033) 
1.430 (0.026) 

0.467 (0.052) 
2.185 (0.458) 
0.123 (0.025) 
0.025 (0.020) 
1.774 (0.467) 
1.282 (0.091) 
0.054 (0.034) 
1.913 (0.361) 
1.645 (1.001) 
1.478 (0.070) 

Notes: Standard errors in the second column are estimated using bootstrap. The asymptotic standard errors 
of the estimated moments are reported in parentheses in the third column. 

  
                                                 
17  The asymptotic standard errors will be reported soon. 
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column of [Table 1], which also reports the estimates of corresponding 
moments from the simulation based on estimates of the structural 
parameters. 

The second column of Table 1 shows auxiliary moments calculated 
from NLSY79. The numbers in parentheses are the bootstrapping 
standard errors used to estimate the weight matrix. The third column 
provides the estimates of the moments from simulation. [Table 2] 
reports the estimates of the structural parameters. 

 
4.4. Counterfactual Analysis 
 
A counterfactual experiment is performed to explore how human 

capital accumulation contributes to wage growth. The experiment is 
designed to show how much would be earned by a representative 
worker unable to accumulate any human capital. It is necessary to keep 
all players’ strategies unchanged. As before, firms optimally choose 

 

▌ Table 2 ▌  Parameter Estimation 

Parameter Estimates ߜ (separation shock) ߣ௨ (offer finding rate by unemployed workers) ߣ (offer finding rate by employed workers) ߤ (human capital accumulation shock) ܾ (unemployment benefit) ܿଵ (cost parameter) ߛ (risk aversion parameter) 

0.091 
0.580 
0.446 
0.023 
0.413 
0.302 
0.450 

 
their strategies assuming that workers stochastically accumulate human 
capital. But here it is further assumed that a worker remains in the same 
state when hit by the human capital accumulation shock. The 
experiment is repeated with 665 workers and an artificial data set is 
constructed.  

[Table 3], which compares the average wage growth of the two 
groups, shows the average wage to grow by 43%, 61.4%, and 88.1% in 
the first 5, 10, and 20 years, respectively, and in the present estimation,  
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▌ Table 3 ▌  Counter Factual Analysis 

 ଵݓ/ଶݓ ଵݓ/ଵݓ ଵݓ/ହݓ 

data 1.430 1.614 1.881 
estimation with human capital accumulation 
without human capital accumulation 

1.478 
1.354 

1.645 
1.416 

1.913 
1.418 

 
 

by 47.8%, 64.5%, and 91.3%, respectively. In the absence of human 
capital accumulation, the average wage grows partly due to non-
productive promotion and partly due to job turnover; the growth rates 
without productive promotion are 35%, 41.6%, and 41.8% in the first 5, 
10, and 20 years, respectively. 

The finding that wages grow by 41.8% without human capital 
accumulation seems surprising, and may be construed to contradict the 
conclusions of Altonji and Shakotko (1987) and Altonji and Williams 
(2005), who show ‘returns to job tenure’ to account for, at most, 11%, 
and ‘returns to experience’ for the preponderance, of wage growth, 
leading them to conclude that human capital accumulation accounts for 
most wage growth. The source of this seemingly different result is 
different definitions. The aforementioned authors define the job tenure 
effect as the wage loss that would be incurred were a worker to move to 
a new job, with the same values for the error components; they interpret 
all partial effects of market experience as general human capital 
accumulation effects. In the model developed here, wage growth with 
one employer, through both productive and non-productive promotion, 
is transferred to the next job through the reservation value. Strictly 
applying the earlier definition to the present model, ‘returns to job 
tenure’ is zero because workers lose nothing in job-to-job transition. 
Instead, the effect of human capital accumulation is overestimated 
because ‘returns to experience’ also includes wage growth through non-
productive promotion. 

That wage growth through non-productive promotion and job-to-job 
transition exhibits a concave pattern is also of interest. Wages grow by 
35% without human capital accumulation in the first five years, after 
which the growth rate moderates. When back-loading of wage payments 
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is allowed, a recruiting firm has an incentive to post a contract with low 
contingent values and promote a recruited worker to a higher valued 
contract later. The longer a worker stays, the higher the wage increases 
and the more the job turnover and promotion rates decline. This shows 
faster wage growth in early periods to be explained by the strategic 
back-loading scheme as well as by a concave learning curve. 

 
 
5. Conclusion 
 
This paper develops and estimates an equilibrium job search model 

with unobserved human capital. An equilibrium is built with multiple 
wage-ladders that a worker can climb or navigate among. A worker 
climbs gradually through non-productive promotion, jumps to a higher 
rung through job-to-job transition, or, upon accumulating human capital, 
switches to a higher-valued ladder through productive promotion. In the 
empirical study, the model is estimated using indirect inference and the 
effect of human capital accumulation captured using the re-employment 
wage after unemployment. A counterfactual experiment, conducted after 
estimating the model, finds that the wage of a typical worker unable to 
accumulate human capital would grow by 41.8%. 

The sample being composed entirely of white male high school 
graduates, who can hardly be expected to be homogeneous, an attempt 
is made to add ex ante heterogeneity on the worker side to the 
framework developed in the paper. The model proposes that lifetime 
value is a function not of worker type, but of what a worker actually 
produces. Adding ex ante heterogeneity at a worker's level of human 
capital thus does not require any additional state variables. But more 
careful attention to the sufficient condition is warranted. 
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▌ Appendix ▌  

A. Mathematical Appendix 
 
Proof of Lemma 1  i) First, suppose that contract m is least cost 

incentive compatible. We want to show that condition (6) should be true 
for all types. Since contract m is least cost incentive compatible, it 
should be least cost incentive compatible for each type ݕ. Consider the 
case of ݅ ൌ 2 first. There should ݕො ൌ ሺݕොଵ, ,ොଶݕ ڮ , :ොଶݕ ොሻ withݕ ሾ0, ∞ሿ ՜ࣳځሼݕଶሽ  and ݕො: ሾ0, ∞ሿ ՜ ࣳ  for each ݅ ് 2 , such that ܧଶሺ·; ,ොݕ ݉ሻ ൌܧଶሺ·; ݉ሻ. At every ݐ א ሼ0, ∞ሻ, 

;ݐଶሺܧ  ݉ሻ െ ;ݐଶሺܧ ,ොଵݕ ݉ሻ ൌ න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻሾݑሺݓሺݏ, ;ଶݕ ݉ሻሻ െ ܿଶሺݕଶሻ  ;ݏଶሺݖ ݉ሻሿ݀ݏஶ
୲  െ න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻሾݑሺݓሺݏ, ;ଵݕ ݉ሻሻ െ ܿଶሺݕଵሻஶ
୲  ;ݏଶሺݖ ݉ሻሿ݀ݏ                                                             ሺA1ሻ ൌ න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻሾݑ൫ݓሺݏ, ;ଶݕ ݉ሻሻ െ ܿଶሺݕଶሻ  ,ݏሺݓ൫ݑ ;ଵݕ ݉ሻ൯ஶ
୲  ܿଶሺݕଵሻ൧݀ݏ ൌ න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻሾݑ൫ݓሺݏ, ;ଶݕ ݉ሻሻ െ ,ݏሺݓ൫ݑ ;ଵݕ ݉ሻ൯ஶ
୲ െ ݏଵሻ൧݀ݕଶെݕଵሺߙ ൌ 0, 

 
which implies that 

,·ሺݓ൫ݑ  ;ଶݕ ݉ሻ൯ ൌ ,·ሺݓሺݑ ;ଵݕ ݉ሻ   ଵሻ.                                ሺA2ሻݕଶെݕଵሺߙ
 

Now, we want to show that once condition (6) is true for ݅  ݇, it is also 
true for ݅ ൌ ݇  1. Assume that condition (6) is true for all ݅ ൌ 1,2, ڮ , ݇. 
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That is, 
,·ሺݓ൫ݑ  ;ଵݕ ݉ሻ൯ ൌ ,·ሺݓሺݑ ;ଵݕ ݉ሻ  ݅                                   ଵሻ for anyݕെݕଵሺߙ ൌ 1,2, ڮ , ݇.                                                             ሺA3ሻ 

 
Let ݅ ൌ ݇  1. Since contract m is least cost incentive compatible for the ݕ -type, there exists at least one ݕොԢ: ሾ0, ∞ሿ ՜ ࣳ  with ݕොାଵᇱ : ሾ0, ∞ሿ ՜ࣳ ת ሼݕାଵሽ  and ݕොᇱ: ሾ0, ∞ሿ  ՜ ࣳ  for each ݅ ് ݇  1 , such that ܧሺ·; ݉ሻ ൌ ;·ሺܧ ,ොᇱݕ ݉ሻ . Difine set ܶ ؿ ሼ0, ∞ሻ  such that if ݕොାଵᇱ ሺݐሻ ൌ ݕ , 
then ݐ א ܶ, where ݆ ൌ 1,2, ڮ , ݇. Then, for every  ݐ א ሼ0, ∞ሻ, 

;ݐሺܧ  ݉ሻ ൌ ;ݐሺܧ ,ොᇱݕ ݉ሻ 
 ൌ න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻሾݑሺݓሺݏ, ;ݕ ݉ሻሻ െ ܿሺݕሻ  ;ݏሺݖ ݉ሻሿ݀ݏஶ

௧  െ න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻሾݑሺݓሺݏ, ;ሻݏොᇱሺݕ ݉ሻሻ െ ܿሺݕොᇱሺݏሻሻ  ;ݏሺݖ ݉ሻሿஶ
୲ ൌ ݏ݀ න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻሾݑሺݓሺݏ, ;ݕ ݉ሻሻ െ ܿሺݕሻஶ
௧ െ ,ݏሺݓሺݑ ;ሻݏොᇱሺݕ ݉ሻሻ ܿሺݕොᇱሺݏሻሻሿ݀ݏ ൌ න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻሾݑሺݓሺݏ, ;ݕ ݉ሻሻ െஶ
௧ ,ݏሺݓ൫ݑ ;ሻݏොᇱሺݕ ݉ሻ൯െ ݕଵሺߙ െ ൌ ݏሻሻሿ݀ݏොᇱሺݕ  න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻ்ೕתሾ௧,ஶሿ


ୀଵ ሾݑሺݓሺݏ, ;݅ݕ ݉ሻሻ െ ,ݏሺݓሺݑ ;݆ݕ ݉ሻሻ െߙଵሺݕ െ ൌ ݏሻሿ݀ݕ  න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻ்ೕתሾ௧,ஶሿ


ୀଵ ሾݑሺݓሺݏ, ;݅ݕ ݉ሻሻ െ ,ݏሺݓሺݑ ;1ݕ ݉ሻሻ െߙଵሺݕ െ ൌ ݏଵሻሿ݀ݕ න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻஶ
௧ ሾݑሺݓሺݏ, ;݅ݕ ݉ሻሻ െ ,ݏሺݓሺݑ ;1ݕ ݉ሻሻ െߙଵሺݕ െ ݏଵሻሿ݀ݕ ൌ 0. 

 
Thus, we obtain that when ݅ ൌ ݇  1, 
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,ݐሺݓ൫ݑ ;ݕ ݉ሻ൯ ൌ ,ݐሺݓሺݑ ;ଵݕ ݉ሻሻ  אݐ ଵሻ at anyݕെݕଵሺߙ ሾ0, ∞ሻ. ሺA4ሻ  
 
The mathematical induction yields condition (6). 
 

ii) Conversely, I want to show that if condition (6) holds under contract 
m, it should be least cost incentive compatible. It is sufficient to show 
that the ݕ-type worker has no incentive to deviate. Consider an arbitrary 
downward deviation with 

 ߶ᇱᇱሺݐሻ ൌ ൝ ଵݕ if ݐ א ܶଵڭ ڭ ିଵݕڭ if ݐ א ܶିଵ                                                             ሺA5ሻ 

 
and ڂୀଵିଵ ܶ ൌ ሾ0, ∞ሻ. For any ݐ א ሾ0, ∞ሻ and ݅ א ሼ1,2, ڮ , ݊ሽ, 

;ݐሺܧ  ݉ሻ െ ;ݐሺܧ ߶ԢԢ, ݉ሻ 
 ൌ න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻሾݑሺݓሺݏ, ;ݕ ݉ሻሻ െ ܿሺݕሻ ஶ
௧ ;ݏሺݖ ݉ሻሿ݀ݏ      

   െ න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻሾݑሺݓሺݏ, ߶ᇱᇱሺݏሻ; ݉ሻሻஶ
௧ െ ܿሺ߶ᇱᇱሺݏሻݕሻ  ;ݏሺݖ ݉ሻሿ݀ݏ 

ൌ න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻሾݑሺݓሺݏ, ;ݕ ݉ሻሻஶ
௧ െ ܿሺݕሻ െ ,ݏሺݓሺݑ ߶ᇱᇱሺݏሻ; ݉ሻሻ ܿሺ߶ᇱᇱሺݏሻሻሿ݀ݏ ൌ  න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻ்ೕ


ୀଵ ሾݑሺݓሺݏ, ;݅ݕ ݉ሻሻ െ ܿ݅ሺ݅ݕሻ െ ,ݏሺݓሺݑ ;݆ݕ ݉ሻሻ ܿሺݕሻሿ݀ݏ ൌ  න ݁ିሺାఘାఋାఒାఓାఎሻሺ௦ି௧ሻ்ೕ
ିଵ
ୀଵ ሾݑሺݓሺݏ, ;݅ݕ ݉ሻሻ െ ,ݏሺݓሺݑ ;1ݕ ݉ሻሻ െߙଵሺݕ െ ݏଵሻሿ݀ݕ ൌ 0. 
 

There is no profitable deviation and there exists ߶ԢԢ: ሾ0, ∞ሿ ՜ ࣳ ת ሼݕሽ 
such that ܧሺ·; ݉ሻ ൌ ;·ሺܧ ߶ԢԢ, ݉ሻ. Since this is true for all ݅ ൌ 1,2, ڮ , ݊, 
contract ݉ is least cost incentive compatible.                                Q.E.D  

ሺA6ሻ 
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Proof of Lemma 2  Rewrite the operating firm’s problem: 
 max௪భሺ·ሻ න ߰ଵሾݕଵ െ ଵݓ  ଶሿஶܬߤ

 .ݏ ݏ݀ ሶ߰ଵ   .ݐ ൌ െሾݎ  ߩ  ߜ  ሺ1ߣ െ ଵሻሻܧଵሺܨ  ሶܧ  ሿ߰ଵߤ ൌ െݑሺݓሻ  ߙ  ሺݎ  ߩ  ߜ  ൫1ߣ െ ሻ൯ܧሺܨ  ߤ  ܧ            ሻߟ െ ,ܧሺכݖ ݉ሻ ܬሶ ൌ െݕ  ݓ  ൫ݎ  ߩ  ߜ  ൫1ߣ െ ሻ൯ܧሺܨ  ߤ  ܬ൧ߟ െ ߮ሺ݉ሻ ݑሺݓሻ ൌ ିଵሻݓሺݑ  Δ ൌ ଵሻݓሺݑ  ሺ݅ െ 1ሻΔ 

 
The Hamiltonian of the problem is 

  ൌ ߰ଵሾݕଵ െ ଵݓ  ଶሿܬߤ െ ݎట൫ݔ  ߩ  ߜ  ൫1ߣ െ ଵሻ൯ܧሺܨ  ൧߰ଵ ߤ  ݔ
ୀଵ ሾെݑሺݓଵሻ  ߙ  ݕଵሺߙ െ ଵሻݕ  ሺݎ  ߩ  ߜ  ሺ1 ߣ െ ሻሻܧሺܨ  ߤ  ܧሻߟ െ ߮ሺܧ; ݉ሻ]   ݔ
ୀଶ ሾെݕ  ଵሻݓሺݑଵሺିݑ  ݕଵሺߙ െ ଵሻሻݕ  ሺݎ  ߩ  ߜ  ሺ1 ߣ െ ሻሻܧሺܨ  ߤ  ܬሻߟ െ ߮ሺ݉ሻ] 

 
Applying the maximum principle yields the following first order 

condition and differential equations. 
 0 ൌ െ߰ଵ െ  ݔ

ୀଵ ଵሻݓᇱሺݑ   ଵሻݓሺݑଵሺିݑᇱሺݑଵሻݓԢሺݑݔ  ሺ݅ െ 1ሻ∆ሻሻ     ሺA7ሻ
ୀଶ  

ሶటݔ ൌ െሾݕଵ െ ଵݓ  ଶሿܬߤ  ݎటൣݔ  ߩ  ߜ  ൫1ߣ െ ଵሻ൯ܧଵሺܨ  ሶᇲݔ ൧ ሺA8ሻߤ ൌ ᇲݔ െ ߤ1  ᇲݔ  െߟ1 ݎᇲൣݔ  ߩ  ߜ  ൫1ߣ െ ᇲሻ൯ܧᇲሺܨ  ߤ  ሶݔ ൧     ሺA9ሻߟ ൌ ߤିଵݔ  ߟାଵݔ െ ݎൣݔ  ߩ  ߜ  ൫1ߣ െ ሻ൯ܧሺܨ  ߤ  ൧ߟ                                                            ሺA10ሻܬሻ݅ܨᇱሺܨߣݔ
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where ݔଵሺݐሻ ൌ െ߰ሺݐሻ, ݅ᇱ ൌ 2,3, ڮ , ݊ and ݅ ൌ 1,2, ڮ , ݊. From (A8), 
I obtain 

ሻݐሶట߰ଵሺݔ   టݔ ሶ߰ଵሺݐሻ ൌ െሾݕଵ െ ଵݓ  ֞ ሻݐଶሿ߰ଵሺܬߤ టݔ ൌ න ሾݕଵ െ ଵݓ  ଶሿஶܬߤ
௧ ߰ଵሺ0, ߬ሻ߰ଵሺ0, ሻݐ ݀߬  ట߰ଵିܣ ଵሺݐሻ 

                  ൌ න ߰ଵሺݐ, ߬ሻሾݕଵ െ ଵݓ  ଶሿஶܬߤ
௧ ݀߬ ൌ  .ଵܬ

 
Plugging (A11) into (A8) yields 

ሶଵܬ  ൌ െሾݕଵ െ ଵݓ  ଶሿܬߤ ݎଵൣܬ  ߩ  ߜ  ൫1ߣ െ ଵሻ൯ܧଵሺܨ   ൧.              ሺA11ሻߤ
 

Summing up all equations in (A10) and reordering yields 
  ሶݔ
ୀଵ ൌ  ܬሻܧᇱሺܨߣݔ

ୀଵ െ ቀݎ  ߩ  ߜ  ൫1ߣ െ ଵሻ൯ቁܧଵሺܨ  ݔ
ୀଵ . 

 
Let 
 ߰ሺݐሻ ൌ exp ሾන ሺݎ  ߩ  ߜ  ሺ1ߣ െ ;ݏଵሺܧଵ൫ܨ ݉ሻ൯୲

 ሻሻ݀ݏሿ.            ሺA12ሻ 

 
Multiplying by integrating factor on both sides of equation (A12) yields 

 ߰ሺݐሻ ൌ  ሶݔ
ୀଵ  ቀݎ  ߩ  ߜ  ൫1ߣ െ ଵሻ൯ቁܧଵሺܨ ߰ሺݐሻ 

                ݔ
ୀଵ ൌ ߰ሺݐሻ  ݔ

ୀଵ  .                                         ሺA13ሻܬሻܧᇱሺܨߣ

 
Then, multiplying by on both sides of equation (A7), dividing by ݑԢሺݓଵሻ, taking derivative with respect to t, and combining with equation 

(A13) yields 
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߰ሺݐሻ ൌ  ܬሻܧᇱሺܨߣݔ
ୀଵ  

           ൌ െ ߰ଵݑԢሺݓଵሻ   ଵሻݓሺݑଵሺିݑᇱ൫ݑݔ  ሺ݅ െ 1ሻ∆ሻ൯ሿ
ୀଶ ൩ ߰ሶ  

െ ሶ߰ଵݑԢሺݓଵሻ   ሻݓᇱሺݑሶݔ
ୀଶ  

 ߰ଵ ߰ଵݑᇱᇱሺݓଵሻሾݑᇱሺݓଵሻሿଶ െ  ݔ ߰ଵݑᇱᇱሺݓሻሾݑᇱሺݓሻሿଶ ·
ୀଶ

ሻ൩ݓᇱሺݑଵሻݓᇱሺݑ ሶݓ ଵ 

 
Rewriting this, I obtain 

ሶݓ  ଵ ൌ ߰ଵ ߰ଵݑᇱᇱሺݓଵሻሾݑᇱሺݓଵሻሿଶ െ  ݔ ߰ଵݑᇱᇱሺݓሻሾݑᇱሺݓሻሿଶ ·
ୀଶ

ሻ൩ିଵݓᇱሺݑଵሻݓᇱሺݑ
 

          ߰ሺݐሻ ൌ  ܬሻܧᇱሺܨߣݔ
ୀଵ  ሶ߰ଵ ߰ଵݑᇱሺݓሻ 

                    െ  ݔ ߰ሶݑᇱ൫ିݑଵሺݑሺݓଵሻ  ሺ݅ െ 1ሻ∆ሻ൯
ୀଶ  ሶ߰ଵ ߰ଵݑᇱሺݓଵሻെ  ሶݔ ߰ଵݑᇱሺݓሻ

ୀଶ  

 
It derives Lemma 2.                                                                 Q.E.D 
 
Proof of Lemma 3  Consider the outflow from and inflow into ݕ-

type unemployment for any arbitrarily small time interval ݀ݐ  0. By 
equating them, I obtain that when ݅ ൌ 1. 

ଵܩݐ݀ߜ   ଶݑݐ݀ߟ  ሺ1ݐ݀ߩ െ ଵሻݑ ൌ ሺߣ   ଵ                           ሺA14ሻݑݐሻ݀ߤ
 
and when ݅  1, 
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ܩݐ݀ߜ  ିଵݑݐ݀ߤ  ାଵൌݑݐ݀ߟ ሺߩ  ߣ  ߤ   .                                         ሺA15ሻݑݐሻ݀ߟ
 
Also, consider the proportion of ݕ-type employed workers. Equating 

the inflow and outflow yields 
ݑݐ݀ߣ   ିଵܩݐ݀ߤ  ାଵܩݐ݀ߟ ൌ ሺߩ  ߜ  ߤ  ݅,ܩݐሻ݀ߟ ൌ 1,2, ڮ , ݊                                                             ሺA16ሻ 
 
Sending ݀ݐ ՜ 0 and combining (A14), (A15) and (A16) all together 

yields the initial values in Lemma 3. By the similar reasoning, the 
differential equations in Lemma 3 are obtains.                               Q.E.D 

 
 
B. Construction of the Sample 
 
Appendix B describes the steps used to construct the sample. 
 
1. The analysis is restricted to white male high school graduates, the 

largest demographic group in the NLSY79 dataset. In the first 
survey round, 8,736 of 12,686 respondents are identified as 
‘white’18 and 6,403 as ‘male’. Combining these responses yields 
an initial sample of 4,393 white males. Of these, 1,990 
individuals have completed the 12th grade or received the 
equivalent degree (GED) without reporting further education until 
the most recent (2010) survey. 

 
2. Individuals with hidden or unusual experience are excluded by 

dropping 994 individuals who graduated before January 1, 1978 
or before age 17 (the 204th month) or after age 20 (the 240th 
month). Eliminating individuals who entered military service at 
least once before the last survey results in another 220 individuals 
being dropped. These selection rules leave 776 workers and 

                                                 
18  The sample of ‘white’ is obtained using question (R01727.00) rather than question 

(R02147.00). 
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34,010 work-records in the sample. 19 
 
3. Full-time employment is defined as the match with weekly hours 

worked, on average, in excess of 30. Average hours worked is 
calculated as the weighted (by the number of weeks) mean of 
hours worked at all matches with the same employer throughout a 
worker's career. For weekly hours worked less than 10, the 
maximum number between weekly and daily hours worked is 
multiplied by five working days. When only daily hours worked 
are reported, they are multiplied by five working days. Before 
calculating the average, the hours worked per week are top-coded 
so that they cannot exceed 96. 20 

 
4. Following Farber and Gibbons (1996) and Yamaguchi (2009), a 

worker who works full-time for more than 78 weeks in three 
consecutive years for the first time is assumed to have made the 
transition from school to work. Work records before this 
transition are dropped. This leaves 752 workers, 5,955 full-time 
employers, 573 part-time employers, and 27,606 work records. 

 
5. All non-full-time employment, such as ‘out of labor force’, ‘no 

information’, ‘unemployment’, and employment with average 
weekly hours worked less than 30 are recoded as non-employ-
ment, and all consecutive non-employment spells merged. This 
leaves 752 workers, 5,955 full-time employers, 5,918 non-
employment spells, and 24,808 work records in the sample. 21 

 
 

                                                 
19  In the non-military sample, 20 individuals reported more than one graduation date; 

assuming these to be coding errors, the graduation dates closest to age 18 (the 
222nd month) were selected. 

20  Ninety-eight cases are top-coded. 
21   Although the NLSY79 does not distinguish employers from job, each is defined 

separately. In particular, a worker who returns to an old employer can be considered 
a planned return or a random re-match. Returns not planned should be considered a 
different job with the same employer. 
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6. Workers after long term non-employment being assumed no 
longer to be attached to the regular labor market, observations 
subsequent to three years of non-employment spells are dropped. 
This leaves 752 workers, 5,801 (full-time) employers, 5,413 non-
employment spells, and 24,019 work records. 

 
7. Quitting an old and starting a new job within a span of three 

weeks is considered a job-to-job transition, in which case the 
intermediate period in the next job spell is included. A return to an 
old job within 13 weeks is assumed to be a planned return and 
recoded as a single continuous job. This leaves the final sample 
of 665 workers, 4,796 jobs, and 14,298 observations. 
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