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A B S T R A C T

In the last decade, natural language processing (NLP) methods have
received increasing attention for applications in behavioral economics.
Such methods enable the automatic content analysis of large corpora
of financial disclosures, e.g., annual reports or earnings calls. In this
setting, a conceptually interesting but underexplored variable is lin-
guistic uncertainty: Due to the unpredictability of the financial mar-
ket, it is often necessary for corporate management to use hedge ex-
pressions such as “likely” or “possible” in their financial communica-
tion. On the other hand, management can also use uncertain language
to influence investors strategically, for example, through deliberate
obfuscation. In this dissertation, we present NLP methods for the
automated detection of linguistic uncertainty. Furthermore, we intro-
duce the first experimental study to establish a causal link between
linguistic uncertainty and investor behavior. Finally, we propose re-
gression models to explain and predict financial risk. In addition to
the independent variable of linguistic uncertainty, we explore a psy-
chometric and an assumption-free model based on Deep Learning.

Z U S A M M E N FA S S U N G

Methoden des Natural Language Processing (NLP) haben im letz-
ten Jahrzehnt zunehmend Einzug in die Verhaltensökonomie gehal-
ten. Diese Methoden ermöglichen die automatische Inhaltsanalyse
von großen Korpora finanzieller Berichterstattung wie Jahresberich-
ten oder Earnings Calls. In diesem Zusammenhang ist die sprachli-
che Unsicherheit eine konzeptionell spannende aber wenig erforsch-
te Variable: Durch die Unwägbarkeit des Finanzmarktes ist es für das
Management von Unternehmen oft erforderlich, in seiner Finanzkom-
munikation auf Heckenausdrücke wie „wahrscheinlich“ oder „mög-
licherweise“ zurückzugreifen. Andererseits kann unsichere Sprache
auch zur strategischen Beeinflussung von Anlegenden—etwa durch
bewusste Verschleierung—genutzt werden. Im Rahmen dieser Dis-
sertation werden zunächst NLP-Methoden zur automatisierten Er-
kennung sprachlicher Unsicherheit präsentiert. Um eine kausale Ver-
knüpfung zwischen sprachlicher Unsicherheit und Anlegeverhalten
zu etablieren, wird die erste experimentelle Studie zu diesem The-
ma vorgestellt. Schließlich werden Regressionsmodelle zur Erklärung
und Vorhersage von finanziellem Risiko vorgeschlagen. Neben der
unabhängigen Variable der sprachlichen Unsicherheit werden auch
ein psychometrisches und ein annahmefreies Modell basierend auf
Deep Learning erforscht.
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1
I N T R O D U C T I O N

The most useful words at the stock exchange are: ‘maybe,’ ‘hopefully,’ ‘possible,’ ‘it could,’

‘nonetheless,’ ‘although,’ ‘indeed,’ ‘I believe,’ ‘I mean,’ ‘however,’ ‘probably,’ ‘it seems to me.’

Everything you believe and say is conditional.1

— André Bartholomew Kostolany

The waning years of the last millennium were one of the most volatile
periods in financial history (Turner and Weigel, 1992). When the pre-
dictability of the Dow Jones, the oldest and most eminent equity in-
dex in the U.S., was at an all-time low (Qian and Rasheed, 2005), it
became apparent that traditional econometric models proved insuffi-
cient for the ever more interconnected and chaotic financial market. In
a spiral of creative destruction (Schumpeter, 1950), this crisis created
a fertile ground for scientific innovation: The birth of prospect theory
(Kahneman and Tversky, 1979) marked a breakthrough for the aspir-
ing discipline of behavioral economics and would later earn Daniel
Kahneman the Nobel Memorial Prize in Economic Sciences.

While the neoclassic notion of economics as a natural rather than
a social science previously had led to an elimination of psychology
from economic textbooks, Kahneman and his colleagues uncovered a
growing number of biases that were unexplainable without this disci-
pline. Specifically, they found that when facing investment decisions,
humans are not only influenced by informational content, but also
by its form. A key example is the certainty effect which states that, in-
congruent with expected utility theory, investors consistently prefer
certain bets over uncertain ones, even when the latter have the same
(or, in some cases, even a higher) expected value (Tversky and Kahne-
man, 1986). This illustrates how uncertainty and perceived risk play
a pivotal role in framing financial decision-making problems.

Mirroring the advances of behavioral economics, scientists and prac-
titioners increasingly began to include the vast yet untapped sources
of textual information into their financial models. While early ap-
proaches of financial Natural Language Processing (NLP) were usu-
ally based on word counts and other sparse representations of text
(Frazier et al., 1984; Lewis et al., 1986, inter alia), today’s growing
computational resources and innovations in the area of Deep Learn-
ing (DL) enable the automatic analysis of large-scale datasets, often
including several modalities such as text, speech, and financial data
(Qin and Yang, 2019; Sawhney et al., 2021, inter alia). The thesis at
hand is located at the intersection of behavioral economics and the

1 Quotation translated from German by the author.
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4 introduction

state-of-the-art in NLP. In particular, it proposes computational meth-
ods to automatically detect expressions of uncertainty and other lin-
guistic phenomena in financial disclosures and uses them to predict
reactions of the financial market. The following sheds light on the
motivation, key contributions, and outline of this thesis.

1.1 motivation

Following Kahneman and Tversky (1979), an increasing number of
studies have analyzed intra- and inter-subjective perceptions of nu-
merical uncertainty in financial settings (Diecidue and van de Ven,
2008; Holzmeister et al., 2020; Klos et al., 2005; Zeisberger, 2021). How-
ever, little is understood about perceptions of linguistic probability or
uncertainty, also known as vagueness. As hinted in the introductory
quote by business magnate André Kostolany, vague expressions such
as “probably” or “more-likely-than-not” are frequently used devices
of financial communication. An evident reason for this stems from
the unpredictability and complexity of the stock market: By toning
down their language, managers and other market actors avoid seem-
ing overconfident or untrustworthy in the face of uncertain financial
prospects. Furthermore, investor relations communication—and the
relationship between management and shareholders in general—is
shaped by asymmetric information and, at times, conflicting interests.
For example, the management might be interested in keeping its job
despite bleak business outlooks; investors, on the other hand, usually
have little personal involvement in the company and may therefore
favor drastic measures to secure returns (e.g., layoffs or restructur-
ing).

This setting, also called the agency dilemma (Eisenhardt, 1989), in-
creases management incentives to selectively share or sugarcoat infor-
mation with evasive language. As of now, however, systems to auto-
matically detect such language in financial communication are scarce.
Apart from stock price prediction, an important downstream appli-
cation for such systems is deception and fraud detection (Bachenko
et al., 2008; Fornaciari et al., 2021; Larcker and Zakolyukina, 2012).
Furthermore, analyzing the use of uncertain language in financial
Question-and-Answer sessions (Q&As) may allow us to understand
more about psychological drivers of vagueness. For example, sugges-
tive or negatively framed questions by banking analysts may prompt
firm Chief Executive Officers (CEOs) to “weasel out” of an unpleasant
situation without having to commit to false statements. Hence, as part
of this thesis, we were interested in developing systems for linguistic
uncertainty detection as our first task (T1).

First observational studies show that firms issuing financial disclo-
sures with uncertain language face fluctuating stock prices (Lough-
ran and McDonald, 2011, 2013) and less favorable analyst valuations
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(Dzieliński et al., 2021). That is, linguistic uncertainty in financial dis-
closures seems to increase financial uncertainty on a firm-level. How-
ever, the behavioral component of this mechanism is not fully un-
derstood. Is linguistic uncertainty a reflection of uncertain business
conditions? Or rather, is linguistic uncertainty a cause of increased
stock price volatility and analyst misjudgment? It is impossible to
answer this question with observational regression analyses alone,
since those (even when carefully controlling for possible confounders)
can merely quantify a correlation as opposed to a causal interaction.
Methodologically, a natural candidate for this problem is a laboratory
study randomly allocating a stimulus to a treatment and a control
group (Floyd and List, 2016). Due to the lack of such studies, we were
motivated to conduct the first laboratory experiment addressing our
second task (T2), the causal modeling of uncertainty and risk. In do-
ing so, we aim to find out how linguistic uncertainty impacts investor
behavior. Furthermore, we wanted to investigate how investor charac-
teristics such as personality, gender, or risk tolerance determine their
perception of linguistic uncertainty and financial risk.

Lastly, although prior studies have explored the effect of linguistic
uncertainty on stock price fluctuation and other financial risk mea-
sures, they usually rely on existing word lists deemed to cover linguis-
tic uncertainty. Such a word list may, e.g., contain the terms “anomaly”
and “possibility.” A disadvantage of such lists is that they are based
on subjective assessments of their creators and that they are usually
not exhaustive. For example, a word list aimed to quantify economic
uncertainty created before 2016 will likely not contain the words
“Brexit” or “coronavirus,” despite their undeniable importance in the
years onward. Furthermore, novel text-based risk regressors based
on DL provide a powerful complement to traditional count-based ap-
proaches. Hence, we were motivated to tackle financial risk regres-
sion as our third and final task (T3). Apart from a method to au-
tomatically enrich an existing uncertainty dictionary with industry-
and time-specific uncertainty terms (hence increasing its exhaustive-
ness while not relying on manual annotation), we experiment with a
Transformer-based model to detect the impact of CEO personality on
financial risk, and an assumption-free model for risk prediction.

1.2 contributions

The novelty of this thesis lies in two factors: It is the first to analyze
the entire mechanism of companies issuing uncertain financial dis-
closures, over their influence on individual investor behavior, down
to predictions of market reactions based on these disclosures. In do-
ing so, it employs a holistic toolkit of classic text classification based
on sparse features, laboratory experiments for causal inference, large-
scale observational studies, and advanced NLP methods based on DL
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and Transformers. Along the three tasks outlined above, we provide
the following contributions to the academic community:

(T1) Uncertainty detection: How can we detect linguistic uncertainty
automatically in financial disclosures? What are its economic and lin-
guistic determinants?

In Chapter 4, we present a new gold standard dataset for a
binary classification of linguistic uncertainty in finance. We fur-
thermore introduce the first classifier to address this task. In
Chapter 5, we develop a silver standard dataset for uncertainty
prediction in a financial Q&A setting. Moreover, we propose the
first classifier to detect linguistic uncertainty based on multi-
modal linguistic and financial features.

(T2) Causal modeling of uncertainty and risk: How can we quantify
the causal influence of linguistic uncertainty on risk perception and
investment behavior? Which personal characteristics of investors play
a role in this setting?

To establish a notion of causality between linguistic uncertainty
and investor behavior, we conduct the first laboratory experi-
ment analyzing the effect of uncertain language in financial dis-
closures on risk perception and investments (Chapter 6). More-
over, we explore the confounding effect of investor characteris-
tics such as age, personality, and financial literacy.

(T3) Risk regression: What is the influence of linguistic uncertainty on
financial risk measures? What other linguistic phenomena are explana-
tory or predictive of risk?

Chapter 7 presents an approach to explain financial risk and
analyst uncertainty based on linguistic uncertainty; to measure
uncertainty, we combine an automatic dictionary expansion
method with a feature selection approach based on multi-task
learning. Chapter 8 proposes the first regressor of CEO personal-
ity; providing evidence for the upper echelons theory (Hambrick
and Mason, 1984), we find a robust and significant effect of
personality on financial risk. Finally, Chapter 9 introduces the
first assumption-free DL regressor of risk based on semantic
and financial representations.

Published and forthcoming papers created during this thesis are
listed in Own Publications. Links to the publicly available models,
code, and data can be found in Appendix A.

1.3 outline

Following tasks T1–T3 outlined above, the structure of this thesis is
described on a high level in Figure 1. In the current Part I, the the-
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Uncertainty Detection

Part II

Uncertainty and Risk

Part III

Risk Regression

Part IV

Figure 1: Structure of the core parts of this thesis.

oretical foundations of this research (Chapter 2) and related work
(Chapter 3) are discussed.

To address T1, Part II introduces two models to classify financial
disclosure language into either linguistically certain or uncertain style.
Chapter 4 introduces a binary classifier for uncertain sentences in
earnings calls based on lexico-syntactic features. Afterward, Chapter
5 presents an uncertainty classifier in the earnings call Q&A based on
financial and lexico-semantic features.

Concerning T2, Part III describes an experimental approach to es-
tablish a causal link between linguistic uncertainty in financial disclo-
sures and investment behavior (Chapter 6).

Addressing T3, Part IV deals with regressions of volatility on lin-
guistic uncertainty and other text-based measures: Chapter 7 presents
a method to expand an established dictionary of uncertainty automat-
ically; we use the such assessed linguistic uncertainty to explain fu-
ture volatility and analyst uncertainty. Chapter 8 discusses a regressor
of CEO personality and its application for volatility prediction. Then,
Chapter 9 introduces an assumption-free regressor of volatility based
on latent linguistic variables.

The final Part V presents a summary and conclusion (Chapter 10)
together with limitations and directions for future work (Chapter 11).





2
T H E O R E T I C A L B A C K G R O U N D

* What is uncertainty, and how does it shape our reality, thinking,
and language? Which types of uncertainty affect the financial mar-
kets, and how do they interact? This chapter elaborates on the theo-
retical background of this thesis by defining linguistic and financial
uncertainty, their connection to the agency dilemma, and their mani-
festations in financial disclosures.

2.1 aleatory and epistemic uncertainty :
two sides of the same coin

In science, uncertainty is commonly categorized into an aleatory and
an epistemic component (Hacking, 1975). Aleatory uncertainty derives
from Latin “alea” which means “dice” and captures the stochastic no-
tion of chance, which is thought to be fundamental and irreducible
(Chowdhary and Dupuis, 2011). Instead, through repeated empirical
observation, it can be recorded with probability distributions across
known action outcomes. An example is the toss of a coin, where in
theory, both outcomes are equally probable yet unpredictable ex-ante.
Epistemic uncertainty, derived from Ancient Greek ἐπιστήμη (“insight”
or “knowledge”), is the type of uncertainty that arises due to incom-
plete or incorrect knowledge about the environment (Chowdhary and
Dupuis, 2011). Examples include inaccurate measurements, missing
data, or erroneous computational models. Epistemic uncertainty is
theoretically reducible since one can repeat measurements with more
accurate sensors (ibid.), gather additional data, and create more ex-
haustive models. However, there are practical restrictions due to the
limitations of technology and human understanding itself.

In practice, epistemic and aleatory uncertainty are often mingled,
and it remains an open question whether any uncertainty might ulti-
mately be due to lacking knowledge. For example, a coin toss might
in actuality not be truly random, as the laws of classical mechanics
are thought to be deterministic1 and features such as the coin’s mo-

* §2.2 expands on the introductory discussions of linguistic uncertainty phenomena
and financial disclosure types in Theil and Stuckenschmidt (2020), Theil, Štajner,
and Stuckenschmidt (2020), Theil, Broscheit, and Stuckenschmidt (2019), and Theil,
Štajner, Stuckenschmidt, and Ponzetto (2017).

1 There is an ongoing academic debate whether classical mechanics is indeed deter-
ministic (Nikolić, 2006) and, on the other hand, whether true randomness actually
exists, e.g., in interpretations of quantum mechanics (Barrett et al., 2014). However,
as the focus of this thesis lies on computational social science and since the classi-
fication into epistemic and aleatory uncertainties is useful for our use case, these
questions will not be discussed in greater detail herein.

9



10 theoretical background

mentum vector are to some degree predictive of the toss outcome
(Diaconis et al., 2007). Looking at chaotic systems2 such as the fi-
nancial market (Hristu-Varsakelis and Kyrtsou, 2008), however, it can
be helpful to distinguish between uncertainty due to human error
(e.g., imprecise observation or communication) and a component of
uncertainty that can not be meaningfully reduced and hence is best
approximated with probability distributions (e.g., the return on an in-
vestment). Therefore, although it is scientifically impossible to prove
whether aleatory uncertainty truly exists as an intrinsic property of
our world (Beck, 2009), we will adhere to this proposed dichotomy as
a conceptual simplification.

Several scholars have attempted to embed the aleatory and epis-
temic components of uncertainty into their scientific disciplines. Table
1 summarizes the synonymous conceptual pairs, which we discuss in
the following.

In economics, a prominent example is given in Frank Knight’s
seminal work “Risk, Uncertainty, and Profit,” in which he distin-
guishes between economic risk, which can be measured and recorded
in the form of probability distributions; and fundamental uncertainty
(hence also called Knightian uncertainty), for which this is impossi-
ble (Knight, 1921). Here, risk corresponds to the aleatory component
of uncertainty, while fundamental uncertainty refers to the epistemic
side. The dichotomy is re-investigated by psychologists Kahneman
and Tversky (1982), who call it “external” and “internal” uncertainty.
Economist Davidson (1996) calls these two types of uncertainty “on-
tological” (from Ancient Greek ὄντος + λογία: “science of being”)
and “epistemological” (derived from the same root as “epistemic”).
Finally, in statistics, two kinds of error are called “random” and “sys-
tematic” (Taylor, 1999). While random errors reflect the stochastic
variability between measurements, systematic errors comprise obser-
vational errors, miscalibrated sensors, or environmental interference
(ibid.).

All of these classifications have in common that they assume one
side of uncertainty to be an intrinsic property of our surrounding
world and another side to be the result of lacking knowledge or er-
roneous information. In the following, we will adhere to the concep-
tual pair of “aleatory” and “epistemic” uncertainty and discuss these
types of uncertainty in the context of our object of research, the finan-
cial market.

2 Chaotic systems are systems composed of many components or agents interacting
with each other (Amaral and Ottino, 2004). These interactions are shaped by prop-
erties such as asymmetric causality and emergence (ibid.). Therefore, although such
systems are theoretically thought to be deterministic, accurate predictions of their
global outcomes are a non-trivial task. This property is concisely summarized in
a quote ascribed to mathematician and meteorologist Edward Lorenz: “[in chaotic
systems,] the present determines the future, but the approximate present does not
approximately determine the future” (Danforth, 2015).
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Table 1: An overview of conceptual pairs used to dichotomize uncertainty in
the literature. The first column contains terms related to the worldly
facet of uncertainty, and the second column those related to the
mental facet of uncertainty.

Worldly Mental defined in

Aleatory Epistemic Hacking (1975)

External Internal Kahneman and Tversky (1982)

Ontological Epistemological Davidson (1996)

Random Systematic Taylor (1999)

2.2 uncertainty in the agency dilemma

In the financial market, the relationship between investors and the
management of companies is shaped by information asymmetry and
conflicting interests. An important economic paradigm to conceptu-
alize this relationship is the agency dilemma or principal–agent prob-
lem. This section introduces this framework and relates it to vari-
ous sources of uncertainty. Figure 2 provides a draft of the assumed
causality. §2.2.1 and §2.2.2 bisect the types of uncertainty occurring in
this setting and relate them to the theoretical foundation established
in §2.1. §2.2.3, finally, motivates the financial disclosures that are ana-
lyzed in this thesis.

On an abstract level, the agency dilemma describes any setting in
which a principal commissions an agent to do work for them (Eisen-
hardt, 1989, p. 58). In this thesis, investors or banking analysts rep-
resent the principal, and the company management represents the
agent. Due to conflicting interests and information asymmetry, both
the compensation and information disclosure must ensure an optimal
alignment of principal and agent incentives. Information asymmetry
arises as the company management usually has a more complete pic-
ture of the current financial situation and might withhold unpleasant
information from investors and the public. An example of conflicting
interests is risk-taking behavior, as managers and investors usually
have different goals and attitudes toward risk: Increased risk-taking
usually translates to increased returns, which should satisfy investors.
However, past research has shown that, e.g., the fear of job or repu-
tation loss increases managers’ risk aversion (Amihud and Baruch,
1981). While managers also have personal involvement in the firm,
investors usually own diversified portfolios with many different com-
panies, increasing their risk proneness (Jensen and Meckling, 1976).

Apart from these motivations to selectively share information, com-
mitting to definite and reliable statements is particularly challenging
in financial disclosures. Frequently, the company management has
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to make prognoses about the future of their business; however, the
economy is a continuously evolving system whose outcomes are in-
herently hard to predict (Arthur, 2014). Furthermore, even in the face
of challenging business situations, the management may be interested
in receiving favorable analyst forecasts, for example, due to the self-
fulfilling prophecy character of economic decision-making (Petalas
et al., 2017). An inability to answer open questions spontaneously
due to incomplete knowledge provides further reasons for using non-
committal statements falling under the linguistic terminus of hedging
(Lakoff, 1973).

This complex environment sets the stage for the theoretical model
underlying this thesis: Figure 2 provides an overview of the specific
kinds of aleatory and epistemic uncertainty that we focus on in the
context of the agency dilemma: financial risk, linguistic uncertainty,
and analyst uncertainty. The following introduces these concepts.

2.2.1 Aleatory Uncertainty in the Agency Dilemma

A financial key concept located on the aleatory side of uncertainty
is economic risk coined by Knight (1921). It arises due to uncertainty
about economic outcomes. Conceptually, this risk is thought to be
quantifiable in the form of a probability distribution across these out-
comes. Examples of economic risk include the rate of inflation, swings
in exchange rates, or credit risk. Economy- or industry-wide develop-
ments in supply and demand3 constitute another source of economic
risk. In Figure 2, we furthermore consider environmental conditions
(such as the weather, climate, or natural disasters) to be a driver of
economic risk. Uncertain environmental conditions might especially
influence fundamental industries close to processing raw materials
(e.g., agriculture or mining). Finally, at the bottom left of Figure 2, an-
alysts and investors invest in the economy as a whole or single com-
panies. These investments are represented by $ signs. In an emergent
manner, such investments aggregate to trading volume and price of
financial instruments, which determines economic and financial risk.

financial risk In the taxonomy established in Figure 2, we de-
fine financial risk as a specific kind of economic risk capturing the
uncertainty concerning financial returns of an investment or busi-
ness. Most commonly, financial risk is defined as the quantifiable
and known probability distribution of possible losses or gains. In
the literature, the most important financial risk measure is volatil-
ity. In the broader sense, volatility describes the “variability of the
random (unforeseen) component of a time series” (Andersen et al.,

3 An example for this are the worldwide supply shortages of Graphics Processing
Units (GPUs) due to increasing cryptocurrency mining in the early 2020s (Linus,
2021).
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Figure 2: Sources of aleatory and epistemic uncertainty in the agency
dilemma; figure created by the author. Uncertainty types studied
in this thesis are boldfaced. In the top left corner, environmental
influences affect the economy, whose developments in turn affect
individual companies. The management’s understanding of their
companies is hindered by human ignorance and incomprehension.
Based on this limited understanding, financial disclosures, who
may contain linguistic uncertainty due to imprecision or obfuscation,
are drafted. Analysts and investors read these disclosures, again
with a restricted understanding due to mental limitations. If ana-
lysts interpret the financial situation of the underlying company
differently or wrongly, this disagreement can be captured with
measures of analyst uncertainty. Based on their understanding,
analysts and investors conduct investments (denoted by $) into
the economy and individual companies. In an emergent process,
these investments determine economic and financial risk.

2006, p. 780). As such, the measure is applied in, e.g., presidential
approval prediction, weather forecasting, or neuro-muscular activa-
tion modeling (ibid., p. 797). Volatility is a crucial measure in financial
decision-making (particularly asset or company valuation), thus mak-
ing volatility prediction an essential task for finance and risk manage-
ment (ibid., p. 789). Conceptually, volatility proxies for investor uncer-
tainty about the future development of firms (Doshi et al., 2021). This
thesis focuses on two measurements of volatility outlined below.



14 theoretical background

Since Markowitz (1952), a common way of measuring volatility is
the sample standard deviation of logarithmic stock returns. This mea-
sure indicates the possible spread or fluctuation of returns. Intuitively
speaking, if the volatility is low, the underlying stock’s price stays rel-
atively constant over time. The second volatility measure investigated
in this thesis is the error (uncertainty) of a regression model aiming
to explain the movement of future stock returns. This is done by esti-
mating market models (Sharpe, 1963) which forecast the future stock
returns of a company in excess of overall market returns. In this case,
volatility is defined as the Root Mean Squared Error (RMSE) of such a
market model, where a large error indicates low predictability of re-
turns. This measure factors in movements of the overall market and
aims to capture the residual uncertainty on a firm-level over market
uncertainty.

As shown in Figure 2, financial risk can both be a cause and an
effect of linguistic or analyst uncertainty: Taking a top-down view, ex-
ternalities such as the climate or evolving economic conditions might
cause increases in financial risk; on the other hand, the investment
behavior of individual market participants (i.e., buying and selling of
specific assets) can also increase risk in an emergent manner. Finan-
cial disclosures have the function of mirroring these uncertainties and
hence are indispensable information channels to market participants.
If such disclosures contain obfuscated information or other residual
uncertainty, they are less informative to shareholders, leading to more
dispersed investment behavior. Successively, this increases return fluc-
tuation and thus financial risk. In this thesis, we present works mod-
eling the assumed causality of risk → linguistic uncertainty (Theil
and Stuckenschmidt, 2020) or the other way around (Theil et al., 2019,
2020; Theil et al., 2023) to account for the bidirectional relationship
between financial risk and linguistic uncertainty.

2.2.2 Epistemic Uncertainty in the Agency Dilemma

Sources of epistemic uncertainty are shown at the bottom of Figure
2: Usually, the management has the most complete understanding
of the company’s financial situation. This understanding, however, is
capped by mental limitations and distorted by psychological biases.
Furthermore, as described above, conflicting interests might motivate
the management to communicate imprecisely or obfuscate disclosure
information. Further epistemic uncertainty arises due to the igno-
rance and incomprehension of analysts and investors. Concerning
these epistemic types of uncertainty, this thesis focuses on:

1. the incremental linguistic uncertainty introduced in financial
disclosures; according to Figure 2, this can be thought of as a
sender-side epistemic uncertainty
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2. analyst uncertainty reflecting in more erroneous or dispersed
forecasts; this is a receiver-side epistemic uncertainty

We now describe both epistemic uncertainty measures in more detail.

linguistic uncertainty Linguistic uncertainty can be divided
into ambiguity and vagueness (Klir, 1987). Simply put, ambiguity is
a problem of reference and vagueness one of boundaries (ibid.): A
unit of language with more than one possible interpretation is called
ambiguous; it is called vague if the meaning is clear but not the de-
gree to which it applies. The focus of this thesis lies on the vagueness
component of linguistic uncertainty. Vagueness is commonly exempli-
fied with the sorites paradox (from Ancient Greek σωρός: the heap)
which, in a shortened form, poses the question “How many grains
of sand constitute a heap?” There is no fixed boundary or number
of grains after which a non-heap turns into a heap. In natural lan-
guage, adjectives such as “tall” are deemed vague, as their degree
membership is subjective and demands clarification. The use of de-
gree modifiers such as “relatively” or “quite” can induce additional
vagueness. Closely related to vagueness, we explore epistemic modality
and hedging. The former describes the degree of confidence a speaker
has in the truth of their proposition (Portner, 2009, p. 47), e.g., “it
might rain tomorrow.” The latter describes the use of linguistic de-
vices to communicate “a lack of complete commitment to the truth
value” or cautionary language (Hyland, 1998; Lakoff, 1973), for exam-
ple, due to ignorance or politeness (Danescu-Niculescu-Mizil et al.,
2013).

Large shares of everyday language contain uncertainty (Konstanti-
nova et al., 2012; Light et al., 2004). Motivations for using such lan-
guage are: The stochasticity of our world (cf. the discussion of aleatory
uncertainty above) which motivates the use of fuzzy quantifiers such
as “maybe” or “almost certainly.” Furthermore, incomplete knowl-
edge or the complexity of the underlying issue might prompt speak-
ers to use vague language (Kahneman and Tversky, 1982). For ex-
ample, an early study in educational research found that students ex-
posed to less informative lectures adopt vaguer language when asked
to summarize what they have learned (Hiller, 1971).

In financial disclosures, forward-looking statements and sponta-
neous, unprepared answers necessitate the use of disclosure vague-
ness (Cazier et al., 2019; Dzieliński et al., 2021). Furthermore, un-
certain language can be used to obfuscate information deliberately
(Serra-Garcia et al., 2011) or to manipulate an audience (Meirowitz,
2005; Rogers, 2008). In line with this hypothesis, findings by Burgoon
et al. (2016) show that companies use linguistic uncertainty strategi-
cally for deceptive purposes. Moreover, empirical studies suggest that
CEOs tend to use vaguer language than CFOs (Burgoon et al., 2016,



16 theoretical background

p. 138), and male executives tend to use vaguer language than female
ones (de Amicis et al., 2020).

Despite the theoretical appeal of linguistic uncertainty, the vari-
able is comparably under-explored in the financial NLP community.
Loughran and McDonald (2016) summarize that “[m]any textual anal-
ysis studies have focused on the simple positive/negative dichotomy
of sentiment analysis” despite its “low power” (p. 1224). As an alter-
native, the authors propose investigating the construct of epistemic
modality or linguistic uncertainty.

analyst uncertainty In Chapter 7, we explore two other epis-
temic uncertainty measures in a financial context. These measures
revolve around analyst uncertainty and, more precisely, the error
and dispersion of Earnings per Share (EPS) forecasts. Here, similar
to volatility, we measure uncertainty internally as the standard devia-
tion of forecasts, or externally as the error compared to the actual EPS

value. The EPS are a key figure for shareholders since they measure
the allocated profit per stock. Hence, analysts and investors base their
trading decisions on this figure.

The first considered analyst uncertainty measure is Standardized
Unexpected Earnings (SUE), measured as the mean absolute error of
analyst EPS forecasts. The larger this value is, the less accurate were
the projections of analysts on average. The second investigated mea-
sure is analyst dispersion, calculated as the standard deviation of ana-
lyst EPS forecasts. A large dispersion indicates little consensus among
analysts. Conceptually, it could be expected that ceteris paribus, height-
ened linguistic uncertainty in financial disclosures increases the error
and dispersion of analyst forecasts.

2.2.3 Financial Disclosures

This thesis focuses on regulatory financial disclosures instead of so-
cial media or news data. We chose financial disclosures as their con-
tent tends to be more truthful and objective.4 This is due to the
Generally Accepted Accounting Principles (GAAP), a set of account-
ing standards mandated by the United States Securities and Exchange
Commission (SEC), which aim to ensure the correctness and com-
pleteness of financial disclosures. Hence, we eliminate the possible
confounding factor of factuality which could dilute the results of an
uncertainty detection or risk regression task.

Past literature has extensively analyzed two forms of financial dis-
closures: Form 10-K and earnings calls. We will also study these dis-

4 In line with this reasoning, the Canadian Securities Administrators (CSA) reviewed
the social media disclosures of 100 public companies and found that almost 80% of
them did not have guidelines for online disclosure practices (CSA, 2017). In particu-
lar, many of the analyzed disclosures were selective, imbalanced, or biased, and in
some cases even untrue.
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NEW BUSINESS VENTURE

         The securities being offered by the Company are subject to the risks
inherent in any new business venture. Although the Company has operated as a
contract research firm since 1986, it have limited experience and a short
history of operations with respect to marketing and selling susceptibility tests
or therapeutics. The Company has had only minimal revenues related to the sale
of its genetic susceptibility testing services. With the exception of its
periodontal susceptibility test, the genetic susceptibility tests anticipated to
be sold by the Company have not yet been finally designed, developed, tested or
marketed. Therefore, there can be no assurance that the Company will be able to
complete these genetic susceptibility tests, that those tests will be accepted
in the marketplace, or that the tests can be sold at a profit. The Company's
business may also be affected significantly by economic and market conditions
over which the Company has no control. Consequently, an investment in the
Company's Common Stock is highly speculative. The Company does not guarantee any
return on an investment in its Common Stock.

Figure 3: Excerpt of a 10-K filed by a pharmaceuticals company in spring
1998. Phrases containing vague formulations (epistemic uncer-
tainty) or referring to economic risk factors (aleatory uncertainty)
are boldfaced. Figure from Theil et al. (2020).

closures types in this thesis. Presumably due to their easier availabil-
ity, most research has revolved around 10-Ks. Furthermore, the state-
of-the-art financial dictionary (Loughran and McDonald, 2011) was
developed for this disclosures type. The following introduces both
disclosure types.

10-ks Form 10-K is an annual report that all publicly traded U.S.
firms with above $10M in assets and more than 500 shareholders have
to file. The report gives a comprehensive summary of a company’s ac-
tivities throughout the preceding year. A 10-K can contain up to 15

sections, with Sections 1 & 2 “Business and Property Description,”
Section 7 “Management’s Discussion and Analysis (MD&A),” and Sec-
tion 8 “Financial Statements” most commonly included (Dyer et al.,
2017). Figure 3 presents a 10-K excerpt showing typical characteris-
tics of these documents, such as linguistic uncertainty. This 10-K be-
longs to a relatively young and small company with “limited expe-
rience,” thus explaining its business description’s large share of un-
certain wording. Past literature shows that 10-Ks are important infor-
mative disclosures for shareholders (Lehavy et al., 2011; Li, 2008) and
can explain the uncertainty of the information environment (Li and
Zhao, 2015; Loughran and McDonald, 2014). Importantly, the state-
of-the-art lexical resource for financial NLP has been developed based
on and targeted to form 10-K. This lexicon was developed by Lough-
ran and McDonald (2011) and, given its importance for the domain
in general and this thesis in particular, will be described in greater
detail in the subsequent Chapter 3.

earnings calls Earnings calls are quarterly public teleconfer-
ences and webcasts that typically occur shortly after disclosing the
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emmanuel rosner (analyst): My first question is about your in-house cell
manufacturing efforts. So in addition to building up capacity, some of
the goals you highlighted was to cut the pricing or the cost by about
50%, boost the range by about 50% over a number of years. So wanted
to know if your initial efforts are trending in that direction? What is
sort of like the timeline to achieve these goals? And maybe related to
this, how are you thinking about the time line for the cheaper Tesla,
the entry model, eventually?

elon musk (ceo): I think we feel very confident about achieving those tar-
gets, let’s say, over a three-year time frame. I don’t know it grew—it’s
not like year one. So three, maybe four years, give ourselves a little
room. But for three or four years, I’d say.

zach kirkhorn (cfo): Yeah. We put together the trajectory in the Battery
Day, and we’re on that trajectory still. I think that’s probably the best
reference for the cost trajectory that we are on.

elon musk (ceo): Yeah. We’re aspiring to do better than Battery Day, but we
are confident of at least for doing what we presented at Battery Day.

Figure 4: Excerpt of Tesla’s Q4 2020 earnings call Q&A.

EPS figure in the quarterly earnings report (10-Q). They are a tool for
the company management to inform the public, most prominently
investors and banking analysts, about its company’s financial perfor-
mance in the closing business quarter. Typically, one or more C-level
executives—e.g., the CEO and the Chief Financial Officer (CFO)—along
with investor relations representatives represent the company man-
agement. Apart from those and banking analysts, an operator partici-
pates, who takes care of technical requirements such as opening and
ending the call or moderating the Q&A.

Earnings calls start with a scripted presentation by the manage-
ment, which usually resembles the accompanying 10-Q closely and
is thus relatively formal with little opportunity for the executives
to speak freely. Afterward, a Q&A follows, in which the participat-
ing banking analysts can obtain more profound information about
the company’s economic position or prospects. Due to this structure,
earnings calls are characterized by relatively spontaneous interaction
(Larcker and Zakolyukina, 2012, p.499). Therefore, the disclosed in-
formation tends to be more novel than the one presented in a 10-K,
which should already largely be priced into the underlying asset at
the time of publication.5 Another advantage is that earnings calls al-
low for a mapping of utterances to individual speakers. This is not
possible for 10-Ks, which are written by a collective of company repre-
sentatives. Therefore, earnings calls allow for an analysis of personal
style or personality (cf. Chapter 8). Figure 4 contains a brief excerpt
of Tesla’s Q4 2020 earnings call displaying the linguistic features of

5 This assumption is supported by the fact that, on average, only about 30 investors
download a 10-K immediately after its publication from the SEC’s database Electronic
Data Gathering, Analysis, and Retrieval system (EDGAR) (Loughran and McDonald,
2017).
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this disclosure type, such as speaker turns, colloquial language, or
fragmented speech.

These characteristics make earnings calls an interesting disclosure
type for detecting linguistic uncertainty such as hedging, modality, or
vagueness. Past literature explored related phenomena such as indi-
rectness (Crawford Camiciottoli, 2009), persuasion (Crawford Cami-
ciottoli, 2011, 2018), or deception (Larcker and Zakolyukina, 2012) in
earnings calls. That is also why (except for Chapter 7), we will focus
on earnings calls in this thesis.

This concludes our discussion of the theoretical background of this
thesis. In the following chapter, we will localize our work in the con-
text of related literature.





3
R E L AT E D W O R K

* With the emergence of NLP methods in finance, the discipline grad-
ually broadened its focus from the numerical or factual content of
financial disclosures to formal choices in linguistic style that mod-
ulate such facts, for example, concerning linguistic tone (Loughran
and McDonald, 2011; Tetlock, 2007) or uncertainty (Doshi et al., 2021;
Dzieliński et al., 2021). This reflects in a growing number of literature
surveys on financial NLP (Khadjeh Nassirtoussi et al., 2014; Loughran
and McDonald, 2016, 2020; Xing et al., 2018).1

The following provides an overview of papers related to the three
main tasks of this thesis: §3.1 covers the automatic detection of lin-
guistic uncertainty (T1) in finance and other domains; §3.2, which
addresses the causality of uncertainty and risk (T2), summarizes liter-
ature about decision-making under risk and uncertainty constraints;
§3.3, finally, presents literature about text-based risk regression from
10-Ks and earnings calls (T3).

3.1 uncertainty detection (t1 )

This section discusses related work on automatic uncertainty detec-
tion. We start with approaches to uncertainty detection by financial
researchers, which primarily focus on count- and dictionary-based
methods.2 In this regard, the discussion of the state-of-the-art re-
source, the Loughran and McDonald (2011) dictionary, is of partic-
ular interest for our work. Then, we move to supervised classifiers
suggested by researchers of other domains, which motivated us to
explore the performance of such an approach for our problem.

3.1.1 Uncertainty Detection in Finance

simple word counts Two works have experimented with a con-
cise set of manually selected words related to economic uncertainty.

* This chapter expands on the “Related Work” sections of Theil, Daube, and Stuck-
enschmidt (2022), Theil and Stuckenschmidt (2020), Theil, Štajner, and Stucken-
schmidt (2020), Theil, Broscheit, and Stuckenschmidt (2019) and Theil, Štajner, Stuck-
enschmidt, and Ponzetto (2017).

1 Other literature surveys on the topic include: Das (2014), El-Haj et al. (2019), Fisher
et al. (2010, 2016), Kearney and Liu (2014), Kumar and Ravi (2016), Li (2011), and
Man et al. (2019).

2 If not otherwise mentioned, all of these works use cross-sectional event study regres-
sions, i.e., multiple linear regression on lagged outcome variables with controls for
time- and firm- or industry-fixed effects.

21
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Li (2006) analyze risk sentiment in 34K 10-K filings spanning 1994–
2004. They measure risk sentiment by counting the tokens “risk” and
“uncertainty” (together with lexical variants), log1p-transforming the
value, and taking the annual difference on a company-level. Using lin-
ear regression, they find that risk sentiment has a highly significant
and negative effect on post-filing earnings and stock returns.

Baker et al. (2016) develop an economic policy uncertainty (EPU)
index based on keyword matches in articles by the ten leading US-
American newspapers (e.g., Wall Street Journal or New York Times) in
the period 1985–2009. They count the monthly number of articles con-
taining the terms “uncertain[ty]” and “economic” or “economy” to-
gether with at least one of the following terms: [“Congress,” “deficit,”
“Federal Reserve,” “legislation,” “regulation,” “White House”].3 Baker
et al. show that the such obtained count-based index is positively re-
lated to stock return volatility on a firm-level and negatively related
to investment and employment in policy-related industries such as
defense or finance.

the loughran mcdonald dictionary The de facto standard
for financial sentiment analysis in general and uncertainty detection
in particular was established with a comprehensive dictionary by
Loughran and McDonald (2011).4 This dictionary spans the categories
positive, negative, uncertain, litigious, strong modal, and weak

modal. The authors created those lists manually by inspecting the
most frequent terms in a sample of 50K documents 10-K published
between 1994 and 2008. They focus on terms appearing in at least 5%
of the documents and aim to “create a relatively exhaustive list of
words that makes avoidance [by managers] much more challenging.”
(Loughran and McDonald, 2011, p. 44). The underlying assumption
is that if a specific term (e.g. “decline”) correlates with decreased
returns, this should incentivize the management to avoid it in their
communication; avoidance becomes harder with a more exhaustive
dictionary.

Out of these six lists, the most relevant for this thesis is the uncer-
tain one. This list aims to capture “the general notion of imprecision
rather than exclusively focusing on risk” (Loughran and McDonald,
2011, p. 45). Containing a total of 297 terms, it thus covers both the
aleatory and the epistemic facet of uncertainty inspected in this the-
sis: The aleatory uncertainty or risk words include, e.g., “anomaly,”
“fluctuate,” “volatility,” and “risky.” The epistemic or linguistic un-
certainty side is represented by words such as “almost,” “may,” “pos-
sible,” and “suggest.” Using their own-developed sentiment dictio-
nary, Loughran and McDonald (2011) find that the cumulative term
frequency–inverse document frequency (tf–idf) of uncertain words

3 The method also accounts for lexical variants such as “uncertainties” or “Fed.”
4 https://www3.nd.edu/~mcdonald/Word_Lists.html

https://www3.nd.edu/~mcdonald/Word_Lists.html
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in 10-Ks is positively and highly significantly related to future stock
return volatility. To allow comparisons to the state-of-the-art, this dic-
tionary is investigated as a feature for uncertainty detection and risk
regression in Chapters 4–7.

As a subset of the of the Loughran and McDonald (2011) uncer-
tain dictionary, weak modal consists of 27 terms focusing on the
epistemic (i.e., vagueness) component of uncertainty. Example terms
include “may,” “might,” “depending,” or “possibly.” The strong mo-
dal list, on the other hand, covers the opposite linguistic aspect (i.e.,
certainty), which is measured with 20 tokens such as “always,” “def-
initely,” “must,” or “will.” We will investigate these lists in greater
detail within our work on modality in financial disclosures (Chapter
5).

recent works on uncertainty in finance In the following,
we discuss the most recent financial papers on uncertainty detection.
Although we do not consider them in our work on the matter pub-
lished prior (Theil et al., 2017; Theil and Stuckenschmidt, 2020), their
discussion seems prudent to present a complete picture of the recent
developments in the scientific community.

Doshi et al. (2021) apply the Loughran and McDonald (2011) un-
certain dictionary to a sample of 25K forms 10-K and 10-Q. They
find that an uncertain tone positively impacts the price spread of
credit default swaps and asset volatility. This effect is the strongest
for firms with high leverage and shorter maturities.

Dzieliński et al. (2021) analyze the linguistic clarity (measured by
the absence of uncertain words) of CEO communication in a sample
of 105K earnings calls and 6K CEOs. They find that clarity is indepen-
dent of the company’s business uncertainty in terms of fundamental
variables and thus reflects a CEO’s personal communication style. An-
other finding is that stock prices and earnings forecasts react stronger
to clear CEOs; the authors interpret this as a dislike of investors and
analysts for uncertain language. Lastly, they show that companies
with clear CEOs tend to receive more positive earnings forecasts and
larger valuations.

Related, Barth et al. (2021) explore a set of 40K answered questions
in 2.1K earnings calls from 2002–2019. Using a financial jargon dic-
tionary5 as a proxy for precise language, they observe that negative

questions according to the Loughran and McDonald (2011) dictionary
are usually answered less precisely. Empirically, imprecise answers
seem to be interpreted negatively by investors as they are met with
decreased Cumulative Abnormal Returns (CARs) and increased im-
plied volatility.

5 https://people.duke.edu/~charvey/classes/wpg/bfglosm.htm

https://people.duke.edu/~charvey/classes/wpg/bfglosm.htm
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3.1.2 Uncertainty Detection in Other Domains

Researchers in domains outside of finance have experimented with
supervised classifiers for linguistic uncertainty detection to comple-
ment purely dictionary-based approaches. This inspired us to explore
the applicability of supervised models in the financial domain (cf.
Part II) while incorporating the established Loughran and McDonald
(2011) as a feature. We now describe these approaches in greater de-
tail.

biomedical domain Light et al. (2004) create six gold standard
datasets with a total of 3.4K annotated sentences sampled from bio-
medical paper abstracts. They annotate sentences with ternary labels
(high speculative, low speculative, and definite) and represent them as
unweighted count vectors of stemmed terms. In a 10-fold Cross-Vali-
dation (CV) setting, a substring matching approach with 14 manually
selected speculation cues (e.g., “suggest,” “at least,” and “putative”)
slightly outperforms a majority class baseline and a Support Vector
Machine (SVM) classifier with Bag-of-Words (BoW) vectors.

Medlock and Briscoe (2007) create a gold standard test set of 1.5K
sentences sampled from genomics papers and annotate them with
binary labels (speculative and non-speculative). They train a weakly su-
pervised classifier on 300K unlabeled sentences. This classifier auto-
matically selects the keywords maximizing the probability P(spec|x)
of a sentence belonging to the speculative class. The classifier outper-
forms both a linear SVM and the approach by Light et al. (2004).

Exploring the applicability of a maximum entropy classifier to Med-
lock and Briscoe’s dataset, Szarvas (2008) show that including bi-
and trigrams into the BoW representation further increases the per-
formance in terms of F1 score. As an additional contribution, they
also experiment with a feature selection method just retaining such
terms with a frequency ≥ 5×10−5 and a conditional probability of
P(spec|x) > 0.94 for the speculative class.

Zerva (2019) detect uncertainty in mentions of molecule interac-
tions within biomedical papers. Their definition of linguistic uncer-
tainty is similar to epistemic modality (Portner, 2009), as they mea-
sure it as an author’s degree of confidence in the truth of a statement.
Their best approach is rule-based and uses dependency n-grams en-
riched with the corresponding dependency type (e.g., preposition, ob-
ject, or participle construction) as features. Confirming findings by
Rubin (2007), they show that a binary distinction into certain and un-
certain texts is preferable to a multi-level measurement, owing to the
increased subjectivity of the latter.

Therefore, in our works on uncertainty detection (Part II), we also
consider a binary classification of uncertainty. However, we acknowl-
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edge that a multi-class or continuous representation would be an in-
teresting (if challenging) application for future work.

encyclopedic domain Uncertainty detection has also been in-
vestigated in the context of Wikipedia articles. Although these articles
are formally and contentually different from financial disclosures, the
works studying them feature publicly available lists of uncertainty
cues, which motivated us to explore their applicability to our task
(Chapter 4).

Ganter and Strube (2009) introduce the first classifier for encyclope-
dic uncertainty detection. As training data, they sample 169K weasel-
tagged sentences with 457 weasel n-grams (e.g., “I think,” or “it has
been suggested”) from Wikipedia dumps in 2006–2008. Four annota-
tors co-annotated two sets of 500 and 246 sentences with a binary un-
certainty score as validation and test data. The proposed models are:
(1) a term weighing method considering both the relative frequency
and their average distance of a weasel word; (2) Part-of-Speech (PoS)
tag–based syntactic patterns and finite-state automata automatically
extracted from the test set. While both methods perform comparable
on the validation set, the syntactic method outperforms the corpus
statistics method by a large margin on the test set. Ganter and Strube
(2009) hypothesize that this is due to the syntactic method detecting
previously unidentified weasel tags in the training data.

Subsequently, the CoNLL-2010 shared task (Farkas et al., 2010) led
to the resurgence of uncertainty detection in the biomedical and ency-
clopedic domains. 23 submitted classifiers were benchmarked on the
BioScope corpus (Vincze et al., 2008) and a set of 4.5K Wikipedia para-
graphs with weasel tags. Therein, an extensive array of features was ex-
plored: dictionaries, orthographic token information, lemmas/stems,
PoS tags, syntactic chunk information, dependency parsing, and rel-
ative token position within the document. Evaluated algorithms in-
clude: Sequence Labeling (SL), token classification, and BoW approaches.
The best-performing biomedical system uses an SL approach, while
the best classifier for the encyclopedic domain is an SVM with dictio-
nary features.

The findings of this task motivated us to also explore the perfor-
mance of an SVM with dictionaries (including the CoNNL-2010 weasel
list) on our dataset and to benchmark the generalizability of our clas-
sifier on the CoNLL-2010 test set (Chapter 4).

monetary policy domain Štajner et al. (2017) explore specu-
lation detection in the monetary policy domain using a dataset of
Federal Open Market Committee (FOMC) Debates and policy Deci-
sions transcripts. Treating the problem as a binary sentence classi-
fication task, they use an SVM with the following features: BoW vec-
tors, the uncertainty triggers of the CoNLL-2010 training set (Farkas
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et al., 2010), the uncertain lexicon developed by Loughran and Mc-
Donald (2011), and an own-developed list of 85 speculation triggers
(e.g., “a number of,” “fairly,” and “suppose”). Furthermore, they ex-
periment with a Convolutional Neural Networks (CNNs) using BoW

vectors. These two classifiers are benchmarked on three test sets: the
CoNLL-2010 Wikipedia set, 130 annotated sentences (44 speculative)
from the Debates transcripts, and 139 annotated sentences (71 spec-
ulative) from the policy Decisions closing the FOMC meetings. The
best performing approaches are as follows: for Wikipedia, the CNN

yielded the largest F1 score with 0.50, compared to 0.45 with the SVM.
For Debates, the SVM with BoW and debate triggers yielded F1 = 0.65.
On Decisions, finally, the CNN achieved F1 = 0.72 (vs. 0.58 with the
SVM). For the feature-engineered approach, especially the domain-
specific dictionary led to performance gains.

As this work can be considered the most closely related to our
efforts on uncertainty detection, we also explore the performance of
its suggested feature sets in our classifier (Chapter 4).

3.2 uncertainty and risk (t2 )

This section presents related literature to our second task, causal mod-
eling of uncertainty and risk (T2). Although no work has specifically
investigated the causal effect of linguistic uncertainty on perceptions
of risk, there are behavioral economic studies analyzing decision-
making under numerical uncertainty constraints. We now discuss the
existing body of evidence in more detail and discuss relations to our
work on the matter (Chapter 6), where applicable.

choices under uncertainty and risk A key phenomenon
regarding decision-making under numerical uncertainty is the Ells-
berg paradox of choice (Ellsberg, 1961). This paradox was observed
in a thought experiment, in which participants had to envision the
following setup:

Suppose there are two urns, from one of which a ball will
be drawn. Each urn contains 100 balls. Urn 1 contains 50

black and 50 red balls; urn 2 contains an unknown distri-
bution of red and black balls. Four bets are possible: red1,
black1, red2, and black2, where red1 means to draw from
urn 1 and to receive $100 if the outcome is red and $0

otherwise.6

Then, participants were asked to indicate their preferences regard-
ing the following four choices: (1) red1 vs. black1, (2) red2 vs. black2,
(3) red1 vs. red2, and (4) black1 vs. black2.

6 Experimental setup paraphrased from Ellsberg (1961).
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Empirically, participants were usually indifferent in cases (1) and
(2). This result is consistent with traditional expected utility theory7

(von Neumann and Morgenstern, 1953), as the expected value for
both bets in (1) is $50 and unknowable for the bets in (2). For cases (3)
and (4), however, red1 and black1 (i.e., the safe bets) were preferred
by a majority of participants. This result is inconsistent with expected
utility theory because if red1 is preferred over red2, a subject should
expect less than half of the balls in urn 2 to be red. As this implies that
more than half of the balls in urn 2 are black, the subject should also
prefer black2. Hence, Ellsberg (1961) concludes that expected utility
theory only applies to choice problems under risk and fails to account
for choice problems under uncertainty. Rather, individuals usually
prefer certain over uncertain bets—in some cases, even if the certain
bet yields lower utility.

Building on the efforts by Ellsberg (1961), a major theoretical contri-
bution was brought forth in the development of prospect theory (Kah-
neman and Tversky, 1979). Different from expected utility theory, it
asserts that the utility across losses and gains does not follow a lin-
ear but rather an asymmetric S-shaped function. This implies that for
some individuals, the negative utility from losing $100 can only be
outweighed by the utility of earning $200. This phenomenon is called
loss aversion (Kahneman and Tversky, 1979). In a follow-up refinement
of prospect theory, Tversky and Kahneman (1986) call the irrational
preference for bets under certainty the certainty effect.

A large body of subsequent research has found empirical support
for the principle of loss aversion and the certainty effect (Diecidue
and van de Ven, 2008; Holzmeister et al., 2020; Klos et al., 2005;
Zeisberger, 2021, inter alia). Taken together with the evidence pre-
sented in §1, we assume that the findings regarding numerical uncer-
tainty perceptions should port to perceptions of linguistic uncertainty.
Hence, we expect financial disclosures with uncertain language to
have a detrimental causal effect on investments in the underlying as-
set (Chapter 6).

individual drivers of risk perception Apart from these
fundamental principles, which individual characteristics affect per-
ceptions of risk? Findings by Heath and Tversky (1991) suggest that
investors with high self-perceived domain knowledge and compe-
tence may systematically underestimate risk. Related, Diacon (2004)
and Sachse et al. (2012) show that experts generally have a lower risk
perception than laypeople. In our laboratory study (Chapter 6), we

7 Expected utility theory (EUT) is an economic decision-making framework for invest-
ments under uncertainty and risk. It assumes individuals to maximize their expected
utility, which is defined as an expected loss or gain multiplied by its outcome proba-
bility (von Neumann and Morgenstern, 1953). Crucially, EUT assumes a linear utility
function such that a loss of $100 can be outweighed by a gain of $100.
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therefore expect investors with high self-assessed financial literacy to
have a decreased risk perception.

Moreover, studies show that various personality traits influence
risk perception. Analyzing a sample of financial adviser clients (n =

364), Nguyen et al. (2019) show that risk perception is lower in male,
high-income, and young individuals. Furthermore, they find that risk
perception is impacted by individual risk tolerance. Surveying 342

business students, Oehler and Wedlich (2018) find that risk percep-
tion is also influenced by Big 5 personality8 (Goldberg, 1990): High
extraversion combined with low conscientiousness and low neuroti-
cism (i.e., high emotional stability) are associated with decreased risk
perception.

These findings motivated us to not only explore linguistic uncer-
tainty and risk perception in our laboratory study, but also their in-
teraction with financial literacy, gender, income, age, risk tolerance,
and Big 5 personality (Chapter 6).

3.3 risk regression (t3 )

Finally, we move our attention to studies related to our last task: risk
regression (T3) from 10-Ks and earnings calls. A large number of pa-
pers explore predictions of risk (gauged with volatility) from these
financial disclosures. The following provides an overview of the cen-
tral findings and developments in the literature.

3.3.1 10-Ks

Due to their wide-spread availability on the SEC’s database EDGAR,
10-Ks are a popular source for text-based risk regression. Most past
works consider BoW vectors and the Loughran and McDonald (2011)
dictionary or variants thereof as features.

An early study often used as a reference point by subsequent work
was conducted by Kogan et al. (2009). They collect a corpus of 60K 10-
Ks spanning years 1996–2006 to predict stock return volatility in the
post-filing year with a linear Support Vector Regression (SVR). Eval-
uating performance in terms of Mean Squared Error (MSE), they re-
port a significant performance increase of a model incorporating BoW

vectors over a baseline consisting only of the volatility in the preced-
ing year. The best-performing feature representation is achieved with
log1p-transformed bigram tf–idf vectors.

Using the same task specification, dataset, and regression model,
Wang et al. (2013) find that a BoW representation based on the entire
vocabulary of the reports performs comparably to one where only

8 The Big 5 personality traits are an established psychometric model (McCrae and
Costa, 1989; McCrae et al., 2010) evaluating personality on the five continuous scales
openness, conscientiousness, extraversion, agreeableness, and neuroticism.
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the terms of the Loughran and McDonald (2011) dictionary are re-
tained. They show that this result still holds when using a ranking
SVM algorithm (Joachims, 2006) and evaluating it in terms of the rank
correlation coefficients Spearman’s ρ and Kendall’s τ.

In a follow-up work, Tsai and Wang (2014) find that, for the same
task and data, the predictive performance can be further improved
by expanding the Loughran and McDonald (2011) dictionary using
word embedding models. They expand the dictionary by training
a word2vec model with Continuous Bag-of-Words (CBoW) architec-
ture (Mikolov et al., 2013) on the 10-K corpus and retrieving the
twenty most cosine similar terms to each dictionary term. Their best-
performing expansion consists of term–PoS tuples and has 13K en-
tries.

Re-investigating the task, Tsai et al. (2016) show that the same dic-
tionary expansion predicts not only return volatility but also post-
event volatility, abnormal trading volume, and CAR to varying de-
grees. Post-event volatility is measured with the Fama–French 3-factor
model, which estimates volatility in excess of market risk, firm size,
and firm valuation (Fama and French, 1993); abnormal trading vol-
ume is defined as the excess traded stock in days [t0, t3] compared to
the past quarter [t−65, t−6]; CAR, finally, is the company’s stock return
in excess of the overall market return in days [t0, t3]. The results of
this experiment are decisive for all dependent variables except CAR.

Rekabsaz et al. (2017) outperform all of the prior approaches by
including additional financial features and contrasting different term
weighting and feature fusion methods. Their dictionary expansion
method is similar, yet focuses on the positive, negative, and uncer-
tain lists and a set of 8.5K 10-Ks from 2006–2015. Their best model
is a stacked SVR learned on two separate support vector regressors,
all with Gaussian kernel: one is trained on BoW vectors weighted
with Okapi Best Matching 25 (BM25) and the other on a vector of cur-
rent volatility, Generalized Autoregressive Conditional Heteroskedas-
ticity (GARCH) model predictions (Bollerslev, 1986), and eleven NAS-
DAQ sector9 dummies. Apart from the previously explored MSE, they
also benchmark the coefficient of determination R2 and achieve a
value of 0.53.10

These works motivated us to explore a similar automatic expansion
of the Loughran and McDonald (2011) uncertain dictionary on our
dataset of 10-Ks. As an unsupervised expansion expectedly contains
irrelevant terms negatively affecting the results, we were also inter-
ested in experimenting with a semi-supervised term filtering method
(Chapter 7). Furthermore, we consider above-mentioned works (Ko-

9 https://www.nasdaq.com/market-activity/stocks/screener

10 On a cautionary note, R2 only is an adequate measure for evaluating non-linear
regression if the distribution of prediction errors is approximately normal (Kvalseth,
1985; Magee, 1990; Spiess and Neumeyer, 2010).

https://www.nasdaq.com/market-activity/stocks/screener
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gan et al., 2009; Rekabsaz et al., 2017; Tsai and Wang, 2014) as base-
lines for our DL-based risk regressor (Chapter 9).

3.3.2 Earnings Calls

In recent years, a growing number of NLP papers have leveraged the
content of earnings calls for predictive models of volatility. In this
regard, a central publication for this thesis is the one by Wang and
Hua (2014), as it was the only existing one at the time when we inves-
tigated this task (Theil et al., 2019). Nonetheless, subsequent studies
have experimented with interesting applications such as multimodal
models exploiting speech, which may serve as methodological inspi-
rations for future work.

Using a dataset of 11K earnings call transcripts, Wang and Hua
(2014) propose a semiparametric Gaussian copula model for volatil-
ity prediction in days [t0, t5]. As features, they consider uni- and bi-
grams, PoS tags, Named Entity (NE) tags, and frame-level semantic
annotations. Evaluating model performance in terms of Pearson’s r,
Spearman’s ρ, and Kendall’s τ, they report a significant performance
increase of the Gaussian copula over a linear regression, a linear SVM,
and a Gaussian SVM.

Wang and Hua’s study motivated us to explore the following in our
2019 work on the same task: (1) comparing a model based on Feed-
Forward Neural Networks (FNNs) to their approach; (2) re-assessing
the task at a large scale by assembling a new dataset of 90K call tran-
scripts; and (3) exploring a model jointly learning from financial data
and contextualized language representations (Chapter 9). We now dis-
cuss more recent investigations of risk prediction from earnings calls,
which were published during or after our work concerning this task.

Keith and Stent (2019) gather 12K earnings call transcripts and find
that pragmatic and lexico-semantic features are moderately predic-
tive of analysts’ price forecast targets following the call dates. Inves-
tigated pragmatic features include an n-gram dictionary of 118 hedg-
ing terms (e.g., “basically,” “kind of,” “more or less”) by Prokofieva
and Hirschberg (2014) and the Loughran and McDonald (2011) dic-
tionary; lexico-semantic features include BoW and doc2vec (Le and
Mikolov, 2014) vectors. For a regression on analyst price targets, the
best performing model in terms of MSE and R2 is a ridge regressor
learned on doc2vec vectors. For a ternary classification of price tar-
gets, a logistic regression with BoW vectors works best in terms of
Accuracy and F1 score.

Ye et al. (2020) collect 6.5K earnings calls between 2015 and 2018.
On this set, a multi-round Q&A attention network improves over the
sparse approach by Rekabsaz et al. (2017) and PRoFET, a model
based on Bidirectional Long Short-Term Memories (BiLSTMs) with at-
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tention (Theil et al., 2019).11 They conclude that the volatility predic-
tion model strongly benefits from a contextualized text representation
as it can capitalize on the Q&A turn structure and the dependence of
Q&A answers on preceding questions.

multimodal models Qin and Yang (2019) are the first to ex-
plore multimodal volatility regression from earnings call transcripts
and speech recordings. Their dataset,12 which consists of 579 tran-
scripts and recordings from the year 2017, constitutes an often-used
testbed by subsequent work. The proposed approach, a multimodal
deep regression model (MDRM), is based on contextual BiLSTMs and
learns jointly from 300-dimensional GloVe (Pennington et al., 2014)
embeddings and a 26-dimensional vector of sparse audio features
extracted with Praat (Boersma and van Heuven, 2001). Predicting
volatility between t0 and tn ∈ {3, 5, 15, 30}, MDRM outperforms sparse
baselines and a state-of-the-art multimodal model (Poria et al., 2017)
significantly in terms of MSE.

Yang et al. (2020) re-examine the dataset and task suggested by Qin
and Yang (2019). As architecture, they propose a hierarchical Trans-
former-based multi-task learning model (HTML). For the multi-task
learner, volatility prediction in the four windows suggested by Qin
and Yang (2019) is used as the main task, and logarithmic stock return
prediction from t0 to t1 as the auxiliary task. Similar to the previous
approach, audio features are represented with Praat (Boersma and
van Heuven, 2001), but textual representations are based on Whole
Word Masked BERT (Devlin et al., 2019). Yang et al. (2020) show that
HTML outperforms MDRM (Qin and Yang, 2019) and a set of econo-
metric, sparse, and DL baselines.

Most recently, the data and task proposed by Qin and Yang (2019)
were re-assessed by Sawhney et al. (2020). While main and auxiliary
tasks are the same as Yang et al.’s, the used architecture is based on
graph convolution networks. Other differences include a text repre-
sentation with FinBERT embeddings (Araci, 2019) and adding past
volatility as a vector of n-day average volatilities with n ∈ {−30,−2}.
For the multimodal prediction, the proposed method outperforms a
past volatility baseline, a BiLSTM (Poria et al., 2017), MDRM (Qin and
Yang, 2019), and HTML (Yang et al., 2020) for all windows in terms
of MSE and R2.

11 Note that Ye et al.’s replication focuses on PRoFET’s text representation. However,
the full model features both a textual and a financial learner, the latter of which
contributes the largest share of overall predictive power (Chapter 9, Figure 17a).

12 https://github.com/GeminiLn/EarningsCall_Dataset

https://github.com/GeminiLn/EarningsCall_Dataset




Part II

U N C E RTA I N T Y D E T E C T I O N

This part introduces methods for automatic uncertainty
detection (T1) in finance. In particular, it explores the ques-
tions: How can we detect linguistic uncertainty automati-
cally in financial disclosures? What are its economic and
linguistic determinants? Chapter 4 introduces a binary sen-
tence classifier to detect uncertainty based on lexico-syn-
tactic features. In Chapter 5, we present a classifier to pre-
dict linguistic uncertainty in a financial Q&A setting based
on the lexico-semantic content of the preceding question
and financial features of the discussed company.





4
L I N G U I S T I C U N C E RTA I N T Y D E T E C T I O N
I N F I N A N C I A L D I S C L O S U R E S

* The past chapters have discussed the important role of linguistic
uncertainty in the agency dilemma and its assumed influences on
financial risk via analyst and investor perceptions. As a first step,
therefore, we were interested in developing systems to automatically
detect linguistic uncertainty in financial disclosures (T1). So far, such
systems have been developed in the biomedical (Light et al., 2004;
Medlock and Briscoe, 2007; Szarvas, 2008), the encyclopedic (Farkas
et al., 2010; Ganter and Strube, 2009), and the monetary policy (Štajner
et al., 2017) domains, yet lack in finance. Hence, we were motivated
to close this research gap and to investigate which features and al-
gorithms used in related work could be transferred to this domain.
In particular, we wanted to know which other features apart from
the state-of-the-art approach in finance, the Loughran and McDonald
(2011) dictionary, could work for this task.

4.1 introduction

The automatic detection of linguistically uncertain statements can
benefit NLP tasks such as deception detection (Bachenko et al., 2008;
Fitzpatrick et al., 2015; Larcker and Zakolyukina, 2012), information
extraction (Medlock and Briscoe, 2007; Szarvas, 2008), and summa-
rization (Riloff et al., 2003). Furthermore, automatic uncertainty de-
tection can enable new analyses in social sciences where the quan-
tification of uncertainty or risk plays a substantial role. Disciplines
like business and economics would profit from an automatically ex-
tractable measure of uncertainty that does not depend on manual
analysis. As of now, automatic uncertainty detection has been lim-
ited to detecting hedges (as opposed to our broader concept of uncer-
tainty) in biomedical scientific texts and Wikipedia articles.

This chapter addresses this issue and explores the automatic clas-
sification of linguistic uncertainty in a financial context. As we plan
to explain or predict market reactions in future work, we establish
a definition of uncertainty that extends the concept of hedging, estab-
lished by Lakoff (1973) and Hyland (1998). Hedging is defined as “any
linguistic means used to indicate either (a) a lack of complete com-

* This chapter is based on “Automatic Detection of Uncertain Statements in the Finan-
cial Domain” (Theil, Štajner, Stuckenschmidt, and Ponzetto, 2017), presented in April
2017 at the 18th International Conference on Computational Linguistics and Intelligent Text
Processing (CICLing) in Budapest.
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mitment to the truth value of an accompanying proposition, or (b) a
desire not to express that commitment categorically” (Hyland, 1998,
p. 1). As we aim to capture not only the intention of managers but
also the reception of their utterances by shareholders, we expand this
definition. Thus, we consider statements as uncertain if they meet the
following criteria:

• They reveal ignorance of the speaker

• Their truth value cannot be determined (e.g., statements about
the future)

• They refer to uncertain factors in the real world (e.g., statements
about market volatility)

4.1.1 Contributions

This work is the first to explore the automatic classification of lin-
guistic uncertainty in the financial domain. In doing so, we gather
and annotate a new dataset of executive remarks with binary uncer-
tainty labels. Broadening the definition of “linguistic hedging,” we
introduce a new concept of uncertainty fitting the domain-specific
needs. In contrast to previous work, our definition encompasses how
uncertain statements can impact other social agents and thus enables
predictions of market reactions.

As we aim to benchmark the performance of different feature sets
and to explore their domain-dependence, we pose the following two
research questions:1

• RQ1: Which linguistic features work best for uncertainty detec-
tion in financial disclosures?

• RQ2: How well do the features of our financial uncertainty de-
tector port to the encyclopedic domain?

4.2 data

In this work, we analyze earnings calls, a spoken kind of financial
disclosure consisting of a presentation and a Q&A.2 Since the presen-
tation usually follows the accompanying press release closely, it is
highly formalized and provides little opportunity for the executives
to speak freely. Hence, our analyses focus on the second part of the
call, the Q&A. Moreover, as we were interested in gaining insight into
the company’s financial uncertainty itself, we focus on the answers
uttered by executives instead of the analyst questions.

1 Different from the published version of this chapter, we collapsed the original four
research questions into two for clarity. This is a purely formal choice with no influ-
ence on our subsequent analyses or findings.

2 See §2.2.3 for an in-depth discussion of earnings calls.
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Since we analyze free speech instead of written, formalized text, we
expect our problem to be more challenging to solve than, e.g., classi-
fying biomedical or encyclopedic sentences. Consider, for example,
the following statement:

Example 4.1 “And increasingly look as you are sort of describe us [sic] as
well, we look to focus where we can really make a difference [...]”

Despite containing a hedge, this sentence was annotated as certain,
according to our methodology. The first part, “as you [...] sort of de-
scribe us,” is a colloquial formulation in which the hedge “sort of” is
used as a filler with no speculative meaning. In contrast, consider the
following example:

Example 4.2 “Now, what we don’t know is what’s going to happen at the
end of the third quarter.”

While this sentence does not contain any hedges such as adverbials
of degree or of possibility, it indicates a lack of knowledge of the
speaker, which is why we annotated it as uncertain. These examples
may serve to illustrate the complexity of automatic uncertainty detec-
tion in spoken financial disclosures.

As a basis for the dataset, we used the Standard and Poor’s 500

(S&P 500),3 which is one of the most essential equity indices. In the next
step, we obtained all earnings call transcripts of the S&P 500 compa-
nies available on the financial database SeekingAlpha. This yielded
a dataset of 7,725 transcripts of 217 different companies hailing from
a wide array of industries such as finance, manufacturing, or infor-
mation technology.

From this set of transcripts, we randomly sampled 1,800 sentences
and annotated them with certain and uncertain labels. We excluded ha-
bitual utterances such as greetings from the sampling process, as they
are irrelevant for uncertainty detection. Out of the 1,800 sentences,
100 were randomly sampled and independently annotated by a sec-
ond annotator of financial background. The Inter-Annotator Agree-
ment (IAA) measured as Cohen’s κ (Cohen, 1960) was 0.81, which
we deemed sufficiently high compared to related work (Ganter and
Strube, 2009; Štajner et al., 2017) and established magnitude guide-
lines (Fleiss et al., 2003; Landis and Koch, 1977). Hence, the remainder
of the annotation was completed by the first annotator of linguistic
background. Afterwards, the set was split in two: We used 800 sen-
tences (683 certain, 117 uncertain) to develop a set of lexico-syntactic
uncertainty rules (see §4.3.2) and the remaining 1,000 (829 certain, 171

uncertain) as gold standard in the classification experiments.

3 http://us.spindices.com/indices/equity/sp-500

http://us.spindices.com/indices/equity/sp-500
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Figure 5: 2x2 matrix containing all feature sets used by our binary sentence
classifier. Feature sets are categorized according to the dimensions
knowledge-intensity (x) and lexicality vs. syntacticity (y).

4.3 methodology

We addressed the problem of automatic uncertainty detection as a
binary sentence classification task. In addition to BoW vectors, PoS

tags, and the uncertainty cues proposed in related work (Farkas et al.,
2010), we explored the following novel features: Due to its domain-
specificity for finance, we used the uncertainty dictionary by Lough-
ran and McDonald (2011). In addition, we applied a set of lexico-
syntactic rules created by us. All features can be classified along lexi-
cal vs. syntactic and knowledge-poor vs. knowledge-rich dimensions,
yielding a feature set matrix as depicted in Figure 5.

We lemmatized the BoW vectors with the Natural Language Toolkit
(NLTK) 3.2.1’s WordNetLemmatizer (Bird et al., 2009) and normalized
them via tf–idf weighting. Additionally, we extracted PoS tags with
NLTK’s standard PoS tagger. §4.3.1 and §4.3.2 further elaborate on the
features used in our approach.

4.3.1 Uncertainty Dictionaries

Within the experiments, we used the following uncertainty dictionar-
ies:

• Fin: The uncertain dictionary developed by Loughran and Mc-
Donald (2011).4 This dictionary was manually extracted from
a sample of 10-Ks and contains 297 unigrams indicating un-
certainty in the financial domain (e.g., “fluctuation,” “recalcu-
lation”). After lemmatization, the list totaled 192 items.

• Wiki: 1,984 uncertainty triggers of arbitrary length (e.g., “a mat-
ter in dispute,” “some prehistoric cultures”) were extracted from
the CoNLL-2010 shared task’s (Farkas et al., 2010) Wikipedia

4 http://www3.nd.edu/~mcdonald/Word_Lists.html

http://www3.nd.edu/~mcdonald/Word_Lists.html
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Table 2: Categorization of the lexico-syntactic rules (n = 95).6

Category n Example

Expectation 29 “I expect our maintenance capital [...] to probably be”

Assumption 25 “I think it’s pretty mature”

Probability 12 “perhaps by the end of this year”

Ignorance 10 “we really don’t know what [...] it’s going to sell”

Subjunction 9 “it might be a few hundred thousand dollars”

Risk 6 “the volatility of where we are”

Unspecificity 4 “somewhere in the 40% range”

training set.5 After lemmatization, the list totaled 1,868 unique
items.

4.3.2 Rules

We developed a set of 95 lexico-syntactic rules according to which a
sentence can be classified as uncertain based on 800 randomly sam-
pled earnings call sentences. These rules are defined by syntactic (PoS

tags, phrase chunks) and lexical features (lemmas, dictionaries). The
dictionaries define more granular word classes such as adverbs of de-
gree (e.g., “kind of,” “quite”), adverbs of probability (e.g., “potentially,”
“probably”), fuzzy quantifiers (e.g., “about half of,” “close to 100”), and
verbs of expectation (e.g., “anticipate,” “expect”). Table 2 categorizes all
rules according to seven categories of uncertainty defined by us (e.g.,
“assumption,” “ignorance,” or “risk”). According to our methodology,
Example 2 (“we don’t know [...] what’s going to happen”) discussed
in §4.2 belongs to the “ignorance” category.

In addition, we applied the rules to 30 random samples of 1,000

Wikipedia test sentences (Farkas et al., 2010) to test their applicabil-
ity for a general domain as opposed to our domain-specific dataset.
To ensure comparability, we sampled the sentences in a stratified
manner, thus ensuring the original class distribution of our dataset
(certain: 82.9%, uncertain: 17.1%). The results of this experiment are
shown in Table 3.

Empirically, our rules match substantially fewer sentences on the
Wikipedia test set (x = 9.70) than on our financial domain dataset (54

matches). This is an expected result given the formal and contentual
difference between both domains. However, this provided us with a
first indication that the rule-based approach would probably under-
perform in terms of recall on the Wikipedia set.

5 http://rgai.inf.u-szeged.hu/conll2010st/download.html

6 Different from the published version of this chapter, “uninformedness” was renamed
to “ignorance” and “volatility” to “risk.”

http://rgai.inf.u-szeged.hu/conll2010st/download.html
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Table 3: Descriptive statistics of rule matches on 30 random samples of the
Wikipedia test set. x̂ is the mode and g1 is the Fisher–Pearson coef-
ficient of skewness.

xmin xmax x̄ x̃ x̂ sx g1

3.00 15.00 9.70 9.50 8.00 2.76 0.04

4.3.3 Experiments

We transformed each sentence into a vector of feature occurrences.
Afterwards, we applied the following Machine Learning (ML) algo-
rithms in the Waikato Environment for Knowledge Analysis (WEKA)
Experimenter (Hall et al., 2009) using a 10-fold CV with 10 repetitions:
Logistic Regression (le Cessie and van Houwelingen, 1992), Naïve
Bayes (John and Langley, 1995), SVM (Platt, 1999) with a first-order
polynomial kernel, k-Nearest Neighbors (Aha et al., 1991), Repeated
Incremental Pruning to Produce Error Reduction (RIPPER) (Cohen,
1995), C4.5 decision tree (Quinlan, 1993), and Random Forest (Brei-
man, 2001).7 We evaluated the performance for all feature sets used
in the subsequent experiments and compared the weighted average
F1 scores. Since the SVM achieved the best results in all cases, we used
this algorithm for the subsequent experiments.

Addressing our research questions (see §4.1.1), we benchmarked
the performance of several feature set combinations across the ma-
trix presented in Figure 5 (RQ1). Furthermore, we were interested in
evaluating the performance of our financial domain classifier on the
encyclopedic domain (RQ2). To this end, we used the 30 random sam-
ples of the Wikipedia test set as shown in Table 3 and calculated the
means of the respective performance measures.

As features, we used pure BoW vectors as they are a strong fea-
ture set in the encyclopedic domain (Farkas et al., 2010) and addition-
ally experimented with PoS-enriched BoW vectors (“POSBoW”). Apart
from benchmarking all different features (RQ1, see 4.4.1), we were
interested in exploring how well these features port to the previously
researched encyclopedic domain and vice versa (RQ2, see 4.4.2).

7 This work has been published before Transformer-based models such as BERT (De-
vlin et al., 2019) emerged and hence does not consider them. Furthermore, the
dataset size of 1K sentences and 23K tokens would be insufficient for the fine-tuning
of such models, as they generally require thousands of training instances for stable
results (Devlin et al., 2019; Dodge et al., 2020). However, further experimenting with
zero- or few-shot learning approaches would be an interesting project for future
research.
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4.4 results and discussion

In this section, we present our experimental results. We evaluated the
classification performance in terms of precision P, recall R, and F1

and used corrected paired t-tests8 (α = 0.05) to check for significant
differences across feature sets.

4.4.1 RQ1: Financial Domain

On our financial gold standard (see Table 4), the rules significantly
outperform all other individual features in terms of precision for the
uncertain class (P = 0.77). As expected, this comes at the cost of a low
recall (0.13). BoW reaches a significantly higher recall (0.37) than all
features apart from POSBoW (0.35). In terms of F1, POSBoW signifi-
cantly outperforms all other features except the rules (0.41 vs. 0.40).

Looking at feature categories, syntactic features perform slightly
better than lexical ones, with insignificant improvements across all
performance measures. Furthermore, knowledge-rich features have a
slightly larger precision than the knowledge-poor POSBoW (0.58 vs.
0.53). This comes at the cost of a significantly lower recall (0.24 vs.
0.35) and an insignificantly lower F1 score (0.32 vs. 0.41).9 Combining
all lexical features with the rules yields the best F1 for the uncertain
class (0.47). However, added value of the rules seems negligible with
an insignificant increase in terms of P (∆P = +0.02) and F1 (∆F1 =

+0.01).

comparison to the lm uncertainty dictionary In sum-
mary, the combination of PoS-augmented BoW tags with the two un-
certainty dictionaries (Farkas et al., 2010; Loughran and McDonald,
2011) seems to provide a strong benchmark on our new financial gold
standard. Compared to the state-of-the-art in financial uncertainty
detection (i.e., using the Loughran and McDonald (2011) dictionary
alone), this classifier yields a significantly increased recall (0.40 vs.
0.14), which translates into a twice as high F1 (0.46 vs. 0.21). These
results show that the manual creation of exhaustive in-domain dic-
tionaries is a non-trivial task. Critically, the Loughran and McDonald
(2011) dictionary was developed for disclosure type 10-K (and not for
earnings calls which we use here), which should additionally dampen
the performance of this feature set.

8 We use the corrected resampled t-test proposed by Nadeau and Bengio (2003) that
accounts for the violated independence assumption. This correction allows to get
a meaningful (if conservative) estimate of significance when comparing the perfor-
mance of ML algorithms (ibid.).

9 Although seemingly large, this difference is indeed insignificant due to the small
dataset size and the tendency of the corrected resampled t-test to overestimate vari-
ance (Nadeau and Bengio, 2003).
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Table 4: Classification results on our financial domain dataset.

Features
Uncertain Certain Average

P R F1 P R F1 P R F1

BoW 0.46 0.37 0.40 0.87 0.91 0.89 0.80 0.82 0.81

POSBoW 0.53 0.35 0.41 0.88 0.93 0.90 0.82 0.83 0.82

Fin 0.53 0.14 0.21 0.85 0.97 0.91 0.80 0.83 0.79

Wiki 0.48 0.17 0.23 0.84 0.97 0.91 0.78 0.83 0.79

Fin+Wiki 0.53 0.26 0.34 0.87 0.95 0.91 0.81 0.83 0.81

Rules 0.77 0.13 0.21 0.84 1.00 0.91 0.83 0.85 0.79

Lexicality vs. Syntacticity

BoW+Fin+Wiki 0.53 0.39 0.44 0.88 0.92 0.90 0.82 0.83 0.82

POSBoW+Rules 0.56 0.37 0.43 0.87 0.94 0.91 0.82 0.84 0.83

Knowledge-Intensity

POSBoW 0.53 0.35 0.41 0.88 0.93 0.90 0.82 0.83 0.82

Fin+Wiki+Rules 0.58 0.24 0.32 0.86 0.96 0.91 0.81 0.84 0.81

Rules

POSBoW+Fin+Wiki 0.57 0.40 0.46 0.88 0.93 0.91 0.83 0.84 0.83

POSBoW+Fin+Wiki+Rules 0.59 0.40 0.47 0.88 0.94 0.92 0.83 0.85 0.84

Majority Class 0.00 0.00 0.00 0.83 1.00 0.90 0.50 0.50 0.50

Table 5: Classification results on the Wikipedia set (Farkas et al., 2010).

Features
Uncertain Certain Average

P R F1 P R F1 P R F1

BoW 0.59 0.34 0.42 0.87 0.95 0.91 0.82 0.85 0.83

POSBoW 0.63 0.31 0.41 0.87 0.96 0.91 0.83 0.85 0.82

Fin 0.41 0.05 0.09 0.83 0.99 0.90 0.76 0.83 0.76

Wiki 0.66 0.40 0.49 0.89 0.96 0.92 0.85 0.86 0.85

Fin+Wiki 0.66 0.41 0.49 0.89 0.95 0.92 0.85 0.86 0.85

Rules 0.13 0.01 0.02 0.83 1.00 0.91 0.71 0.83 0.76

Lexicality vs. Syntacticity

BoW+Fin+Wiki 0.63 0.39 0.47 0.88 0.95 0.92 0.84 0.85 0.84

POSBoW+Rules 0.63 0.31 0.41 0.87 0.96 0.91 0.83 0.85 0.82

Knowledge-Intensity

POSBoW 0.63 0.31 0.41 0.87 0.96 0.91 0.83 0.85 0.82

Fin+Wiki+Rules 0.65 0.41 0.49 0.89 0.95 0.92 0.85 0.86 0.85

Rules

POSBoW+Fin+Wiki 0.66 0.37 0.47 0.88 0.96 0.92 0.84 0.86 0.84

POSBoW+Fin+Wiki+Rules 0.66 0.38 0.47 0.88 0.96 0.92 0.84 0.86 0.84

Majority Class 0.00 0.00 0.00 0.83 1.00 0.90 0.50 0.50 0.50
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4.4.2 RQ2: Encyclopedic Domain

Moving to the encyclopedic domain (see Table 5), the Wiki dictionary
outperforms all other features. Given that it was designed specifically
for this domain, this is expected. Similarly, the financial domain rules
are the weakest feature set by far. As shown in Table 3, they match
only comparably few Wiki sentences, which reflects in an overall poor
performance.

Looking at the uncertain class, lexical features (BoW+Fin+Wiki) per-
form noticeably better than syntactic ones (POSBoW+Rules). This
holds especially for recall (0.39 vs. 0.31) and F1 score (0.47 vs. 0.41)
and is likely attributable to the high performance of the isolated Wiki
dictionary. Furthermore, given the highly formalized sentence struc-
ture of encyclopediae, rule-based and other syntactic features likely
have little applicability. Instead, lexical choices seem to reflect degrees
of uncertainty better in this case. Since the opposite case holds for our
financial gold standard (i.e., the sentence structure is relatively free
and spontaneous), the results align with our expectations.

Regarding knowledge intensity, the knowledge-rich features yield
a slightly increased precision (0.65 vs. 0.63) and a distinctively higher
recall (0.41 vs. 0.31) and F1 score (0.49 vs. 0.41) than the PoS-enriched
BoW vectors. Again, this is likely due to the strong isolated perfor-
mance of the Wiki dictionary. Different from the in-domain applica-
tion of the Loughran and McDonald (2011) dictionary or our manu-
ally created rules, the Wiki dictionary yields a relatively high recall
(0.40 vs. 0.13). This is likely owing to its size (1,984 features), which is
orders of magnitude larger than the financial dictionary (297 features)
and our rules (95 features). Lastly, as previously shown in §4.3.2, the
rules are not applicable to the Wikipedia test set. This is also why
they have no noticeable performance impact when added to the set
POSBoW+Fin+Wiki.

4.5 conclusion

Given the impact of linguistic uncertainty on analyst and market re-
actions (see §2.2), uncertainty detection is an important yet underex-
plored task in finance. In this chapter, we propose the first classifier to
tackle this problem. In doing so, we present a new financial domain
gold standard created from earnings call transcripts. Furthermore, we
introduce a set of manually created lexico-syntactic rules matching
uncertain language. Comparing various classification algorithms, we
find that an SVM yields competitive results. In terms of features, a
combination of BoW, PoS, a general-domain dictionary (Farkas et al.,
2010), and the domain-specific Loughran and McDonald (2011) dictio-
nary provided a strong benchmark on our dataset. In the next chapter,
we will explore linguistic uncertainty prediction leveraging the Q&A
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structure of earnings calls. Moreover, we will experiment with includ-
ing joint semantic and financial features into the classification.



5
I D E N T I F Y I N G D R I V E R S
O F L I N G U I S T I C U N C E RTA I N T Y
I N F I N A N C I A L D I S C L O S U R E S

* Preliminary evidence shows that linguistic uncertainty in earnings
calls can be classified from lexico-syntactic features (see Chapter 4).
However, we lack a complete picture of CEOs’ motivation to use un-
certain language. For example, to which degree do uncertain answers
depend on the semantic content of the preceding question? What in-
fluence do secondary criteria like the uncertainty or negativity of a
question have? Or rather, is the tendency to answer questions uncer-
tainly a reflection of underlying economic or financial uncertainty?

To answer these questions, we retrieve a set of Q&A pairs from earn-
ings calls and predict the uncertainty of answers depending on lin-
guistic representations of their preceding question and fundamental
financial data. To that end, we use the best-performing lexical features
from the last work and augment them with semantic representations.
Furthermore, given the relationship of disclosure language to market
movements, we include a comprehensive set of financial features to
control for, e.g., past volatility or overall market risk.

5.1 introduction

In this chapter, we predict modality, a specific kind of linguistic un-
certainty, based on linguistic and financial features in a financial Q&A

setting. The phenomenon of modality is closely related to politeness
(Danescu-Niculescu-Mizil et al., 2013) and hedging (Hyland, 1998;
Lakoff, 1973). Three kinds of modality exist: dynamic, priority, and
epistemic modality (Portner, 2009, p. 47). Here, we focus on epistemic
modality, which expresses a speaker’s confidence in the truth of their
proposition (ibid.): high epistemic modality (expressed with markers
such as “certainly,” “must”) indicates high confidence and low modal-
ity (“probably,” “might”) indicates low confidence.

We focus on modality, as it only covers the vagueness component
of uncertainty, which differentiates it from the last chapter, which
also aimed to account for verifiability of statements (e.g., speculations
about the future) or real-world uncertainty (e.g., statements about

* This chapter is based on “Predicting Modality in Financial Dialogue” (Theil and
Stuckenschmidt, 2020), presented virtually in December 2020 at the 1st Joint Work-
shop on Financial Narrative Processing and MultiLing Financial Summarisation (FNP) col-
located with the 28th International Conference on Computational Linguistics (COLING)
in Barcelona.

45
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market risk). Hence, modeling modality should arguably be a better
defined and more easily automatable task.

Another motivation stems from past literature, where Loughran
and McDonald (2016) specifically suggested to explore modality in
earnings calls. They hypothesize that a large share of weak modal
words in CEO utterances might worsen stock or operating perfor-
mance (ibid., p. 1224). Confirming this hypothesis, Dzieliński et al.
(2021) found that that executive modality is explanatory of stock price
as well as analyst’s earnings forecasts and firm valuations.

However, little is understood about the motivation to use weak (i.e.,
linguistically uncertain) or strong (certain) modal language in finan-
cial dialogue. Hence, we were interested in modeling its linguistic and
financial determinants in the Q&A part of earnings calls. To the best
of our knowledge, this is the first NLP study to address this task. As
manual annotation is costly and time-consuming, we were interested
in automatically creating a silver standard dataset based on an estab-
lished lexicon of modality markers in the financial domain (Loughran
and McDonald, 2011).

Similar to the last chapter, we analyze transcripts of quarterly earn-
ings calls.1 The spontaneous structure and open dialogue form of
their Q&A is particularly suitable for a modality classification task.
This is substantiated by past research exploring the Q&A for analyz-
ing the related phenomena of indirectness (Crawford Camiciottoli,
2009), persuasion (Crawford Camiciottoli, 2011, 2018), and deception
(Larcker and Zakolyukina, 2012). As task, we extract question–answer
pairs from the Q&A to predict the modality of an answer depending
on (1) the content of the preceding question and (2) a comprehensive
set of financial features.

5.1.1 Contributions

We provide the following contributions to the community:

• We publish a new silver standard dataset of 5K question–answer
pairs for modality prediction.

• We introduce the first modality classifier learning from both
lexico-symantic and financial features.

• We provide interpretable results by visualizing the importance
and effect of the used features.

1 See §2.2.3 for an in-depth discussion of earnings calls.
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5.2 data

We obtain 20K earnings call transcripts from SeekingAlpha
2 and

sample all Q&A pairs from them. Numbers are identified with spaCy’s
(Honnibal et al., 2020) Named Entity Recognition (NER) and replaced
with uniform placeholder tokens. We remove Q&A pairs with inaudi-
ble parts, audio gaps, or multiple speakers talking at once.

We use the established LM dictionary (Loughran and McDonald,
2011) as a basis to induce the binary modality label of the answers,
thus forming a silver standard dataset used in the subsequent classi-
fication. To this end, we focus on the two categories weak and strong
modality and extract the answers with the largest share of these words.
To avoid ambiguous labels, we require the weak modal answers to con-
tain zero strong modal words and vice versa:

• The weak modality lexicon contains 27 tokens conveying vague-
ness such as “maybe” and “possibly.” We take the 2.5K answers
with the largest share of weak modal tokens and assign them a
weak modal label.

Example 5.1 “Well, the numbers might suggest that.”

• The strong modality lexicon contains 20 tokens conveying cer-
tainty such as “always” and “undoubtedly.” We take the 2.5K
answers with the largest share of these tokens and assign them
a strong modal label.

Example 5.2 “It will. That’s right, it will.”

This yields a balanced dataset of 5K (2.5K weak and 2.5K strong modal)
instances; Table 6 describes this set in terms of surface features. For
the subsequent experiments, we apply an 80 : 20 training–test split.
Both our dataset and code can be found online.3

5.3 methodology

In this section, we motivate our features sets (§5.3.1) and introduce a
binary classifier for modality prediction in financial dialogue (§5.3.2).

5.3.1 Features

Since we aim to predict the modality of an answer given the preced-
ing question, all features are extracted from the questions. In total, we
evaluate four different feature categories, which are partly motivated
by the previous literature.

2 seekingalpha.com is a crowd-sourced provider of data and research on financial
markets. We comply with their reproduction policy of not quoting more than 400

words of any given transcript.
3 See Appendix A.

seekingalpha.com
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Table 6: Descriptive statistics of our silver standard dataset for modality pre-
diction in financial Q&A.

Semantic unit n

types 7.7K

tokens 232.1K

sentences 15.1K

utterances 5.0K

surface features In the Surface feature set, we explore the
following:

• Length is once represented by the number of sentences and
once by the number of tokens in the respective question.

• Positivity and negativity are the share of tokens according to
the respective LM lexica. These are defined by 354 positive to-
kens such as “breakthrough” or “win” and 2,355 negative to-
kens such as “decline” and “worsen.”

• Strong and weak modality of a question could influence the
modality of the respective answer. §5.2 contains examples of
strong and weak model tokens according to the LM lexicon.

• Uncertainty is again measured by the respective LM lexicon
which contains 297 tokens referring to linguistic imprecision or
risk, e.g., “hypothesis” and “volatility.”

lexical (semantic) features In the Lexical category, we com-
pare term frequency (tf) and tf–idf vectors, which performed strongly
in our previous uncertainty detection experiments (Chapter 4). To
reduce sparsity, we apply Singular Value Decomposition (SVD) and
experiment with dimensions dBoW ∈ {100, 200, ..., 1000}. Addition-
ally, to expand the lexical feature set with semantic information, we
train word embedding models with word2vec (Mikolov et al., 2013)
on the entire earnings call corpus (cf. §5.2). We evaluate dimensions
dw2v ∈ {100, 200, 300} with both the CBoW and the Skip-Gram (SG) ar-
chitecture. Finally, we represent all questions as embedding centroids.
Our results indicate that tf–idf vectors with dBoW = 300 are optimal for
the given task.

semantic features We use the Latent Dirichlet Allocation (LDA)
algorithm to obtain topic models forming our semantic feature set.
To find an optimal number of topics n, we evaluate the sensitivity of
the log-likelihood l and the perplexity PP to n ∈ {5, 10, ..., 45, 50} in
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a five-fold CV setup on our training set. Our results indicate that an
optimal l and PP are obtained for n = 5.4

financial features We use the financial feature set proposed
by Theil et al. (2019) to contrast the predictive power of linguistic
features to that of performance measures about the firm or the overall
economy:

• Firm volatility, measured by the standard deviation of stock
returns, is the most important measure of financial risk. We in-
clude the volatility in the preceding business quarter as this
feature should have an impact on investor and manager confi-
dence.

• Market volatility as gauged by the Chicago Board Options Ex-
change Volatility Index (VIX),5 reflects the overall market uncer-
tainty and should have a similar (albeit more global) impact as
firm volatility.

• Firm size or market value is the number of outstanding shares
multiplied by the stock price and is a well-known driver of risk
(Fama and French, 1992).

• Book-to-market reflects the firm value according to the balance
sheet divided by the market value and thus reflects the degree
of over- or undervaluation. Similar to the preceding measures,
this ratio is considered to be an important risk driver (Fama and
French, 1992).

• Earnings surprise reflects the deviation from the actual earn-
ings per share figure from the mean of previous analyst fore-
casts. Negative surprises tend to decrease stock returns (Price
et al., 2012), which may lead the executives to manage investor
expectations.

• Industry dummies are obtained from the established Fama–
French 12-industry scheme,6 which distinguishes between e.g.,
“energy” or “healthcare.”

5.3.2 Classifier

Since we are interested in examining the influence of different fea-
tures on an answer’s modality, we select a set of algorithms with
interpretable weights.7 In sum, we consider: (Gaussian) Naïve Bayes,

4 l = −145218.44 and PP = 1782.15.
5 http://www.cboe.com/vix

6 http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html

7 As we were interested to obtain interpretable weights, we chose not to explore
Transformer-based models like BERT (Devlin et al., 2019) at the time of publication.

http://www.cboe.com/vix
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
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Logistic Regression, SVM (with Radial Basis Function (RBF) kernel),
Decision Trees, Random Forest, and XGBoost (Chen and Guestrin,
2016). The classifier is implemented and evaluated using sklearn

0.21.2 and xgboost 0.90.

feature fusion To fusion our four feature categories, we use the
following methods: (1) Early fusion involves representing all feature
categories in the same vector space; (2) late fusion (or “stacking”)
implies that for each feature category, a separate classifier is trained—
the predicted labels of these classifiers are then used as feature inputs
for a meta-classifier predicting the final label. Our results show that,
when representing all features in one vector space (early fusion), the
XGBoost classifier outperforms all other algorithms. We furthermore
find that the Gaussian Naïve Bayes algorithm performs best as meta-
classifier for the late fusion approach.

evaluation We evaluate the performance of our classifiers with
precision, recall, and F1 score metrics. Furthermore, to quantify rel-
ative feature importance in case of the early fusion approaches, we
use Shapley Additive Explanations (SHAP), which were introduced
by Lundberg and Lee (2017) and subsequently adapted for tree-based
learners (Lundberg et al., 2020):

φi( fx) = ∑
R∈R

1
M!

[ fx(PR
i ∪ i)− fx(PR

i )], (1)

where φi is the SHAP value for feature i, fx is the model output, R is
the set of all feature orderings, PR

i is the set of all features preceding
feature i in ordering R, and M is the total number of features.

5.4 results and discussion

5.4.1 Feature Performance

Table 7 shows the results of our classification task in terms of pre-
cision (P), recall (R), and F1 score for both the strong and the weak
modal class and on average. The early fusion approach uses an XG-
Boost classifier trained on a single vector containing all features; the
late fusion approach additionally uses a Gaussian Naïve Bayes meta-
classifier stacked upon two XGBoost classifiers trained separately on
the linguistic and financial features. Since the binary labels are evenly
distributed, a useful classifier should exceed a value of 0.50 across all

Nevertheless, upon re-examination during writing this thesis, fine-tuning BERT and
RoBERTa with a learning rate of 3×10−5 for three epochs led to no decisive perfor-
mance increases over the lexical baseline. This is likely attributable to the restricted
dataset size of 230K tokens (compare, e.g., to the 2.5M tokens in Chapter 8). How-
ever, similar to Chapter 4, future work could explore zero- or few-shot learners in
more depth.
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Table 7: Class-wise and average classification results on our silver standard
Q&A dataset (n = 5K) with balanced weak modal and strong modal
labels. All results are obtained with XGBoost and Alllate uses an
additional Gaussian Naïve Bayes meta-classifier.

Features Weak Modal Strong Modal Average

P R F1 P R F1 P R F1

Surface 0.52 0.55 0.53 0.51 0.48 0.50 0.52 0.52 0.52

Lexical 0.57 0.60 0.59 0.56 0.53 0.54 0.57 0.57 0.57

Semantic 0.51 0.52 0.51 0.49 0.47 0.48 0.50 0.50 0.50

Financial 0.89 0.95 0.92 0.95 0.87 0.91 0.92 0.91 0.91

Allearly 0.86 0.95 0.90 0.94 0.85 0.89 0.90 0.90 0.90

Alllate 0.89 0.85 0.87 0.85 0.89 0.87 0.87 0.87 0.87

Random 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50 0.50

measures. The surface, lexical, semantic, and financial feature
sets are defined as outlined in §5.3.1 and the fused features are rep-
resented by All with separate subscripts for the early and the late
fusion approach.

All feature sets (except semantic for the strong modal class) im-
prove over a random prediction. Furthermore, although late fusion
improves slightly in terms of precision on the weak modal class (P =

0.89 vs. R = 0.86) and in terms of recall on the strong modal class
(R = 0.89 vs. R = 0.85), the overall performance is slightly worse than
that of an early fusion approach. When looking at individual features
sets, we find that perhaps counter-intuitively, the financial feature set
alone has the strongest performance—even when compared to the
more complex fusion approaches. This suggests that, e.g., market or
firm risk have a comparably larger influence on the modality of ex-
ecutive answers than the content of the preceding question. Related
work (Loughran and McDonald, 2016) and our research (Chapter 7)
show that, compared to financial features, textual information has
a relatively small impact on financial risk; the same seems to apply
when predicting a linguistic variable such as modality. Furthermore,
this motivates to explore whether the effect persists when featuring a
larger context window of textual information (perhaps including the
earnings call presentation or prior questions and answers) or differ-
ent methods of textual representation.

5.4.2 Feature Importance

One advantage of the early fusion approach is its interpretability:
since all features are represented in the same vector, we can quan-
titatively obtain a notion of relative feature importance. To do so, we
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Figure 6: Violin plot of SHAP values for the top-10 features in the binary
classification with early fusion.

calculate the SHAP values (cf. §5.3.1) for all features and present the re-
sults in Figure 6. The intuition behind these values is to compare the
contribution of a feature value to the difference between the actual
and the mean prediction.

The strongest feature is market volatility, followed by firm volatil-
ity and firm size. Interestingly, a high market and firm volatility pos-
itively impact the model output (and vice versa), implying that risky
economic conditions may prompt managers to create a sense of se-
curity by committing to strong modal answers more frequently. Apart
from two topical features, the strongest linguistic feature is positivity:
Less positive questions tend to decrease the modality of an answer
which could be attributed to their unsettling impact on manager con-
fidence.

Lastly, we were motivated to compare the feature distributions of
the 434 misclassified instances to the total population of 1K test in-
stances. For example, systematically higher VIX values in the misclas-
sified instances compared to the rest of the population would mo-
tivate further experiments with a different weighting/sampling pro-
cedure of this feature in the training process. To do so, we checked
for significant differences in the Surface and Financial feature sets
across both misclassified and test instances using independent t-tests.
Although none of the features showed significant differences in mean
for p ∈ {0.05, 0.01, 0.001}, we found that the p-value for question un-
certainty approaches conventional levels for significance (p = 0.144).
This indicates that apart from the increased context window men-
tioned above, future work could deeper explore the measurement
of and prediction based on uncertainty for the given task—perhaps
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building on prior work on modality, hedging, or uncertainty detec-
tion.

5.5 conclusion

Understanding the drivers of linguistic uncertainty in the financial
domain is an important up-stream task for risk regression and in-
ference (see Chapter 2.2). In this chapter, we explore the prediction
of modality (a linguistic concept denoting the (un)certainty of utter-
ances) in a financial Q&A setting. We present a new silver standard
dataset and introduce a binary classifier exploiting the multimodality
of the setting. In our experiments, we perform a systematic compar-
ison of various algorithms, feature sets, and fusion methods. Inter-
estingly, we reach a counter-intuitive result indicating that financial
features (most prominently market and firm risk) possess a higher
predictive power for answer modality than linguistic features (such
as BoW, the Loughran and McDonald (2011) dictionary, or word em-
beddings) of the preceding question.

This chapter concludes our efforts to explore detection and predic-
tion methods for linguistic uncertainty in earnings calls. The results
indicate that the financial situation of the company and the economy
as a whole are intertwined with the language choices of CEO. How-
ever, little is understood about the impact of uncertain disclosure lan-
guage on analysts and the market. Part III will introduce an experi-
mental approach to address this problem.





Part III

C A U S A L I T Y O F U N C E RTA I N T Y A N D R I S K

Addressing the causal modeling of uncertainty and risk
(T2), Chapter 6 aims to answer the questions: How can we
quantify the influence of linguistic uncertainty on risk per-
ception and investment behavior? Which personal charac-
teristics of investors play a role in this setting? We con-
ducted a laboratory experiment to explore how investors
react in the face of linguistic uncertainty. This experiment
is the first to establish a causal link between vague disclo-
sure information, investor risk perception, and investment
behavior.





6
L I N G U I S T I C U N C E RTA I N T Y A N D
R I S K P E R C E P T I O N I N F I N A N C I A L D I S C L O S U R E S

6.1 introduction

* Adding to the existing evidence concerning the interrelationship of
financial risk and linguistic uncertainty (see Part I), Chapter 5 has
shown that economic and fundamental financial variables impact the
linguistic choices of CEOs. Nevertheless, up until now, no experimen-
tal study has analyzed the direct influence of linguistic uncertainty
on the financial market in form of investor behavior. In this chapter,
therefore, we present the first causal laboratory study to approach
this problem. A laboratory experiment is a natural choice for detect-
ing causal patterns as it provides “the most convincing method of cre-
ating the counterfactual because it directly constructs a control group
via randomization,” which permits to assume causality (Floyd and
List, 2016, pp. 442–443). Such claims about causality are “particularly
strong [...], because manipulated independent variables preclude re-
verse causality and elicited dependent variables allow tests of theoret-
ical constructs” which could not be detected differently (Bloomfield
et al., 2016, p. 383).

In our laboratory study, we exposed the participants to a random-
ized set of earnings call1 snippets of either uncertain or certain lin-
guistic style. Participants then forecasted the underlying companies’
future performance and invested a fictional sum of money. Finally,
they answered an extensive questionnaire covering socio-demograph-
ics, Big 5 personality, financial literacy,2 and risk tolerance.3 We used
causal mediation analysis as the main analytical tool. Conceptually,
we explored whether risk perception4 mediates a causal effect of lin-
guistic uncertainty on investment sum. In an exploratory analysis,
we searched for further investor characteristics with a significant in-
fluence on their risk perception. Overall, we find causal evidence that
linguistic uncertainty in disclosure language has a significant posi-

* This chapter is based on the working paper “Linguistic Uncertainty and Risk Per-
ception in Financial Disclosures” (Theil, Daube, and Stuckenschmidt, 2022).

1 See §2.2.3 for an in-depth discussion of earnings calls.
2 Financial literacy is one’s “ability to process economic information and make in-

formed decisions about financial planning, wealth accumulation, debt, and pensions”
(Lusardi and Mitchell, 2014, p. 6).

3 Risk tolerance is “the maximum amount of uncertainty someone is willing to accept
when making a financial decision” (Grable, 2000, p. 625).

4 Risk perception is “an individual’s assessment of how risky a situation is in terms of
probabilistic estimates of the degree of situational uncertainty, how controllable that
certainty is, and confidence in those estimates” (Sitkin and Weingart, 1995, p. 1575).
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Figure 7: Hypothesized causal diagram for our subsequent causal media-
tion analysis. Linguistic Uncertainty (IV) is assumed to affect the
Investment Sum (DV) via the Mediator Risk Perception.

tive impact on risk perception and a significant negative impact on
the investment sum. Empirically, risk perception amplifies the effect
of uncertainty on investments. Individual investor characteristics that
affect risk perception include gender, age, income, extraversion, and
neuroticism. Our results are robust to subject- and text-specific ef-
fects.

6.2 research questions and hypotheses

Based on the related literature finding correlations between linguistic
uncertainty and risk (Barth et al., 2021; Doshi et al., 2021; Loughran
and McDonald, 2011, 2013) and between risk perception and invest-
ment behavior (Byrne, 2005; Nguyen et al., 2019), we assumed that
risk perception mediates the effect of linguistic uncertainty on the
amount invested (cf. Figure 7). In particular, we searched for answers
to the following main research question:

Research Question 1 (RQ1) How does linguistic uncertainty in financial
disclosures influence individual investment decision-making?

To that end, we tested hypotheses concerning the causal effect of
the linguistic uncertainty in financial disclosures on the risk percep-
tion and the investment decision. Moreover, we assessed the mediat-
ing role of risk perception between linguistic uncertainty in financial
disclosures and the investment decision. As previous research sug-
gests that various individual characteristics are associated with un-
certainty and risk perception, we posed the following secondary and
exploratory research question:

Research Question 2 (RQ2) How do individual characteristics of an in-
vestor influence the risk perception regarding an investment?

Addressing RQ2, we developed hypotheses based on past findings
that risk perception is associated with socio-demographics such as
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age, gender, and income (Nguyen et al., 2019); the Big Five personality
traits (Oehler and Wedlich, 2018); financial literacy (Wang et al., 2011);
and risk tolerance (Nguyen et al., 2019). The following provides more
details on the specific hypotheses we developed to answer our two
research questions.

6.2.1 Linguistic Uncertainty, Risk Perception, and Investment Decision
(RQ1)

Related work hints that linguistic uncertainty increases financial risk
proxies: Dzieliński et al. (2021) find that vague earnings call commu-
nication increases analyst uncertainty, as reflected in the revision fre-
quency of analyst forecasts. Barth et al. (2021) find that earnings call
vagueness increases volatility and decreases abnormal returns. More-
over, studies show that investors tend to be risk averse: For example,
Byrne (2005) asserts negative relationships between risk propensity
and risk perception and between risk perception and investment al-
location. Nguyen et al. (2019) find that risk perception is negatively
correlated with the investment sum and hence conclude that investors
invest more into perceived low-risk stocks. Based on the findings of
the presented studies, we posited the following hypotheses:

Hypothesis 1 (H1) Linguistic uncertainty in financial disclosures causes
investors to invest smaller investment sums. This effect is mediated by risk
perception.

Hypothesis 1a (H1a) Linguistic uncertainty has a positive effect on risk
perception.

Hypothesis 1b (H1b) Risk perception has a negative effect on investment
sum.

Hypothesis 1c (H1c) Linguistic uncertainty has a negative effect on in-
vestment sum.

Multiple studies have shown that uncertainty in financial disclo-
sures may increase uncertainty across analysts and investors (Barth
et al., 2021; Doshi et al., 2021; Loughran and McDonald, 2011, 2013).
Therefore, we hypothesized that an increased linguistic uncertainty
should reflect in a larger variation of investment sums across individ-
uals:

Hypothesis 2 (H2) Linguistic uncertainty causes a higher variation of the
investment sum between individuals.

Hypotheses H1 (with its sub-hypotheses H1a, H1b, and H1c) and
H2 were identified to address RQ1, the main research question of this
chapter. Below, we discuss the hypotheses developed to address the
exploratory RQ2.
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6.2.2 Investor Characteristics and Risk Perception (RQ2)

socio-demographics A study by Powell and Ansic (1997) sug-
gests that men are more risk-seeking than women. Hartog et al. (2002)
find that women and low-income or -wealth individuals are more
risk-averse. Nicholson et al. (2005) show that age has a negative ef-
fect on risk propensity and that men have a higher propensity than
women. Nguyen et al. (2019) confirm the effects of gender, age, and in-
come on the related construct risk tolerance. Although the measures
explored by the past literature are related but distinct to risk percep-
tion, we expect the observed effects to be transferable. In summary,
we hypothesize the following:

Hypothesis 3 (H3) Men have a lower risk perception than women.

Hypothesis 4 (H4) Age has a positive effect on risk perception.

Hypothesis 5 (H5) Income has a negative effect on risk perception.

big five Past literature has examined the effect of personality traits
on risk perception. Nicholson et al. (2005) find that extraversion and
openness have a positive, while neuroticism, agreeableness, and con-
scientiousness have a negative relationship with risk propensity in fi-
nancial settings. More closely related to this work, Oehler and Wedlich
(2018) find that extraverted individuals are less risk-averse, while the
opposite holds for neurotic ones. Furthermore, they find that consci-
entious individuals are more risk-averse and perceive investments to
be riskier. Based on the findings of past literature, we posited the
following hypotheses:

Hypothesis 6a (H6a) Conscientiousness has a positive effect on risk per-
ception.

Hypothesis 6b (H6b) Extraversion has a negative effect on risk percep-
tion.

Hypothesis 6c (H6c) Neuroticism has a positive effect on risk perception.

financial literacy Diacon (2004) finds that experts perceive
products to be less risky than lay investors. Furthermore, Wang et al.
(2011) find that investors perceive easier-to-understand and familiar
products as less risky. Sachse et al. (2012) attest a negative relationship
between financial literacy and risk perception. Based on these results,
we posited the following hypothesis:

Hypothesis 7 (H7) Financial literacy has a negative effect on risk percep-
tion.
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risk tolerance Following Nguyen et al. (2019), who found a
negative relationship between risk tolerance and risk perception, we
hypothesized the following:

Hypothesis 8 (H8) Risk tolerance has a negative effect on risk perception.

6.3 experimental design

The following describes our experimental design in more detail. §6.3.1
summarizes the procedure and items; §6.3.2 describes the data and its
preparation; §6.3.3 shows the used materials; §6.3.4, finally, explains
the analytical strategy to spot causal influences of uncertainty on risk
perception and investment behavior.

We used a mixed design allowing for both within- and between-
subject analyses. After the participants had familiarized themselves
with a brief fictional scenario, we showed them four randomly se-
lected earnings calls excerpts. These excerpts consisted of two certain
and two uncertain ones. All excerpts were presented simultaneously
with randomized position to avoid order effects. To control for pos-
sible text-specific effects, subsequent analyses include text dummies.
The two main questions of the study were: (1) how much money sub-
jects would invest based on each of the four snippets and (2) how
high they perceived the risk of an investment into the company’s
stock. Motivated by the literature presented in §6.2, we used several
items to assess the participants’ personality traits, risk tolerance, fi-
nancial literacy, and socio-demographics. The questionnaire, includ-
ing all materials and items, is contained in Appendix B.1, and the
assessed measures are presented in more detail below.

6.3.1 Measures

investment sum Based on the earnings call excerpts, participants
were asked to indicate how much out of €10,000 they would invest
into each of the four companies. The investment decision was subject
to the following three criteria: It was neither necessary to invest the
entire amount nor to invest into all companies; furthermore, the total
amount invested into all companies could not exceed €10,000.

risk perception Based on the findings of Nguyen et al. (2019),
four items measuring potential loss, potential gain, and stock price
volatility were used.

financial literacy Two subjective questions addressing expe-
rience and confidence concerning investing and a one-item financial
literacy assessment by Gibson et al. (2013) were used. In addition,
three objective questions by Lusardi and Mitchell (2011) were used.
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risk tolerance Risk tolerance was assessed using four items
selected by Guillemette et al. (2012) and two items selected by Grable
and Lytton (1999).

big five personality traits Personality was measured using
the “Big Five” personality traits (Goldberg, 1990) as operationalized
by the brief BFI-10 questionnaire (Rammstedt and John, 2007) with
two items for each trait.

socio-demographics The following socio-demographics were
assessed: gender, age, marital status, housing situation, annual in-
come, academic degree, work status, and work sector.

control questions To avoid priming, participants were asked
if they already had participated in the pilot study. Furthermore, par-
ticipants were asked if they were able to understand all of the instruc-
tions, questions, or texts presented in the English language without
issues. Additionally, the participants were asked if they had answered
all questions thoroughly. If “No” was indicated for any of those ques-
tions, the responses were discarded.

6.3.2 Participants and Data Preparation

A total of 121 subjects participated in the laboratory study. We re-
cruited participants online via SurveyCircle

5 and online platforms
such as LinkedIn research groups. Due to the removal of incomplete
surveys or those that answered any of the control questions (cf. §6.3.1)
with “No,” the initial sample was reduced to n = 81.

We transformed income and education into ordinal variables. Miss-
ing values of income were replaced with the median income of the
corresponding academic degree cohort. Gender was binarized since
no respondent indicated “diverse.” For work status, we created three
groups: (1) “Working full-time” and“self-employed;” (2) “working
part-time” and “working student;” and (3) “retired,” “student,” and
“unemployed.” Items of the multi-item constructs were averaged. Con-
sistent with the findings of Nguyen et al. (2019), we assume that both
a belief in increasing and decreasing returns leads to increased risk
perception, i.e., we do not invert the scale of the first risk perception
item.

6.3.3 Materials: Earnings Call Excerpts

Using a sample of 90K earnings call transcripts between 2002 and
2017, we selected four transcripts as a basis for creating the earn-
ings call excerpts presented to the study participants. We focused

5 www.surveycircle.com

www.surveycircle.com
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on the presentation section of the transcripts since the questions-and-
answers (Q&A) contain frequent speaker turns and are formally too
heterogeneous. In addition, we limited the initial sample to compa-
nies from the automotive industry to control for industry-specific
risks. Next, we manually identified the management’s discussion of
future developments and the outlook for the upcoming year. To avoid
confounding effects of sentiment polarity, we only selected passages
containing neither words from the Loughran and McDonald (2011)
positive nor from the negative dictionary.6

manual modification We manually set all percentage num-
bers in the text to “5%.” In addition, for each of the four earnings
call excerpts, we created one linguistically uncertain and one certain
version. For the uncertain version, words from the uncertainty and
weak modal dictionaries were manually induced. The uncertainty

dictionary contains a total of 297 words measuring either linguistic
uncertainty (e.g., “roughly,” “vaguely,” and “assume”) or economic
risk (“cautious,” “risky,” and “volatile”). We focused on the first of
the two categories. Furthermore, we used the weak modal dictio-
nary, which contains 27 words (e.g., “almost,” “could,” and “may”).
Modality is the degree of commitment to a statement, where “weak
modality” describes possibilities and “strong modality” describes ne-
cessities (Palmer, 2001). All such created uncertain excerpts contain
nine words from the two dictionaries. Example 6.3.1 shows one of the
uncertain excerpts with the induced uncertain terms highlighted in
red.

Example 6.3.1 After a promising last year, I would like to address our current outlook
for the next year. Despite the macroeconomic data coming out of North America, we still
believe that U.S. market sales increase. In particular, we possibly increase our net sales

by 5%. The European market seems to be more fragmented, which makes our outlook for

the year vague . On a consolidated basis, it appears that our costs decrease by 5%. The

automotive industry continues to be dynamic and to depend on world politics. In other

words, the development of the industry depends somewhat on future regulations. We are

adjusting to this environment and assume to see similar general business trends in the
second half of the year that we saw in the first.

For the certain version, words from the strong modal word list,
consisting of 19 words, were integrated. The list contains words like
“definitely,” “clearly,” and “will,” which express certainty. The cer-
tain version of an excerpt always contains six words from the strong

modal word list. Example 6.3.2 shows the certain version that corre-
sponds to the uncertain excerpt from Example 6.3.1. Induced certain

terms are highlighted in green.

6 https://sraf.nd.edu/textual-analysis/resources/#LM%20Sentiment%20Word%2

0Lists

https://sraf.nd.edu/textual-analysis/resources/#LM%20Sentiment%20Word%20Lists
https://sraf.nd.edu/textual-analysis/resources/#LM%20Sentiment%20Word%20Lists
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Example 6.3.2 After a promising last year, I would like to address our current outlook
for the next year. Despite the macroeconomic data coming out of North America, we will

increase our U.S. market sales. In particular, we definitely increase our net sales by at least

5%. The European market will undoubtedly grow at the same rate. On a consolidated

basis, we definitely decrease our costs by 5%. The automotive industry continues to be
dynamic. Moreover, the development of the industry goes along with future regulations. We
are adjusting to this environment and clearly see the same general business trends in the

second half of the year that we saw in the first. Overall, we expect a promising next year for
all markets.

Thus, we created eight earnings call excerpts (4 certain, 4 uncertain)
of similar length (120–127 words). The full excerpts are contained
in Appendix B.1. To ensure the validity of the linguistic uncertainty
construct, we additionally conducted a pilot study7 with a sample
representative of the main study. We exposed the subjects to four
randomized snippets and asked them to indicate the perceived level
of linguistic uncertainty. We found that the linguistic uncertainty per-
ception of subjects differs highly significantly between the certain and
the uncertain snippets, which ensures their validity for our laboratory
study.

6.3.4 Causal Mediation Analysis

Following the hypothesized causal diagram (cf. Figure 7), we perform
a causal mediation analysis with parametric bootstrapping and 1,000

simulation runs. The three regression formulae are as follows:

RiskPerci = a0 + a1LincUnci + a2Genderi + a3Agei

+ a4Incomei + a5Openi + a6Consi + a7Extrai

+ a8Agreei + a9Neuroi + a10FinLit

+ a11RiskTol + δi + εi,

(a)

Invi = b0 + b1LincUnci + b2Genderi + b3Agei

+ b4Incomei + b5Openi + b6Consi + b7Extrai

+ b8Agreei + b9Neuroi + b10FinLit

+ b11RiskTol + b12RiskPerc + δi + εi,

(b)

Invi = c0 + c1LincUnci + c2Genderi + c3Agei

+ c4Incomei + c5Openi + c6Consi + c7Extrai

+ c8Agreei + c9Neuroi + c10FinLit

+ c11RiskTol + δi + εi.

(c)

7 The specifications and results of this pilot study are contained in Appendix B.2.
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Index i represents subjects; δi stands for work status, academic edu-
cation, and text identifier dummies; εi is the regression error. Regres-
sions weights a, b, and c and equation names match the causal paths
in Figure 7. For ordinal variables (here: academic education and in-
come), R per default includes linear (.L), quadratic (.Q), and cubic
(.C) polynomials. These allow us to estimate higher-order effects on
the dependent variables.

For robust results, we assume heterogeneity in treatment effects
and cluster standard errors by subject and text identifier. As an addi-
tional robustness check, we analyze a model with subject-fixed effects
and omitted controls (as controlling for subject identity factors those
out).8 To test H2, we use Levene’s test to check for the inequality of
variances for investment sums between the certain and the uncertain
group, respectively.

6.4 results

6.4.1 Descriptive Statistics

overview Table 8 shows descriptive statistics for all variables. The
typical participant was male, about 29 years old, working full-time,
held a Bachelor’s degree, and earned less than €30K per year. On aver-
age, participants invested €7.6K out of the possible 10K. The average
risk perception is approximately neutral, which is an expected result
given that each participant was presented with the same amount of
certain and uncertain earnings call excerpts.

investment sum Figure 8 provides an overview of the invested
money per excerpt and per group. Collectively, the average invested
sum for certain excerpts is always higher than for uncertain ones (cf.
Figure 8a). For excerpts 1, 2, and 4, the standard deviations of the
certain version exceeds the one of the uncertain version. In excerpt
3, we observe the opposite but smaller effect. In summary, we find
first indications that H2 (which assumes an increased dispersion of
investment sums for uncertain disclosures) might not hold.

Figure 8b summarizes the overall investment distribution per treat-
ment group (certain and uncertain). The average invested sum across
all certain excerpts is €2540 (sx = €1950), about twice the sum for
uncertain excerpts (x̄ = €1250, sx = €1500). Overall, this indicates a
clear preference of subjects for the linguistically certain disclosures.

8 Initially, we also considered a mixed-effects model with random effects on a
participant-level. However, this model yielded a singular fit while the random ef-
fects explained a variance of close to zero. Hence, we decided to use the parsimo-
nious model presented herein.
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Table 8: Descriptive statistics for all variables appearing in the laboratory
study (n = 81). For continuous variables, “center” is the arithmetic
mean and for categorical ones the mode. Multi-item constructs are
averaged and normalized between 1 and 5.

Variable Center sx

Investment Sum 7.6K 2.6K

Risk Perception 3.25 0.42

Gender male —

Age 28.88 7.33

Income <30K —

Work Status Full-time —

Education Bachelor —

Openness 3.17 0.95

Conscientiousness 3.81 0.81

Extraversion 3.30 0.86

Agreeableness 3.28 0.75

Neuroticism 2.67 1.00

Financial Literacy 3.27 1.04

Risk Tolerance 3.09 1.11

item reliability To evaluate the reliability of the multi-item
constructs, we inspect their standardized Cronbach’s α. Two-item con-
structs are evaluated in terms of Spearman–Brown’s ρ, as this coeffi-
cient is more reliable for such cases (Eisinga et al., 2013). Results indi-
cated a good internal consistency for risk perception (α = 0.81), finan-
cial literacy (α = 0.83), and risk tolerance (α = 0.76). For the Big 5, ex-
traversion and neuroticism scored acceptable (ρ = 0.67, ρ = 0.69), but
openness, conscientiousness, and agreeableness scored low (ρ = 0.43,
ρ = 0.45, and ρ = 0.35). The low score for these items is most proba-
bly due to the briefness of the used BF-10 questionnaire (Rammstedt
and John, 2007). Hence, future studies could experiment with an in-
creased number of items for Big 5.

correlations Figure 9 summarizes correlations across all vari-
ables. As can be seen, moderate correlations (0.4 ≤ r ≤ 0.6) exist
between gender and the Big 5 (rcons = −0.4, rneuro = −0.52): In
our sample, male subjects tend to be score lower on conscientious-
ness and neuroticism. Furthermore, age and income are positively
associated (r = 0.44), which is an expected result. More surprisingly,
risk tolerance is negatively correlated with neuroticism and openness
(rneuro = −0.45, ropen = −0.52): risk-tolerant subjects tend to be more
emotionally stable, but less open to experience. Finally, financial lit-
eracy and risk tolerance are positively associated (r = 0.49), aligned
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(a) Distributions of investment sums per excerpt and version (certain and uncertain).
Excerpt texts can be found in Appendix B.1.

0

2500

5000

7500

10000

Overall

In
ve

st
m

en
t S

um

Version

Certain

Uncertain

(b) Distribution of investment sums per treatment group (certain and uncertain).

Figure 8: Distributions of investment sums across subjects (n = 81).

with the findings of related work (Sachse et al., 2012; Wang et al.,
2011).

6.4.2 RQ1: Linguistic Uncertainty and Investment Decisions (H1–2)

The results of the mediation analysis are summarized in Table 9 and
Figure 10. Empirically, the influence of linguistic uncertainty on in-
vestment sum is partially mediated by risk perception with an indi-
rect effect of −16%. Increased linguistic uncertainty is highly signif-
icantly associated with a larger risk perception (a1 = 0.54). Aligned
with our expectations, both linguistic uncertainty (the independent
variable) and risk perception (the mediator) have a highly signifi-
cant and negative association with investment sum (b12 = −0.29,
c1 = −0.69). Promisingly, we find that the R2 value of the indirect
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Figure 9: Correlation matrix across all variables considered in our laboratory
study. Correlation is measured in terms of Pearson’s r.
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Figure 10: Resulting causal diagram with coefficients according to the causal
mediation analysis. ∗p ≤ 0.05,∗∗ p ≤ 0.01,∗∗∗ p ≤ 0.001.

model (b) including the mediator risk perception increases substan-
tially over the unmediated model (c): Including this causal path ex-
plains a variance of 23.94% as opposed to 17.47%.

Regarding RQ1, we find evidence that linguistic uncertainty causes
individuals to invest less into a company, mediated by risk perception.
However, we can not confirm that linguistic uncertainty in earnings
calls is related to increased variation of investment sums. The results
of Levene’s test yield an F value of 16.23 and p ≤ 0.001, indicating a
highly significant difference across group standard deviations. Con-
trary to H2, however, we find that the standard deviation of invest-
ment sums is larger for the certain than for the uncertain group. This
can also be seen in the violin plots of the investment sums in Figures
8a and 8b.
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Table 9: Causal mediation results with z-standardized coefficients and t-
statistics in parentheses. Standard errors are clustered by subject
and text identifier. Regressions include intercepts and fixed effects
for text identifier, education, and work status. “L” = linear and “Q”
= quadratic fit for the ordinal income. Letters a–c match paths in
Figures 7 and 10; “Index” matches coefficients in formulae a–c.

Risk Perc Invest Sum Invest Sum

(a) (b) (c) Index

Ling Unc 0.54∗∗∗ −0.53∗∗∗ −0.69∗∗∗ 1

(0.10) (0.11) (0.11)

Gender 0.45∗ 0.10 −0.03 2

(0.18) (0.18) (0.18)

Age 0.26∗∗ 0.07 −0.01 3

(0.08) (0.08) (0.09)

Income.L 0.04 −0.22 −0.23 4

(0.24) (0.23) (0.24)

Income.Q 0.42∗ 0.11 −0.02 4

(0.19) (0.19) (0.19)

Open −0.10 −0.04 −0.01 5

(0.07) (0.07) (0.08)

Cons 0.04 −0.01 −0.02 6

(0.07) (0.06) (0.07)

Extra 0.12∗ −0.00 −0.04 7

(0.06) (0.06) (0.06)

Agree 0.01 0.02 0.01 8

(0.06) (0.06) (0.06)

Neuro 0.19∗∗ 0.08 0.03 9

(0.07) (0.07) (0.07)

Fin Lit 0.02 −0.06 −0.07 10

(0.07) (0.07) (0.07)

Risk Tol −0.10 0.14† 0.17∗ 11

(0.08) (0.08) (0.08)

Risk Perc −0.29∗∗∗ 12

(0.06)

n 324 324 324

R2
21.88% 23.94% 17.47%

† p ≤ 0.1,∗ p ≤ 0.05,∗∗ p ≤ 0.01,∗∗∗ p ≤ 0.001

6.4.3 RQ2: Investor Characteristics and Risk Perception (H3–H8)

The results of the exploratory RQ2, i.e., which investor characteris-
tics influence risk perception, provide a more mixed picture: We find
evidence that the postulated effect of gender (H3) points in the oppo-
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site direction than expected (a2 = 0.45): Overall, men have a larger
risk perception than women. As this effect opposes the findings of
other studies (Hartog et al., 2002; Nguyen et al., 2019; Nicholson et al.,
2005; Powell and Ansic, 1997), we additionally considered interaction
models with age and personality. We found that gender significantly
interacts with age (β = −0.02, p ≤ 0.05), extraversion (β = −0.13,
p ≤ 0.05), and conscientiousness (β = 0.29, p ≤ 0.01). The interac-
tion plots are shown in Figure 11. For women, risk perception in-
creases stronger with age than for men. The same applies to female
extraverted investors; risk perception of male extraverted investors
stays relatively constant, however. In line with past literature, larger
conscientiousness has a positive effect on risk perception for men.
However, the opposite holds for women. A limiting factor is the over-
representation of male investors in our analyzed sample.

Age behaves as expected (H4), with older people having a larger
risk perception (a3 = 0.26). Partly contrary to H5, income has no lin-
ear and negative but a quadratic and positive relationship with risk
perception (a4 = 0.42). This indicates that an increase in income only
has a decreasing effect on risk perception for low-income individu-
als. Although neither conscientiousness nor extraversion behave as
expected (H6a and H6b), we find evidence that neuroticism has a
positive and very significant effect on risk perception (a9 = 0.19). Nei-
ther the coefficient of financial literacy nor risk tolerance (H7 and H8)
is significant. The results are now discussed and interpreted in more
detail and in conjunction with the existing body of research.

6.4.4 Robustness

Table 10 contains the result of a causal mediation analysis with subject-
fixed effects. Empirically, the causal effect of linguistic uncertainty on
investment sum and its mediation via risk perception persists. There-
fore, linguistic uncertainty seems to increase risk perception and de-
crease the amount invested independently of inter-subjective prefer-
ences. Overall, we observe increased levels of R2, which is an expected
result: Controlling for subject identifier introduces a factor variable
with 81 levels for a dataset with 324 instances. A high explained vari-
ance with such a skewed sample-to-term ratio is likely the result of
model bias or overfitting.

6.5 discussion

An overview of hypotheses and whether we found support for them
is presented in Tables 11 and 12.



6.5 discussion 71

2.4

2.7

3.0

3.3

20 30 40 50

Age

R
is

k 
P

er
ce

pt
io

n

Gender

female

male

(a) Interaction plot for risk perception dependent on gender * age.

2.6

2.7

2.8

2.9

3.0

2 3 4 5

Extraversion

R
is

k 
P

er
ce

pt
io

n

Gender

female

male

(b) Interaction plot for risk perception dependent on gender * extraversion.

2.8

3.0

3.2

3.4

3.6

1 2 3 4 5

Conscientiousness

R
is

k 
P

er
ce

pt
io

n

Gender

female

male

(c) Interaction plot for risk perception dependent on gender * conscientiousness.

Figure 11: Interaction plots for risk perception dependent on gender and
age, extraversion, and conscientiousness. Regressions adhere to
Equation a with the exception of the added interaction term spec-
ified in captions 11a–11c.
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Table 10: Causal mediation results for a model with subject-fixed effects and
omitted controls. Coefficients are z-standardized and t-statistics
are presented in parentheses. Standard errors are clustered by sub-
ject and text identifier. Regressions include intercepts and fixed
effects for text identifier. Letters a–c match paths in Figures 7 and
10.

Risk Perc Invest Sum Invest Sum

(a) (b) (c)

Ling Unc 0.54∗∗∗ −0.51∗∗∗ −0.69∗∗∗

(0.10) (0.11) (0.11)

Risk Perc −0.33∗∗∗

(0.07)

n 324 324 324

R2
41.65% 30.63% 24.12%

† ≤ 0.1,∗ p ≤ 0.05,∗∗ p ≤ 0.01,∗∗∗ p ≤ 0.001

6.5.1 RQ1: Linguistic Uncertainty and Investment Decisions (H1–H2)

In line with H1, the results show that the influence of linguistic un-
certainty on investment sum is mediated by risk perception. The me-
diating role of risk perception is a potential explanation that people
invest less in a company when the management uses vague commu-
nication in earnings calls, as they are at a higher risk of losing the
invested money. These findings highlight the important role of man-
agerial language to communicate results and outlooks in earnings
calls.

In line with hypothesis H1a, the results suggest that ceteris paribus,
the frequent use of words reflecting vagueness or other types of lin-
guistic uncertainty in an earnings call, causes an increased risk per-
ception. The analysis indicates that the linguistic uncertainty in earn-
ings calls is by far the most influential factor in predicting risk per-
ception of an investment, compared to other factors like age, annual
income, risk tolerance, or financial literacy. Thus, the data contributes
to a clearer understanding of the impact of vague communication on
risk perception, as this variable was measured directly instead of us-
ing stock market figures as a proxy. Furthermore, a causal effect of
the linguistic uncertainty in earnings calls on investor risk perception
and the amount invested was shown for the first time.

Considering H1b, the analysis supports the theory that a larger
risk perception causes investors to invest less money in a company’s
stock. Thus, the results are following the findings of Byrne (2005)
and Nguyen et al. (2019), who find a negative relationship between
the perceived risk of a stock and the amount of invested money. We
also find support for H1c, which postulates that linguistic uncertainty
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Table 11: Hypothesis testing results concerning RQ1: “How does linguis-
tic uncertainty in financial disclosures influence individual invest-
ment decision-making?”

Hypothesis Support

H1 Linguistic uncertainty in financial disclosures causes individ-
uals to allocate smaller investment sums to a company. This
effect is mediated by risk perception.

Yes

H1a Linguistic uncertainty has a negative effect on risk perception. Yes

H1b Risk perception has a negative effect on investment sum. Yes

H1c Linguistic uncertainty has a negative effect on investment sum. Yes

H2 Linguistic uncertainty has a positive effect on the variation of
investment sums across individuals.

No

Table 12: Hypothesis testing results concerning RQ2: “How do individual
characteristics of an investor influence the risk perception regard-
ing an investment?”

Hypothesis Support

H3 Men have a lower risk perception than women. No

H4 Age has a positive effect on risk perception. Yes

H5 Income has a negative effect on risk perception. Partly

H6a Conscientiousness has a positive effect on risk perception. No

H6b Extraversion has a negative effect on risk perception. No

H6c Neuroticism has a positive effect on risk perception. Yes

H7 Financial literacy has a negative effect on risk perception. No

H8 Risk tolerance has a negative effect on risk perception. No

causes smaller investment sums directly. A negative relationship be-
tween perceived risk and expected return seems incongruent with
traditional financial theory (Sharpe, 1964). However, this result is in
line with recent work on the affect heuristic (Kempf et al., 2014; Shefrin,
2001; Weber et al., 2013). Hypothetically, linguistic uncertainty could
lead to negative affect due to a perceived lack of confidence or com-
petence. Furthermore, vague language is a frequently used linguistic
device for obfuscation and deception (Burgoon et al., 2016; Guo et al.,
2017). Investors could anticipate this and hence avoid companies with
vaguer disclosure language.

Contrary to hypothesis H2, the results show that linguistic uncer-
tainty causes a lower variation in the amount invested instead of an
expected higher variation. These results do not match those observed
in prior studies demonstrating that language uncertainty in disclo-
sures is positively associated with investor uncertainty as proxied by
volatility (Barth et al., 2021; Doshi et al., 2021; Loughran and McDo-
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nald, 2011, 2013). Statistically, this previously unexpected result can
be explained by the fact that uncertain disclosures lead subjects to
believe in declining returns and hence predominantly attract low in-
vestment sums. Therefore, the variance across subjects is low with the
majority investing less than 10% of the total amount (cf. Figure 8b).
Conceptually, there are further open points that might help explain-
ing this result:

1. The results of past work were based on stock prices or forecasts
by professional analysts. In contrast, the study results herein are
not based on a specific target group and mostly based on unpro-
fessional investors and laypeople. However, work by Holzmeis-
ter et al. (2020) suggests that on over-proportional effect of loss
aversion on risk seems to be robust across different levels of fi-
nancial literacy.

2. The psychological mechanism between linguistic uncertainty and
investor behavior is still not fully understood. An important
facet of personality might be trust of subjects and the perceived
honesty or humility displayed by company representatives (cf.
the HEXACO model of personality (Ashton et al., 2004)). Com-
pany representatives using a mostly certain language may be
deemed overconfident, hence reducing the invested amount. Con-
versely, using mostly uncertain language might be perceived
as honest or trustworthy, thus increasing the invested amount.
Therefore, the investment sums for linguistically uncertain earn-
ings calls may exhibit less variation than those for certain calls.

While previous research has focused on the relationship between
linguistic uncertainty and stock price movements or analyst forecasts,
these results demonstrate how the linguistic uncertainty in earnings
calls influences individual investment decisions. Other driving fac-
tors beyond the influence of the disclosing company are found at the
individual level with traits such as personality or risk tolerance. The
following will shed light on them.

6.5.2 RQ2: Investor Characteristics and Risk Perception (H3–H8)

While the coefficient of gender is highly significant, the association be-
haves in the opposite direction as hypothesized in H3, i.e., men have a
larger risk perception than women. As shown in the interaction anal-
ysis (Figure 11), gender seems to moderate the effect of age on risk
perception. For men, the positive effect of age on risk perception is
relatively stronger than for women. Critically, the analyzed sample is
imbalanced regarding gender, with the majority of participants being
male (61 vs. 20). Hence, larger sample sizes with a more balanced
gender ratio might yield different results. Furthermore, we find that
the relationship between age and risk perception is highly significant
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and positive, aligned with H4. The size of this effect is approximately
half as large as that of linguistic uncertainty.

Regarding income, we find that the relationship to risk percep-
tion is quadratic, positive, and highly significant. This indicates an
upward-facing parabolic relationship, where increases in income at
the low end are followed by strong decreases in risk perception. In
contrast, the opposite holds for increases in income at the high end.
Thus, while a negative effect of income on risk perception can be
confirmed for low incomes, the opposite holds for high incomes.

Regarding the Big 5, conscientiousness is positively associated with
risk perception, but insignificant. Similar to age, we find evidence
that the effect of conscientiousness is significantly moderated by gen-
der: The risk perception of male investors scoring high on conscien-
tiousness increases stronger than for female investors. Although we
find that extraversion has a significant association with risk percep-
tion, the direction of this relationship is opposite than expected: Ex-
traverted individuals tend to have an increased risk perception com-
pared to introverts. Therefore, we have to reject H6a and H6b. For
neuroticism, we find a highly significant and positive relationship
with the mediator; hence, we accept H6c. Finally, although the signs
of the coefficients behave as expected (negative), contrary to the find-
ings of (Diacon, 2004; Nguyen et al., 2019) and (Gibson et al., 2013;
Nguyen et al., 2019), we find no evidence for a significant association
between financial literacy or risk tolerance and risk perception. The
result regarding financial literacy is however in line with Holzmeis-
ter et al. (2020), who find that drivers of risk perception are relatively
consistent between experts and laypeople.

6.6 conclusion

Past literature has addressed the tasks of linguistic uncertainty de-
tection or risk regression (based on uncertainty) in finance. However,
up until now no laboratory study has been conducted to establish
a causal link between both of these tasks. Introducing the first ap-
proach of this kind, this chapter provides evidence that vague or oth-
erwise uncertain communication in earnings calls causes increased
risk perception and decreased investment sums. In an experimental
study, we presented subjects with randomized excerpts of earnings
calls. Based on the Loughran and McDonald (2011) dictionary, we ma-
nipulated these excerpts to either contain linguistically certain or un-
certain words. After having read the excerpts, participants indicated
their risk perception and invested fictional money into the respective
companies. Finally, they answered items covering various socio-de-
mographic, psychometric, and financial traits.

The survey findings suggest that linguistic uncertainty in financial
disclosures causes investors to invest less money into the stock of
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the disclosing company. This effect is mediated by risk perception.
We found no evidence that linguistic uncertainty is associated with a
larger variation of investment sums between subjects.

The exploratory analysis yielded that both age and neuroticism
positively affect risk perception, while none of the other hypotheses
could be confirmed. We find partial evidence that income has a nega-
tive effect on risk perception since the two variables are related in an
upward parabolic shape, indicating that increasing income decreases
risk perception for low-income individuals. In summary, this study
is the first to analyze the causal effect of linguistic uncertainty in con-
junction with individual investor characteristics on risk perception in
earnings calls. Part IV will move to the prediction of market and an-
alyst reactions to linguistic uncertainty and other representations of
disclosure content.



Part IV

R I S K R E G R E S S I O N

This part contains works addressing the task of risk re-
gression (T3). What is the influence of linguistic uncer-
tainty on financial risk measures? What other linguistic
phenomena are explanatory or predictive of risk? Chap-
ter 7 introduces an econometric approach to explain stock
return volatility and analyst-based uncertainty measures
based on linguistic uncertainty. Chapter 8 presents a Trans-
former-based regressor predicting the Myers–Briggs Type
Indicator (MBTI) personality of CEOs and using the such
predicted personalities to explain volatility. Chapter 9, fi-
nally, discusses an assumption-free DL approach to predict
volatility based on earnings call transcripts.





7
R I S K R E G R E S S I O N
F R O M L I N G U I S T I C U N C E RTA I N T Y

* In Part II, methods to detect and predict the use of uncertain lan-
guage in financial disclosures were proposed; in Part III, it was shown
that uncertain language influences investment behavior, mediated by
risk perception. But do these effects persist in large-scale observa-
tional studies? Can we find influences of uncertain language on fi-
nancial uncertainty measures such as risk with regression analyses?
Moreover, how suitable is the dictionary developed by Loughran and
McDonald (2011) for such a task?

7.1 introduction

In this chapter, we analyze relationships between financial disclosure
uncertainty and market reactions. For this purpose, we assemble a
corpus of 10-Ks. Moreover, we propose an automatic expansion and
filtering method of the Loughran and McDonald (2011) uncertain

dictionary based on multi-task learning. To assess the validity of the
findings, we measure the adapted dictionary’s explanatory power
of financial risk and analyst uncertainty. Overall, we show that the
adapted dictionary outperforms the original dictionary and two ex-
pansions suggested in our past works from 2018 and 2020. Empiri-
cally, linguistic uncertainty seems to increase financial risk and ana-
lyst uncertainty.

7.1.1 Disclosure Type: 10-Ks

In this work, we focus on disclosure type 10-K, which are annual
reports required to be filed by most U.S. companies.1 10-Ks usually
consist of up to 15 distinct sections; while some studies have argued
to focus on specific sections they deem most informative to stake-
holders (typically, Section 1a “Risk Factors” or the MD&A), Loughran
and McDonald (2014) use the whole document as they have shown
that using only the MD&A section “does not provide more powerful
statistical tests” while introducing the probability of parsing errors.
Figure 12 depicts the average linguistic uncertainty measured by the

* This chapter expands on the quantitative part of “Explaining Financial Uncertainty
through Specialized Word Embeddings” (Theil, Štajner, and Stuckenschmidt, 2020),
published in Volume 1, Issue 1 of the ACM/IMS Transactions on Data Science. Addi-
tions include: Augmenting the data to cover years 1994–2020 (as opposed to 1994–
2015), and introducing a dictionary filtering method based on multi-task learning.

1 See §2.2.3 for an in-depth discussion of 10-Ks.
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Figure 12: Average share of linguistically uncertain tokens (Loughran and
McDonald, 2011) per 10-K section. The sample consists of all
parsable 10-Ks published between 1994 and 2020 (n = 217K).
Only sections containing at least 250 words are considered.

Loughran and McDonald (2011) dictionary per 10-K section. As can
be seen, other sections than 1a and 7, for example, 3 and 6, can also
exhibit considerable uncertainty. Hence, we were further motivated
to analyze all documents in their entirety.

7.1.2 Motivation

Related work (Rekabsaz et al., 2017; Tsai and Wang, 2014; Tsai et al.,
2016) has explored automatic expansions of the Loughran and McDo-
nald (2011) dictionary based on word embeddings. Those approaches
consisted of training a word embedding model on a corpus of 10-Ks
and adding the top-20 most cosine similar words to each original
dictionary term. As the number of related candidates k in related
domains is commonly set to 10 (Glavaš and Štajner, 2015; Paetzold
and Specia, 2016), we were motivated to explore expansions with
1 ≤ k ≤ 20.

Furthermore, we were interested in inducing industry-specific know-
ledge into the training process of the embedding models. This is mo-
tivated by past work suggesting that the specificity of word2vec train-
ing corpora is more important than their size (Dusserre and Padró,
2017). Conceptually, the financial domain could be understood as a
meta-domain comprising various industry-specific sub-domains (e.g.,
health, mining, or agriculture). Lastly, as an add-on to the experi-
ments presented in 2020, we were motivated to explore automatic
term-filtering methods based on multi-task learning. As the size of
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the automatic dictionary expansions grows as a function of the num-
ber of added candidates and the number of industries considered,
the signal-to-noise ratio diminishes. Thus, we propose a method au-
tomatically retaining just those terms that are explanatory of the con-
sidered financial uncertainty measures. The proposed method is com-
putationally cheap and leverages inter-correlations between the three
target variables.

In contrast to prior work, we do not train a predictive model of
volatility but instead develop an explanatory one, where the height of
the coefficients gauges the estimated effect strength of linguistic un-
certainty on financial uncertainty measures. Following the financial
methodology of Loughran and McDonald (2014), we use the finan-
cial data as an external validation for the assumed correlation. Apart
from volatility, we aim to explain two analyst-based measures and in-
clude several control variables introduced by the authors mentioned
above.

7.1.3 Contributions

This work is the first to propose specialized word embedding mod-
els which account for industry-specific jargon. Furthermore, a me-
thod to retain only relevant terms for explaining external uncertainty
measures is introduced. We evaluate the validity and effectiveness
of the expansions by providing (1) a brief qualitative analysis of the
suggested terms; (2) cross-sectional regression analyses as external
validation measuring how well the expanded uncertainty dictionary
explains drifts of market and analyst uncertainty. In summary, we
contribute to the scientific community by:

• Developing the first word embedding models accounting for
industry-specific jargon;

• Proposing an automatic feature selection method based on multi-
task learning for retaining the most relevant dictionary candi-
dates;

• Statistically explaining both drifts in stock return volatility and
analyst uncertainty with the automatically expanded dictionary.

7.2 dataset construction

7.2.1 Document Parsing

We download all 10-Ks filed between 1994 and 2020 from the SEC’s
public filing database EDGAR.2 For each document, we remove ex-
hibits, graphics, and HTML tags and, following Loughran and McDo-

2 https://www.sec.gov/edgar.shtml

https://www.sec.gov/edgar.shtml
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nald (2011), only consider 10-K sections containing at least 250 words.
We remove numbers and lowercase all tokens except for proper nouns,
which are identified through PoS tagging. Considering only 10-Ks
with at least one complete section and dropping duplicates, this leaves
us with a dataset of 218K unique documents used to train the word
embedding models.

7.2.2 Data Screens

volatility regression data We then perform a set of data
screens suggested by Loughran and McDonald (2011, 2014). In par-
ticular, we require a match with the financial database Center for Re-
search in Security Prices (CRSP)3, the stock to be ordinary common eq-
uity, a stock price of greater than $3, a positive Book-to-Market (BTM)
ratio, as well as at least 60 days of stock return data available for
trading day windows t−252 to t−6 before, one day for t0 to t1 around,
and at least ten days of data for t6 to t28 after the filing date. This re-
duces the original dataset to 85K instances available for the volatility
regression analyses.

analyst regression data For the analyst forecast error regres-
sions, we additionally require at least one analyst forecast of EPS to
be present between the filing date and the EPS announcement date on
the financial database Institutional Brokers Estimate System (IBES).4

This dataset has a size of 35K documents. For the analyst dispersion
regressions, we require at least two of such forecasts to be present
(n = 23K).

7.3 methodology

We apply the following pipeline to address our task: First, we train
word embedding models and expand an existing dictionary of uncer-
tainty triggers (§7.3.1). Afterward, we perform a set of event study
regressions as an external validation (§7.3.2).

7.3.1 Automatic Dictionary Expansion

We aim to take the established Loughran and McDonald (2011) un-
certain dictionary, which has been shown to possess explanatory
power of financial risk (Barth et al., 2021; Dzieliński et al., 2021; Lough-
ran and McDonald, 2011) and to expand it automatically for im-
proved risk regressions. Furthermore, we are interested in testing the
applicability of both the original dictionary and our expansions for

3 http://www.crsp.com

4 https://financial.thomsonreuters.com/en/products/data-analytics/company-

data/ibes-estimates.html

http://www.crsp.com
https://financial.thomsonreuters.com/en/products/data-analytics/company-data/ibes-estimates.html
https://financial.thomsonreuters.com/en/products/data-analytics/company-data/ibes-estimates.html
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two other measures of information uncertainty: analyst forecast er-
ror and analyst dispersion. These two measures describe how far off
EPS forecasts were on average and how dispersed such forecasts were.
Larger errors and dispersions indicate increased uncertainty.

As baselines, we use the plain dictionary and expansions devel-
oped in our prior work: These include an agnostic expansion (Theil
et al., 2018), similar to that of Tsai and Wang (2014) and an industry-
specific expansion developed in the published version of this chapter
(Theil et al., 2020).

candidate generation Inspired by Tsai and Wang (2014) and
similar to Theil et al. (2018) and Theil et al. (2020), we start by train-
ing a word2vec embedding model with standard parameters on the
full dataset of 218K text documents.5 Past work proposes to select
the top-20 most cosine similar candidates to each original dictionary
term. However, those works considered no automatic filtering of such
candidates and either took them as-is or conducted manual filtering.
Thus, to construct a relatively exhaustive list, we selected a top-k
threshold of one order of magnitude larger, i.e., 200. After selecting
the 200 most cosine similar terms for each original dictionary entry
in the embedding model, we removed stopwords from Porter’s dictio-
nary (Porter, 1980) and such words that do not appear in a dictionary
of the English language (with 500K terms). This yields an expanded
dictionary of 11K terms (compared to the original dictionary with ca.
300 terms).

candidate selection We were motivated to explore automatic
feature selection methods to only retain such terms that are truly
explanatory of risk and analyst uncertainty. We frame this task as a
regression problem with the tf–idf weighted set of candidate terms
(n = 11K) as an input and the three dependent variables volatility,
error, and dispersion as output.

We explored regressors meeting two criteria (1) multi-task applica-
bility; and (2) usefulness for feature selection. As we want to explain
three output variables, learners able to leverage inter-correlations (i.e.,
multi-task learners) are particularly suitable for the problem. To a-
chieve results with interpretable coefficients (e.g., ceteris paribus, X
decreases y by p%), linear regression based on Ordinary Least Squares
(OLS) with control variables is most commonly used in finance. There
exist two regularized extensions of OLS with out-of-the-box applica-
bility for multi-task learning: the Least Absolute Shrinkage and Selec-
tion Operator (LASSO) by Tibshirani (1996) and elastic net (Zou and
Hastie, 2005). Our choice fell on the latter, as it entails the LASSO re-

5 In the works from 2018 and 2020, the embedding model was trained only on the
residual of files for which no financial data was available (n = 125K and n = 126K,
respectively).
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gressor while including the advantages of a Ridge regressor (Hoerl
and Kennard, 1970). The following provides a formulaic explanation.

The elastic net regressor combines the L1 penalty of the LASSO re-
gression with the L2 penalty of the ridge regression via a hyperpa-
rameter 0 < α ≤ 1, which specifies the weighing of both. The other
tunable hyperparameter is λ, which specifies the shrinkage of the co-
efficients. The regressor minimizes the following optimization target:

β̂ ≡ argmin
β

1
2n
||βX−Y||2F + λα||β||2,1 +

λ(1− α)

2
||β||2F, (2)

where β is the regression coefficient; n is the number of samples (i.e.,
23×103); Y is a two-dimensional array of the shape n and the number
of tasks, i.e., (23×103, 3); index F is the Frobenius norm ||β||F =√

∑ij β2
ij; and ||β||2,1 is the product of L1 and L2, with ||β||2,1 =

∑i

√
∑j β2

ij, i.e., the sum of the norm of each row.6

In our experiments, we use the sklearn 0.24.2 implementation
of MultiTaskElasticNet. To find a good set of hyperparameters, we
run a randomized grid search with a 5-fold temporal CV setup on
the subset of data for which all three dependent variables are avail-
able (n = 23K). We explore α ∈ {0, 1×10−1, 2×10−1, · · · , 1} and
λ ∈ {1×10−4, 1×10−3, · · · , 1×102} and select the model yielding the
largest coefficient of determination R2.7 We find α = 3×10−1 and
λ = 1×10−1 to be a good set of hyperparameters for the given task.
Finally, we run the optimized regressor once on the full dataset and
then select all candidate terms for which the coefficients are larger
than zero.

comparison to prior work In the work published in 2018, an
expansion similar to the ones proposed by Tsai and Wang (2014) and
Tsai et al. (2016) and Rekabsaz et al. (2017) performed best for volatil-
ity regressions. Here, the 20 most cosine similar terms to each of the
ca. 300 terms appearing in the Loughran and McDonald (2011) un-
certain dictionary were added to the list. This yields an expanded
dictionary8 of 4K terms, which we call “agnostic” as it induces no
industry-specific jargon.

In addition, we evaluate the industry-specific expansions published
in 2020. In this work, such industry-specific expansions performed

6 https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.M

ultiTaskElasticNet.html

7 We chose this measure as we aimed to obtain a model maximizing the explained
variation of the dependent variables. Furthermore, we were interested in overall ex-
planatory power by considering all covariates (linguistic uncertainty in conjunction
with the financial features) for more robust results.

8 All dictionary expansions and data used in this work can be found online (see Ap-
pendix A).

https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.MultiTaskElasticNet.html
https://scikit-learn.org/stable/modules/generated/sklearn.linear_model.MultiTaskElasticNet.html
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better in volatility and analyst forecast regressions than the plain dic-
tionary and the agnostic expansion. As training data, a corpus of
10-Ks in the years 1994–2015 was divided into industry-specific sub-
corpora based on the established Fama and French (1997) scheme.
This scheme comes in different levels of granularity, distinguishing
between {5, 10, 12, 17, 30, 38, 48, 49} industries (from now on: FF5 to
FF49). Furthermore, for each of the eight levels of granularity, ex-
pansions with 1 ≤ k ≤ 20 were proposed, i.e., 8 · 20 = 160 dictio-
nary expansions are evaluated. These dictionaries contain between
14K and 49K terms, depending on the level of industry granularity.
The FF49, 5 dictionary, e.g., spans 49 sub-dictionaries (one per indus-
try) and k = 5 added candidates per seed term. Thus, for the seed
term “anomalous,” it contains the candidate “denial-of-service,” in
the Hardware industry, “overheating” in Lab Equipment and “unethi-
cal” for Utilities.

7.3.2 Event Study Regressions

For each dictionary and document, we calculate the cumulative tf–idf

of uncertain terms to gauge linguistic uncertainty. Specifically, the
tf–idf value of a term t in a document d is defined as

tfidft,d = tft,d · idft, (3)

where tf(t, d) is the frequency of t in d normalized by the total number
of terms in d and

idf(t) = log
n

df(t)
+ 1, (4)

where n is the total number of documents and df(t) the number of
documents in which t appears.

We calculate the cumulative tf–idf score for a respective dictionary
and document d by summing up the tf–idf scores of the dictionary’s
terms w1, w2, ..., wn occurring in d. For each dictionary–document com-
bination, this procedure yields a continuous measure of linguistic un-
certainty (in the following: uncertainty). The documents are the 85K
10-Ks (§7.2).9

We evaluate all dictionaries described above (cf. §7.3.1): The auto-
matically filtered expansion retaining only the terms with an above-
zero coefficient in a multi-task elastic net regression (cf. §7.3.1); the

9 In line with related work (Rekabsaz et al., 2017; Tsai and Wang, 2014; Tsai et al.,
2016), the dataset for candidate selection (n = 23K) is a subset of the data used for
the regression setup (n = 85K). This is a valid methodological choice as the aim of
this study is a regression in an explanatory and not a predictive sense (see Shmueli
(2010) for the conceptual differences). An acknowledged limitation is a decreased
out-of-sample applicability of the induced dictionary. As the proposed model is
computationally inexpensive, however, we suggest future work to re-train it on a
case-by-case basis instead of applying our learned dictionary out-of-domain with-
out automatic adaptation.
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plain uncertainty dictionary (Loughran and McDonald, 2011); the
industry-agnostic expansion proposed in 2018; and the 160 industry-
specific expansions along the eight industry schemes (FF5 to FF49)
and k = [1, 20] proposed in 2020 (cf. §7.3.1).

To compare which dictionary provides the best assessment of un-
certainty, for each dictionary and document, we follow Loughran and
McDonald (2014) by performing regressions of the financial variables
volatility, analyst forecast error (error), and analyst dispersion (dis-
persion). Note that different from them, our main explanatory mea-
sure is linguistic uncertainty and not readability. The calculation of
these three financial variables is outlined below under “Volatility”
and “Analyst-Based Measures.” All regressions adhere to the follow-
ing formulae (Equations 5–7):

Volatilityi = αi + βi ·Uncertaintyi + δi (5)

Errori = αi + βi ·Uncertaintyi + δi (6)

Dispersioni = αi + βi ·Uncertaintyi + δi (7)

In these equations, αi is the estimated regression intercept, βi the esti-
mated slope coefficient for the independent variable uncertainty, and
δi is a vector of control variables which we obtained as outlined under
“Control Variables” below. The slope coefficient β denotes the number
of standard deviations that the dependent variable changes for each
standard deviation increase in the predictor variable; it can be inter-
preted as the effect strength of our linguistic uncertainty measure to
a given financial uncertainty measure.

volatility We consider the filing date of a 10-K as the event date
after which we measure stock return fluctuation (i.e., volatility) at-
tributable to the 10-K disclosure. We follow Loughran and McDonald
(2014) and calculate subsequent volatility as the RMSE of a post-filing
market model (Sharpe, 1963) using trading days t6 to t28 (approxi-
mately a month) relative to the 10-K filing date. To control for his-
torical volatility, we additionally estimate a pre-filing market model
using trading days t−252 to t−6 (approximately a year).

A market model is estimated by regressing a respective company’s
returns (ri) on the overall market return (rm) in said windows. Return
data is obtained from the financial database CRSP. As a proxy for rm,
we use the CRSP value-weighted index. The market model regressions
adhere to the following formula:

ri = αi + βi · rm (8)

These regressions yield intercepts αi and slope coefficients βi. We use
these two variables to estimate expected returns in the given window.
We further calculate the volatility, our primary independent variable,
as the RMSE of the market models. Calculating volatility in such a
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manner as opposed to simply using the standard deviation of returns
is a common procedure (Bonsall IV et al., 2017; Loughran and Mc-
Donald, 2014, inter alia) to obtain a measure of idiosyncratic i.e., un-
systematic risk. Using market model return estimates (called expected
returns) and quantifying the differences towards actual returns yields
residuals that cannot be explained through fluctuations of the overall
market alone. These residuals (called unexpected returns) reflect gains
or losses attributable to unforeseen events.

analyst-based measures In addition to this market-based mea-
sure, using data from IBES, we deploy two standard measures of in-
formation uncertainty based on analyst forecasts: analyst forecast er-
ror and analyst dispersion. These measures focus on the critical figure
earnings per share, which indicates the proportion of company profit
allocated to each outstanding share. Due to the lower data availability,
the sample size gets reduced to 35K for the analyst forecast error and
to 23K for the analyst dispersion regressions.

We follow the definitions of analyst forecast error and analyst dis-
persion by (Loughran and McDonald, 2014): We calculate analyst fore-
cast error as the absolute value of the SUE, defined as

actual earnings− average expected earnings
stock price

. (9)

The actual earnings are the earnings per share as published in the earn-
ings announcement. We obtain average expected earnings by taking the
mean of all earnings forecasts issued by banking analysts between
the 10-K filing date and the earnings announcement date. We acquire
both figures from the IBES unadjusted data files. We consider only the
forecast closest to the filing date for analysts with more than one fore-
cast reported between the 10-K filing and the earnings announcement.
Finally, the variable is winsorized at the 1

st and at 99
th percentile. We

calculate analyst dispersion as the standard deviation of analyst fore-
casts in the forecast error estimate divided by stock price. We retain
only firms with at least two analyst forecasts and winsorize the result.

control variables Beyond these three independent variables,
following (Loughran and McDonald, 2014), we use the following set
of control variables within our regressions:

• intercepts α and the RMSE from market model regressions with
trading days t−252 to t−6 as indicators of historical performance
and historical volatility (see §7.3.2 for details);

• CAR as the absolute value of the buy-and-hold return in trading
days t0 to t1 minus the buy-and-hold return of the market index.

• log-transformed firm size calculated as current stock price mul-
tiplied by the number of outstanding shares;
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• log-transformed BTM ratio, calculated as the book value of eq-
uity according to Compustat10 divided by the market value of
equity according to CRSP (firms with a negative book value are
removed and the variable is winsorized at the 1

st and at the 99
th

percentile);

• a NASDAQ dummy set to one if the firm is listed on the NAS-
DAQ and otherwise zero.

In addition to these variables, we control for year- and industry-
specific effects by adding the filing year and the assigned industry
according to the respective Fama and French (1997) industry scheme
as one-hot-encoded categorical features. In the error and dispersion
regressions, we additionally include the number of analyst forecasts
appearing in the analyst forecast error calculation as control. All vari-
ables are z-standardized by subtracting the mean and dividing by the
standard deviation.

7.4 results and discussion

The discussion of our results is two-fold: §7.4.1 presents a brief qual-
itative analysis exploring the suitability of the dictionary expansions
to capture uncertainty. §7.4.2 provides regression analyses assessing
how well the models are suited to explain financial uncertainty in
terms of volatility, analyst forecast error, and analyst dispersion.

7.4.1 Qualitative Analysis

We start by showcasing the candidate terms to which the multi-task
elastic net regressor assigned coefficients above zero (cf. §7.3.1). This
yields 175 terms, two orders of magnitude below the original set of
candidates (n = 11K). The top-10 terms according to their average
coefficient are depicted in Table 13. The total list of terms can be
found in Appendix C, Table 32.

As evident in Table 13, the selected set of candidates captures a-
leatory (“coronavirus,” “burglaries”) or epistemic components of un-
certainty (“nonhomogenous,” “postulates”). Nevertheless, it also con-
tains noise in the form of likely overfit candidates such as “ampu-
tated” or “hyperglycemia.” Furthermore, the inclusion of the term
“coronavirus,” which did not appear in our work from 2020, reveals
the time-dependence of the model. Hence, we suggest training such
a model on a case-by-case basis instead of applying our learned dic-
tionary (cf. Appendix C) out-of-domain without adaptation.

An advantage over the previously proposed model in 2020 is the
greatly reduced number of candidates and computational complexity:

10 http://www.crsp.com/products/research-products/crspcompustat-merged-dat

abase

http://www.crsp.com/products/research-products/crspcompustat-merged-database
http://www.crsp.com/products/research-products/crspcompustat-merged-database
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Table 13: Top-10 terms with a positive coefficient according to the multi-task
elastic net regressor. β stands for regression coefficient and the
subscripts represent the three primary independent variables: post-
filing RMSE, SUE, and analyst forecast dispersion (DIS). Terms are
sorted in descending order according to their mean coefficient (x̄β).

Term βRMSE βSUE βDIS x̄β

territoriality 0.001 0.347 0.132 0.160

disreputable 0.015 0.230 0.193 0.146

amputated 0.017 0.105 0.114 0.079

warrants 0.052 0.033 0.031 0.039

hyperglycemia 0.005 0.051 0.049 0.035

coronavirus 0.058 0.023 0.015 0.032

nonhomogeneous 0.001 0.077 0.013 0.030

raise 0.027 0.030 0.032 0.029

postulates 0.002 0.047 0.037 0.028

burglaries 0.012 0.049 0.019 0.027

Instead of evaluating 8 · 20 = 160 different parameter combinations or
training 5+ 10+ 12+ 17+ 30+ 38+ 48+ 49 = 209 different word em-
bedding models, only 40 combinations of hyperparameters had to be
evaluated, and one single word embedding model had to be trained.
In the following, we will move to the performance gains obtained
with such a model.

7.4.2 Quantitative Analysis: Event Study Regressions

How valid are our expansions in a real-world application? In this sec-
tion, we analyze the beneficial effect of our automatic dictionary ex-
pansions in event study regressions of the financial uncertainty mea-
sures volatility, analyst forecast error, and analyst dispersion. The re-
sults of these regressions are summarized in Tables 15a–15c.

volatility regressions Consistent with prior research, linguis-
tic uncertainty and volatility are positively related (see Table 15a). The
best industry-specific expansion is achieved with FF12 and k = 8 (co-
efficient β = 0.02, significant at the 1%-level). However, the value is
equal to the one of the plain dictionary. The expansion with auto-
matic filtering based on multi-task learning yields the largest coeffi-
cient (β = 0.08, significant at the 1%-level). This value is four times
higher than both the plain dictionary and the industry-specific expan-
sion without candidate filtering.
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Table 14: Regression results. “LM” is the uncertainty dictionary, “Agnos-
tic” an industry-agnostic expansion, “FFi,j” an industry-specific ex-
pansion (with i industries and j candidates), and “ENet” the au-
tomatically filtered expansion. Regressions include NASDAQ, in-
dustry, and year dummies. † p ≤ 0.1,∗ p ≤ 0.05,∗∗ p ≤ 0.01,∗∗∗ p ≤
0.001.

(a) Regression results for the dependent variable volatility, measured as RMSE of a
post-filing market model using trading days t6 to t28 (n = 85K). Largest effect
size of uncertainty depicted in bold.

Post RMSE

LM Agnostic FF12,8 ENet

Uncertainty 0.02∗ 0.03∗∗ 0.02∗∗∗ 0.08∗∗∗

Alpha −0.07∗∗ −0.07∗∗ −0.08∗∗ −0.07∗∗∗

Prior RMSE 0.43∗∗∗ 0.43∗∗∗ 0.46∗∗∗ 0.42∗∗∗

CAR(0,1) 0.10∗∗∗ 0.10∗∗∗ 0.11∗∗∗ 0.10∗∗∗

Size −0.18∗∗∗ −0.18∗∗∗ −0.16∗∗∗ −0.17∗∗∗

BTM −0.05∗∗ −0.05∗∗ −0.07∗∗ −0.05∗∗

Adjusted R2 0.47 0.47 0.47 0.48

(b) Regression results for the dependent variable analyst forecast error, measured as
SUE (n = 35K). Largest effect size of uncertainty depicted in bold.

SUE

LM Agnostic FF49,1 ENet

Uncertainty −0.03∗ −0.00 −0.03∗ 0.06∗

Alpha −0.11∗∗∗ −0.11∗∗∗ −0.11∗∗∗ −0.11∗∗∗

Prior RMSE 0.27∗∗∗ 0.27∗∗∗ 0.27∗∗∗ 0.26∗∗∗

CAR(0,1) 0.05∗∗∗ 0.05∗∗∗ 0.05∗∗∗ 0.05∗∗∗

Size −0.22∗∗∗ −0.22∗∗∗ −0.22∗∗∗ −0.21∗∗∗

BTM 0.13∗∗∗ 0.13∗∗∗ 0.13∗∗∗ 0.13∗∗∗

# Analysts −0.03∗ −0.03∗ −0.03∗ −0.03∗

Adjusted R2 0.18 0.18 0.18 0.18

(c) Regression results for the dependent variable analyst dispersion, measured as
the standard deviation of analyst forecasts (n = 23K). Largest effect size of uncer-
tainty depicted in bold.

DIS

LM Agnostic FF48,4 ENet

Uncertainty 0.00 0.01 0.05† 0.09∗∗

Alpha −0.09∗∗∗ −0.09∗∗∗ −0.09∗∗∗ −0.09∗∗∗

Prior RMSE 0.23∗∗∗ 0.23∗∗∗ 0.23∗∗∗ 0.21∗∗∗

CAR(0,1) 0.04∗∗∗ 0.04∗∗∗ 0.04∗∗∗ 0.04∗∗∗

Size −0.16∗∗∗ −0.16∗∗∗ −0.15∗∗∗ −0.14∗∗∗

BTM 0.11∗∗∗ 0.11∗∗∗ 0.11∗∗∗ 0.11∗∗∗

# Analysts 0.02 0.01 0.02 0.02

Adjusted R2 0.14 0.14 0.14 0.14
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Furthermore, the control variables behave similarly for all volatility
regressions: Firms with high pre-filing performance and market value
are subject to less post-filing volatility. Firms with a low BTM ratio,
with higher pre-filing volatility and larger unexpected returns around
the filing date experience higher volatility.

analyst measure regressions Using the augmented dataset
also covering years 2016–2020, our expansions developed in 2020 per-
form weaker than before with decreased significance thresholds. For
the analyst forecast error regressions (cf. Table 15b), they yield a
negative relationship between uncertainty and analyst forecast error
(β = −0.03, significant at the 5%-level); this result is achieved with
the FF49 scheme and k = 1. Consistent with theory and prior em-
pirical results, the automatically filtered expansion yields a positive
relationship (β = 0.06, significant at the 5%-level); that is, 10-Ks with
more linguistic uncertainty tend to be followed by more erroneous
analyst forecasts.

For the analyst dispersion regressions (cf. see Table 15c), the plain
dictionary and the agnostic expansion yield insignificant coefficients
of 0 and 0.01, respectively. The best industry-specific expansion (FF48,
k = 4) features a significant coefficient at the 10%-level of 0.05, i.e., un-
certainty and dispersed analyst forecasts seem to be positively related.
Again, the automatically filtered expansion leads to the most decisive
results with a coefficient of 0.09 that is significant at the 1%-level.

For both sets of regressions, the control variables follow similar pat-
terns again: firms with higher analyst uncertainty tend to be smaller
and subject to lower performance, more volatility before the filing,
and higher BTM ratio. The only differing control variable is the num-
ber of analysts, which is negatively related to forecast error and posi-
tively to dispersion.

discussion We now discuss economic magnitude of the associ-
ation between linguistic uncertainty and financial uncertainty mea-
sures. The regression results imply that an increase of one standard
deviation in uncertainty (according to the best-performing expansion,
the automatically filtered one) is related to an increase of 6% to 9%
of financial uncertainty’s standard deviation. While these coefficients
might appear small, they are well in line with recent research: For
example, Bonsall IV et al. (2017) find that their proposed plain En-
glish measure explains 3.5% of subsequent volatility’s standard devi-
ation. Furthermore, in their study on textual analysis in accounting
and finance, Loughran and McDonald conclude that the “economic
magnitude of the soft information [i.e., text] is somewhat limited”
(Loughran and McDonald, 2016, p. 1202). In summary, all regressions
of financial uncertainty on linguistic uncertainty benefit substantially
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from an automatically expanded dictionary. This beneficial effect is
most profound for the volatility and analyst dispersion regressions.

7.5 conclusion

The Loughran and McDonald (2011) dictionary is considered to be
the state-of-the-art for financial uncertainty detection in finance. As
it is hard to manually create an exhaustive dictionary (and given the
time-dependence of terms deemed to be uncertain, cf. §7.4.1) past
financial domain literature proposed methods to expand this dictio-
nary automatically. Such expansions can improve risk regressions;
however, no work has considered an expansion balancing the inher-
ent bias–variance trade-off of such a task.

This chapter introduces a hybrid approach addressing this trade-
off for the first time. In particular, we select an exhaustive set of
candidates and propose an automatic filtering method. This method
is based on a multi-task learner jointly maximizing the explanatory
power of regressors of risk and two measures of analyst uncertainty.
We have shown that such a method improves over the previously de-
veloped unfiltered methods.

In the following chapters, we will expand the focus of the risk re-
gression task (T3) by exploring other variables apart from linguistic
uncertainty. Specifically, the next chapter introduces a risk regression
model based on CEO personality.



8
R I S K R E G R E S S I O N F R O M C E O P E R S O N A L I T Y

* Earnings calls, the main financial disclosure explored in this the-
sis, are characterized by high spontaneity and authenticity. This is
because in these calls, company managers talk directly to analysts
and investors which differentiates them from other disclosures like
10-Ks that are written by a large group of executives and investor
relations specialists. So far, however, we have not capitalized on this
advantage: Modeling personal characteristics of individual speakers
and using them to explain financial risk might prove as a fruitful av-
enue of research. This chapter introduces predictive model of CEO
personality and explores which components of personality have the
most explanatory power of risk with event study regressions.

8.1 introduction

How much influence does the personality of a CEO have on their com-
pany’s performance? The personal news and antics of famous CEOs

like Elon Musk, Jeff Bezos, or Bill Gates make headlines, and their
personalities sometimes generate a cult-like following. But what mea-
surable effect do they really have? The upper echelons theory (Hambrick
and Mason, 1984) suggests that the personalities of CEOs also reflect
in the organizational outcomes of their companies. However, presum-
ably due to the lack of labeled data, no supervised models exist to
detect CEOs’ personalities from text and infer their effect on the finan-
cial performance of companies. In this paper, we close this research
gap by presenting the first Transformer-based model to predict the
impact of CEOs’ MBTI personality on financial risk.

Ideally, personality is assessed with self-reported questionnaires.
However, it is technically infeasible to request executives such as
Elon Musk to fill out targeted pen and paper questionnaires. We were
therefore motivated to explore crowd-sourced data. This approach is
supported by past research showing that observer reports are an in-
expensive and valid alternative to self-reports (Vazire, 2006), as they
usually agree with them (Kim et al., 2019), and are particularly suit-
able for the assessment of top management personality (Connolly et
al., 2007).

The dominant personality model is the Big 5, which presents per-
sonality on a continuum along the dimensions openness, conscientious-

* This chapter is based on “Top-Down Influence? Predicting CEO Personality and Risk
Impact from Speech Transcripts” (Theil, Hovy, and Stuckenschmidt, 2023), accepted
at the 17th International Conference on Web and Social Media (ICWSM) in Budapest.
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ness, extraversion, agreeableness, and neuroticism (McCrae and John, 1992).
The available data source we use lacks Big 5 ratings, so as proxy, we
explore the MBTI (Briggs-Myers and Myers, 1995), which has been
shown to correlate along the main dimensions with the Big 5 (Furn-
ham, 1996; Furnham et al., 2003; McCrae and Costa, 1989). This model
represents personality via the categories extraversion–introversion, sen-
sing–intuition, thinking–feeling, and judging–perceiving. Addressing me-
thodological criticism of the MBTI (McCrae and Costa, 1989), we

• explore an alternative MBTI representation as a vector of contin-
uous values (§8.3.1);

• find a high internal and external validity of this measure (§8.3.1);

• show that it can be predicted from text (§8.3.3);

• and demonstrate that it is predictive of financial risk (§8.4.3).

Overall, our findings lend empirical support to the upper echelons
theory of management.

8.2 background and related work

Various personality measures exist in the literature. This section de-
scribes the personality model we explore (MBTI), the de-facto standard
model (Big 5), and approaches to predict both representations of per-
sonality from text.

8.2.1 MBTI

The MBTI is named after Katherine Cook Briggs and Isabel Briggs My-
ers. They developed it based on the work of the analytical psychol-
ogist Carl Jung (Briggs-Myers and Myers, 1995). The MBTI classifies
personalities binarily along the following axes:

• extraversion vs. introversion (E–I): describing an out- or inward-
oriented social attention;

• sensing vs. intuition (S–N): information processing based on per-
ceivable/known facts or conceptualization and imagination;

• thinking vs. feeling (T–F): decision-making based on logic and
rationality or emotions and empathy;

• judging vs. perceiving (J–P): quick judgement and organized ac-
tion or observation and improvisation on-the-go.

Combined, the four labels form one of 16 personality types (e.g.,
“ENTJ”). The MBTI is widely used in human resources management
and by laypeople as a tool for self-exploration.
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Psychological literature, however, has called assumptions of the
MBTI into question. For example, McCrae and Costa (1989) find no
evidence that personality can be binarized or distinguished into 16

different types. In addition, they find moderate to strong correlations
between MTBI and Big 5 (McCrae et al., 2010), which is described
in greater detail below (§8.2.2). We re-assess these correlations in our
dataset and explore a continuous representation of the MBTI in line
with the Big 5.

mbti prediction from text In a literature study on text-based
personality detection and a subsequent annotation study, Štajner and
Yenikent (2020, 2021) conclude that predicting the MBTI from textual
data is a difficult task. They hypothesize that this is due to the theoret-
ical and qualitative origin of the index, which distinguishes it from
the empirical and quantitative Big 5. In particular, the dimensions
sensing vs. intuition (S–N) and judging vs. perceiving (J–P) depend on
behavioral rather than linguistic signals (Štajner and Yenikent, 2020,
p. 6291).

In a field survey of project managers, Cohen et al. (2013) show that
managers are significantly more often of the intuitive (N) and thinking
(T) type than the general population. We observe a similar pattern in
our dataset (§8.3.1, Figure 14). Classifying the MBTI of Twitter users
based on count-based features, gender, and tweet n-grams, Plank and
Hovy (2015) outperform a majority class baseline for the E–I and
the T–F dimensions. Gjurković and Šnajder (2018) predict the self-
reported MBTI of Redditors with SVM and Multilayer Perceptron (MLP)
models based on linguistic and activity-level features. Their model
outperforms a majority class baseline across all dimensions with the
best results for E–I, followed by S–N, J–P, and T–F.

We compare the best-performing approaches identified by prior
MBTI prediction studies (n-grams and Linguistic Inquiry and Word
Counts (LIWC) dictionaries with SVMs and MLPs) to Transformer archi-
tectures. Furthermore, we consider a different domain (spoken finan-
cial disclosures) and perform a regression instead of a classification.

8.2.2 Big 5

The Big 5 are the established psychometric model. Here, personality
is represented as a continuum along the five axes openness, conscien-
tiousness, extraversion, agreeableness, and neuroticism (McCrae and John,
1992).

big 5 prediction from text As part of the myPersonality project,
Kosinski et al. (2015) find that liked Facebook pages predict Big 5, IQ,
and other personal characteristics to varying degrees. Mairesse et al.
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(2007) create a text-based Big 5 prediction tool based on student es-
says and speech recordings.

Benischke et al. (2019) show that CEOs’ Big 5 personalities mod-
erate the relationship between CEO compensation and risk-taking.
Hrazdil et al. (2020) use IBM Watson Personality Insight to pre-
dict the Big 5 of C-level executives in earnings calls and find that an
executive’s personality is associated with their risk tolerance and com-
pany audit fees. Harrison et al. (2020) find that CEO Big 5 are related
to perceived firm risk and shareholder value. Another finding is that
CEO conscientiousness moderates the effect of financial risk on returns
positively, while the opposite holds for extroversion and neuroticism.

Different to these approaches, we focus on the MBTI rather than
the Big 5. We create the first supervised model to predict CEOs’ MBTI

personality from text by collecting a new dataset of crowd-annotated
MBTI profiles. This sets us apart from prior work using unsupervised
approaches trained on out-of-domain corpora.

8.3 personality prediction

Using transcribed speech data as an input, we predict the MBTI per-
sonality of CEOs via text regression. The following sheds light on the
dataset collection and validation, methodology, and results.

8.3.1 Dataset Curation

For this task, we collect data from two sources: (1) text data and (2)
crowd-sourced personality data.

text data We obtain 88K earnings call1 transcripts spanning years
2002–2020 from Refinitiv Eikon.2 Earnings calls are quarterly tele-
conferences consisting of a scripted presentation and a spontaneous
Q&A session, in which CEOs such as Elon Musk answer open ques-
tions of banking analysts. Due to the improvised nature of these an-
swers, earnings calls are particularly suitable for detecting personal
style (Malhotra et al., 2018). Figure 13 shows an excerpt of Tesla’s Q1

earnings call in 2020.
Given the dialogue nature of the calls, we need to map utterances to

individual CEOs as we are not interested in the personality of the an-
alysts. We identify CEO names with regular expressions and minimal
preprocessing (e.g., stripping middle name initials or titles). Next, we
require a match with the executive database Compustat Execucomp

for age and gender data (§8.4.2),3 reducing our initial sample to 22K

1 See §2.2.3 for an in-depth discussion of earnings calls.
2 https://eikon.thomsonreuters.com/index.html

3 https://wrds-www.wharton.upenn.edu

https://eikon.thomsonreuters.com/index.html
https://wrds-www.wharton.upenn.edu
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elon musk (ceo): Thank you. So Q1 ended up being a strong quarter despite
many challenges in the final few weeks. This is the first time we have
achieved positive GAAP net income in a seasonally weak first quar-
ter. Even with all the challenges, we achieved a 20% automotive gross
margin, excluding regulatory credits, while ramping 2 major products.
What we’ve learned from this is that—we’ve obviously learned a lot
here.

Figure 13: Excerpt of Tesla’s Q1 2020 earnings call.

Table 16: CEO examples for each MBTI dimension from our dataset.

MBTI CEO Examples

Extraversion Steve Jobs (Apple), Lisa Su (AMD), Mary Barra (General Motors)

Introversion Rupert Murdoch (Fox), Mark Zuckerberg (Facebook), Sheldon Adelson (Las Vegas Sands)

Sensing Jack Dorsey (Twitter), John Schnatter (Papa John’s), Marcus Lemonis (Camping World)

Intuition Marissa Mayer (Yahoo), Bob Iger (Disney), Evan Spiegel (Snap)

Thinking Elon Musk (Tesla), Tim Cook (Apple), Steve Ballmer (Microsoft)

Feeling Sundar Pichai (Google), Howard Schultz (Starbucks), Naveen Jain (Infospace)

Judging Jeff Bezos (Amazon), Larry Ellison (Oracle), Martha Stewart (Martha Stewart Living)

Perceiving Larry Page (Alphabet), Martin Shkreli (Retrophin), Donald Trump (Trump Entertainment)

calls and 1.7K CEOs. For these, we retrieve all of their utterances in
the presentation and the Q&A session of the calls.

personality data We obtain MBTI personality labels for the CEOs

from Personality Database,4 which provides crowd-sourced per-
sonality profiles for celebrities, managers, and other noteworthy peo-
ple. While each profile features vote results for the four dimensions
of the MBTI, a minority also contains results for the Big 5. We find
that 32 CEOs (e.g., Elon Musk and Steve Jobs) from our earnings call
sample have at least three MBTI votes available. The minimum, max-
imum, and mean votes per CEO are 3, 1.8K, and 140, respectively.
These CEOs participate in a total of 736 earnings calls. Table 17 gives
the descriptive statistics of the merged text–personality data, and Ta-
ble 16 contains example CEOs from our dataset across the MBTI.

Instead of representing each personality as one of 16 types, we rep-
resent each personality profile as a vector of 4 continuous variables
ranging from 0 to 1, based on the crowd-sourced votes. We normalize
the votes for the right-hand side of a scale s by the total votes:

personalitys =
votes1,s

votes0,s + votes1,s
. (10)

For example, for the E–I scale, we divide the votes for introversion
(I) by the total votes for E and I. The resulting number is thus the
likelihood of the CEO being intro- or extroverted. This representation

4 https://www.personality-database.com/

https://www.personality-database.com/
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Table 17: Statistics of the CEO–call data considered for the personality predic-
tion. Sums (Σx), averages (x̄), minima (minx), and maxima (maxx)
are computed across all earnings calls (n = 736).

Unit Σx x̄ minx maxx

utterances 13,183 17.91 2 124

sentences 111,781 151.88 2 563

tokens 2,526,473 3,432.71 22 9,968

Table 18: IAA per MBTI dimension in terms of percentage agreement (pa),
Krippendorff’s α, Brennan–Prediger coefficient (κbp), and Gwet’s
γ.

MBTI pa α κbp γ

E–I 87.45 0.40 0.75 0.76

S–N 80.20 0.43 0.60 0.62

T–F 83.33 0.14 0.67 0.71

J–P 90.62 0.17 0.81 0.88

is similar to the Big 5 model (excluding the neuroticism dimension)
and allows for a more granular representation of personality than
the usual operationalization of the MBTI. Figure 14 shows the distri-
butions of the such obtained continuous labels. Most CEOs in our
sample are rather extroverted, intuitive, thinking, and judging (Figure
14), which corresponds to the ENTJ “Decisive Strategist” MBTI type.5

internal validation To assess the validity of the crowd-sourced
votes, we analyze the IAA between the MBTI raters of the 32 CEOs (Ta-
ble 18). While pa is high with values ranging between ca. 80 and
90%, Krippendorff’s α (Krippendorff, 2013) yields only slight to mod-
erate values between 0.14 and 0.43. Quarfoot and Levine (2016) call
this phenomenon the “frequency distribution paradox,” where highly
skewed label distributions combined with high percentage agreements
can lead to low values of α. As measures robust to this undesirable
property, they suggest the Brennan–Prediger coefficient κbp (Brennan
and Prediger, 1981) and Gwet’s γ (Gwet, 2008), which in our case
yield a high IAA between 0.60 to 0.88.

external validation To get a notion of external validity, we
construct a correlation matrix between the crowd-based MBTI and Big
5 votes of all 2.2K profiles with more than three votes available on
Personality Database (Figure 15). According to McCrae and Costa
(1989) and subsequent work (Furnham, 1996; Furnham et al., 2003),

5 https://eu.themyersbriggs.com/en/tools/MBTI/MBTI-personality-Types/ENTJ

https://eu.themyersbriggs.com/en/tools/MBTI/MBTI-personality-Types/ENTJ
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Figure 14: Label distributions for all CEOs considered in the personality
prediction (n = 32) across the MBTI dimensions extraversion–
introversion (E–I), sensing–intuition (S–N), thinking–feeling (T–F),
and judging–perceiving (J–P).

strong correlations should exist between MBTI introversion and Big 5

extraversion (r = −0.74) as well as between MBTI intuition and Big 5

openness (r = 0.72). Furthermore, moderate correlations should exist
between MBTI feeling and Big 5 agreeableness (r = 0.44) and between
MBTI perceiving and Big 5 conscientiousness (r = −0.49). Our results
confirm the findings of McCrae and Costa (1989) with similar cor-
relations in the first two rows and stronger correlations in the third
and fourth rows. This is most likely due to our increased sample size
(n = 2.2K vs. n = 267).

8.3.2 Methodology

For each of the 32 CEOs appearing in 736 CEO–call instances, we com-
pare sparse approaches suggested by past literature to Transformer
architectures for a regression of MBTI personality.6

data split We apply an 80:10:10 split to our data to obtain sepa-
rate training (n = 568), validation (n = 84), and test sets (n = 84). To
avoid overfitting, we use sklearn’s GroupShuffleSplit with the CEO

names as group splitting criterion, i.e., we split the data such that no
CEO present in the training data appears in the validation or test data.

6 Appendix A contains a link to our implementation along with the earnings call iden-
tifiers. Using those, our corpus can be re-assembled from Refinitiv Eikon, Seeking

Alpha, or alternative sources.
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Figure 15: Correlation of MBTI (y-axis) and Big 5 (x-axis) scales for all
profiles on the Personality Database with at least three votes
(n = 2.2K).

normalization Given the highly skewed distributions, after the
train–validation–test split, we apply a Box-Cox transformation (Box
and Cox, 1964) to y with the following formula:

y(λ) =


yλ−1

λ for λ 6= 0,

ln(y) for λ = 0.
(11)

We obtain λ via maximum-likelihood estimation. The resulting trans-
formation makes the four label distributions more Gaussian-like by
stabilizing variance.

transformers We explore cased-vocabulary BERTbase (12-layer,
768-hidden, 12-heads, 109M parameters) (Devlin et al., 2019) and
RoBERTabase (12-layer, 768-hidden, 12-heads, 125M parameters) (Liu
et al., 2019) models with a linear regression head. The models are
trained with a maximum sequence length of 512 and a sliding win-
dow approach. We determine the training batch size and learning
rate by running a Bayesian optimization over the grid of batch sizes
b ∈ {32, 64, 128, 256} and learning rates l ∈ [0, 5.00×10−5].7 We train
a model for up to 10 epochs and early stopping with a patience of
one epoch. For each of the four MBTI dimensions, we evaluate 40 com-
binations of hyperparameters and select the model with minimal loss
on the validation set. Different to the MSE loss, which is implemented
per default in the Transformers (Wolf et al., 2020) regressors, we
minimize the L1 or alternatively called Mean Absolute Error (MAE)
loss, which is less sensitive to outliers.

7 Final hyperparameter choices and results on our validation set can be found in Ap-
pendix D.
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sparse methods We also explore the sparse representations sug-
gested by Plank and Hovy (2015) and Gjurković and Šnajder (2018).
These include tf–idf vectors with n-grams of length n ∈ {1, 2, 3} and
dictionary features across all dimensions of LIWC 2015 (Pennebaker
et al., 2015) fed into SVM and three-layer MLP regressors. We compare
all possible feature–algorithm combinations with respect to their av-
erage MAE on the validation set and select the combination with the
lowest error (SVM with trigram tf–idf).

evaluation The final model performance is evaluated by inspect-
ing the correlation and error between test set ground truth and pre-
diction. As measures, we explore the linear correlation coefficient (i.e.,
Pearson’s r) and the rank correlation coefficients Spearman’s ρ and
Kendall’s τ. Instead of linear relationships, the latter two measure
monotonic relationships and are more robust to outliers. In addition,
we consider the error measure MAE, which is the minimized loss func-
tion of the Transformers. In case of a tie, we give precedence to τ, as
this measure is least sensitive to outliers and particularly suited for
small sample sizes.

8.3.3 Results and Discussion

The results of the personality prediction task are depicted in Table
19. An SVM performs competitive, especially for the dimensions E–I
(τ = 0.44) and S–N (τ = 0.20). While the SVM outperforms BERT for
all dimensions except for J–P, RoBERTa achieves the best results in
most cases.

The largest correlations across all models are achieved for the ex-
traversion–introversion (E–I) scale with strong linear and rank correla-
tions for the RoBERTa regressor (r = 0.70, ρ = 0.66). This result is
not surprising, as distinguishing between extra- and introverted CEOs

based on linguistic style should be comparably easy. This is followed
by the sensing–intuition (S–N) scale with moderate to strong correla-
tions (r = 0.45, ρ = 0.53) and the judging–perceiving (J–P) scale with
weak to moderate correlations (r = 0.40, ρ = 0.36).

The worst results are obtained for the thinking–feeling (T–F) scale,
with the SVM and RoBERTa obtaining correlations of around zero and
BERT even obtaining weak to moderate negative correlations. There
are several possible explanations for this: Conceptually, it could be
the case that this dimension simply can not be captured by analyzing
linguistic data. Furthermore, the predictive power could be low due
to the comparably small sample size. Lastly, we hypothesize that the
skewness of the label distribution, which was the highest across all
MBTI dimensions for the T–F scale (Figure 14), has contributed to the
weak performance. This warrants further research exploring whether
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Table 19: Correlation results of the personality regression task. CEO personal-
ity is predicted across the MBTI dimensions extraversion–introversion
(E–I), sensing–intuition (S–I), thinking–feeling (T–F), and judging–
perceiving (J–P). SVM is trained on trigram tf–idf vectors, BERTbase,
and RoBERTabase on text. Best results in bold.

MBTI Model r ρ τ MAE

SVM 0.57 0.58 0.44 0.38

E–I BERT 0.39 0.35 0.22 0.59

RoBERTa 0.70 0.66 0.52 0.34

SVM 0.32 0.36 0.20 0.30

S–N BERT 0.08 0.23 0.16 0.46

RoBERTa 0.45 0.53 0.38 0.28

SVM 0.03 −0.12 −0.08 0.37

T–F BERT −0.47 −0.41 −0.27 0.41

RoBERTa 0.01−0.10−0.07 0.39

SVM −0.05 0.04 0.02 0.35

J–P BERT 0.39 0.38 0.25 0.52

RoBERTa 0.40 0.36 0.21 0.36

our findings hold for larger datasets with less skewed label distribu-
tions.

Štajner and Yenikent (2020) hypothesize that the S–N and J–P di-
mensions should theoretically make for the worst candidates in a
text-based personality prediction task since they capture behavioral
rather than linguistic dimensions of personality. Although our regres-
sors perform worse on these dimensions than for the extraversion–
introversion dimension, they still achieve moderate to strong correla-
tions, showing that even the more latent dimensions of personality
can be predicted from text.

8.4 risk regression

According to upper echelons theory (Hambrick and Mason, 1984), strate-
gic choices and performance measures of organizations can be pre-
dicted by characteristics of their top management. As a use case for
our personality prediction task, we explore whether we can find em-
pirical support for this theory. We hypothesize that having a different
personality to most CEOs (i.e., ENTJ, see Figure 14 and Cohen et al.
(2013)) should translate into increased financial risk.
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8.4.1 Dataset Curation

As a basis for the risk regression task, we take the sample of 22K earn-
ings calls and merge it with data obtained from the databases CRSP,
IBES, and Compustat Execucomp, which we access via WRDS.8 As
main label, we use risk in the business week following each call,
which was proposed by earlier risk regression studies based on earn-
ings calls Theil et al., 2019; Wang and Hua, 2014. To evaluate whether
effects on risk persist in larger time frames, we follow related work
Qin and Yang, 2019; Yang et al., 2020 and additionally consider risk
in the period up to a business month after the call date. In particu-
lar, we measure risk as the stock return volatility from business day
0 to business day τ ∈ {5, 10, 15, 20}, where 20 days correspond to a
business month. We use the sample standard deviation of logarithmic
stock returns for more robust measures.

As features, we incorporate a comprehensive set of risk proxies
suggested by Price et al. (2012) and Theil et al. (2019).9 Furthermore,
we include sentiment gauged via the Loughran and McDonald (2011)
dictionary as well as CEO age and gender to control for possible con-
founding effects (e.g., being introverted could have a different effect
for male than for female CEOs). Definitions of all used controls are
given in Table 20.

8.4.2 Methodology

We use the best-performing personality prediction model (RoBERTa)
to infer the personality of the 1.7K unlabelled CEOs present in the 22K
calls. Together with the financial covariates (see above), the predicted
CEO MBTI is then used to explain short-term stock return volatility
following the calls with multiple linear regression.10 Volatility is the
most common financial risk measure, and its prediction is an essential
task for firm valuation and financial decision-making. Importantly,
“risk” is a purely descriptive concept in finance, as it measures the
fluctuation of stock returns.

8.4.3 Results and Discussion

The results of this risk regression task are shown in Table 21. We
find that the first three MBTI dimensions are significantly associated
with risk in the business week following the call. This significance
is high (p ≤ 0.001) for E–I and T–F. The direction of this association

8 https://wrds-www.wharton.upenn.edu

9 We initially also considered including a market volatility index (VIX), but decided
against it as its low explanatory power and high variation inflation factor (VIF) indi-
cated redundancy of this variable (Johnston et al., 2018).

10 Appendix A contains a link to our dataset and implementation.

https://wrds-www.wharton.upenn.edu
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Table 20: Controls used in the risk regression task. BTM is calculated follow-
ing (Fama and French, 2001) and firms with a negative value are
removed. Size, BTM, and volume are log1p-transformed.

Feature Definition

Positivity sentiment according to the LM Positive dictionary by Lough-
ran and McDonald (2011)

Negativity LM Negative sentiment

Uncertainty LM Uncertain sentiment gauging economic and linguistic un-
certainty

Age CEO age on the call date

Gender CEO gender

Past Vola Standard deviation of logarithmic returns in the business quar-
ter before the call

Size Market value of the firm, i.e., the number of outstanding shares
times stock price one day before the call

Volume Stock trading volume on the call date

Leverage Total liabilities divided by assets

Spread Difference between the stock’s bid and ask price on the call date

BTM Book-to-Market = book value of the firm divided by market
value

SUE Mean absolute deviation of analysts’ earnings-per-share fore-
casts from the actual value in the preceding quarter

ROA Return on Assets, i.e., net income divided by assets

Industry Fama–French 12 industry dummies

Time Year–quarter dummies

behaves as expected: a CEO communicating in an introverted and feel-
ing manner is associated with increased risk (βi = 0.03, β f = 0.10,
while an intuitive communication is associated with decreased risk
(βs = −0.02). Less surprisingly, positive sentiment tends to decreases
risk highly significantly, while the opposite (albeit to a lesser extent)
holds for negative sentiment. Notably, all results are robust to age-
and gender-fixed effects.

Although seemingly small, the size of the personality effect (i.e.,
the coefficient height) is in line with that observed by related work
(Harrison et al., 2020). It is expectable that fundamentals such as past
risk or firm size have a stronger impact on future risk than, e.g., CEO

extraversion. Remarkably, T–F has the third-largest impact (β f = 0.10)
out of all considered features. Though only weakly correlated with
the ground truth (Table 19), the results suggest that the predictions
for this scale contain strong economic signal for risk regression.

For the larger windows of volatility, i.e., in two, three, and four busi-
ness weeks following the call date, we observe reduced effect sizes
and significance levels of personality (cf. Table 21). This suggests that
the personality effect mainly impacts short-term risk. Nonetheless, E–
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I and T–F continue to have a significant and positive impact on risk.
Furthermore, the J–P factor reaches a positive and significant impact
on risk for Vola15 and Vola20.

In sum, these results provide new empirical evidence to support
the upper echelons theory. We show that situational aspects of CEO per-
sonality, predicted with our MBTI regressor, also reflect firm perfor-
mance measured by stock return volatility, the most common finan-
cial risk measure.

8.5 ethical considerations

In the following, we discuss possible biases and environmental con-
siderations.

social desirability bias Past literature has shown that some
Big 5 personalities are more socially desirable than others, which
paves the way to discrimination: Overall, it is socially desirable to
score low on neuroticism (an omitted scale in the MBTI) and high on
conscientiousness and agreeableness. To a lesser extent, it is socially de-
sirable to score high on extraversion and openness Ones et al., 1996,
Table 2. For the MBTI, in contrast, there exist no “bad” personality
traits. As shown in §8.3.1, however, the Big 5 and the MBTI correlate.
Therefore, the points raised about social desirability, albeit to a lesser
extent, should apply here, too.

sample biases Critically, our gold standard consists of just 32

CEOs of large American (mostly tech) companies. While these compa-
nies (Alphabet, Facebook, Apple, etc.) constitute a large share of the
American market, this renders the personality prediction model less
applicable to non-American, small, or non-tech companies. Only four
(i.e., 12.5%) of the 32 CEOs are female. While this gender ratio is twice
as high as that of the S&P 500 (Catalyst, 2021), this highlights that the
findings of this study might generalize poorly to non-male CEOs. In
addition, as shown in §8.3.1, Figure 14, CEOs as a social cohort share a
distinct distribution of personality traits, which is why we argue that
the MBTI regressors should only be applied with caution, if at all, to
non-executive samples.

energy consumption Training neural models can have substan-
tial financial and environmental costs (Strubell et al., 2019), which mo-
tivates us to discuss the computational efficiency of the Transformers.
Using an NVIDIA Tesla P100 GPU, we run a hyperparameter opti-
mization over 40 configurations per MBTI dimension for both BERT
and RoBERTa. The average power consumption is 200W and the op-
timization takes ca. 16 hours, i.e., 3.2 kilowatt hours (kWh) with an
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electricity cost of 40 cents per model.11 Labeling the 22K earnings call
instances with no available ground truth takes ca. 4.5 hours and 140W,
i.e., 0.63 kWH of GPU time and 8 cents, respectively. Training time of
the SVM with trigram tf–idf is negligible (ca. 2 minutes on a quad-core
processor with 8GB RAM). Whether the performance increases of the
Transformers over a sparse method justify the added computational
costs should be considered carefully on a case-by-case basis.

8.6 conclusion

This chapter adds to two unresolved problems in the literature: The
first problem is raised by the upper echelons theory, which suggests
that characteristics of top managers reflect in the outcomes of their
company. The second problem is the text-based prediction of MBTI

personality, something that past literature has contested. Here, we
introduce the first Transformer-based MBTI prediction model of CEO

personality. Furthermore, for the first time, we show that CEOs’ MBTI

personality has explanatory power of financial risk. For the personal-
ity prediction task, we observe moderate to strong correlations with
the ground truth for three out of four dimensions. Empirically, extro-
verted, intuitive, thinking, and judging CEOs seem to incur less future
financial risk. Notably, the thinking–feeling factor of CEO personality
has a stronger effect on future risk than all other financial features
except for past risk and firm size.

Although focusing on different independent variables, the risk re-
gression approaches of this chapter and the previous one have two
commonalities: (1) they are based on feature-engineering and (2) they
perform regression for explanatory instead of predictive purposes.
The next and last chapter of Part IV, therefore, explores an assumption-
free prediction model of financial risk from financial disclosures.

11 Calculations assume the average U.S. electricity rate of 12.55 cents per 15 November
2021: https://www.electricchoice.com/electricity-prices-by-state

https://www.electricchoice.com/electricity-prices-by-state
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Table 21: Risk regression results with z-standardized coefficients and t-
statistics in parentheses. The sample includes 22K earnings calls
with 1.7K CEOs in years 2002–2020. Volaτ is log return volatility in
trading days 0 to τ. Features are the MBTI extraversion–introversion
(E–I), sensing–intuition (S–N), thinking–feeling (T–F), and judging–
perceiving (J–P); other features are defined in §8.4.1.

Feature Vola5 Vola10 Vola15 Vola20

E–I 0.03∗∗∗ 0.02∗∗∗ 0.01∗ 0.01†

(5.01) (3.20) (2.53) (1.80)

S–N −0.02∗∗ −0.01† −0.01 −0.00

(−2.69) (−1.65) (−1.28) (−0.22)

T–F 0.10∗∗∗ 0.08∗∗∗ 0.07∗∗∗ 0.05∗∗∗

(13.67) (11.60) (9.97) (8.99)

J–P −0.00 0.01 0.01∗ 0.01∗

(−0.22) (0.88) (1.96) (2.49)

Positivity −0.02∗∗ −0.02∗∗ −0.01∗∗ −0.01∗∗

(−2.96) (−3.17) (−2.58) (−2.58)

Negativity 0.01∗ 0.01∗ 0.01† 0.01

(2.17) (2.05) (1.75) (1.75)

Uncertainty 0.01 0.00 0.00 0.00

(0.83) (0.64) (0.66) (0.66)

Age −0.01 −0.00 −0.00 −0.00

(0.38) (−1.18) (−0.70) (−1.41)

Gender −0.02 −0.02 −0.00 0.00

(−0.75) (−0.95) (−0.12) (0.01)

Past Vola 0.43∗∗∗ 0.46∗∗∗ 0.45∗∗∗ 0.44∗∗∗

(44.72) (53.07) (55.57) (58.08)

Size −0.19∗∗∗ −0.21∗∗∗ −0.21∗∗∗ −0.21∗∗∗

(−19.83) (−23.62) (−24.50) (−26.46)

Volume 0.05∗∗∗ 0.08∗∗∗ 0.09∗∗∗ 0.10∗∗∗

(5.36) (10.63) (12.10) (14.12)

Leverage −0.05∗∗∗ −0.03∗∗∗ −0.02∗∗ −0.01†

(−6.88) (−4.13) (−2.64) (−1.83)

Spread 0.03∗∗∗ 0.05∗∗∗ 0.04∗∗∗ 0.04∗∗∗

(4.10) (8.53) (8.52) (8.50)

BTM −0.02∗ −0.01 0.01 0.01∗

(−2.92) (−1.45) (1.27) (2.34)

SUE −0.00 −0.00 −0.01 −0.01

(−0.73) (−0.66) (−1.15) (−1.49)

ROA 0.00 −0.00 −0.01 −0.02∗∗∗

(0.46) (−0.89) (−2.47) (−3.34)

Adj. R2
34.10% 46.40% 52.80% 59.20%

† p ≤ 0.1,∗ p ≤ 0.05, ∗∗p ≤ 0.01, ∗∗∗p ≤ 0.001
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A S S U M P T I O N - F R E E R I S K R E G R E S S I O N
F R O M T E X T

* While the previous chapters described explanatory studies of risk
based on engineered features (uncertainty and CEO personality), we
were also interested in using assumption-free DL architectures in a
truly predictive setting. Such architectures have the power of model-
ing highly non-linear relationships while being based on latent vari-
ables rather than pre-defined features. Often, this may come at the
cost of interpretability. Hence, we were also interested in exploring
visualizations opening up the black box of DL-based NLP models.

9.1 introduction

In this chapter, we combine established knowledge from the financial
domain with recent advancements in NLP to create PRoFET, a neu-
ral model jointly exploiting financial and textual data for financial
risk prediction. We collect a comprehensive set of historical financial
data and enrich it with natural language information revealed in re-
curring events: earnings calls; in these calls, the performance of pub-
licly traded companies is summarized and prognosticated by their
management. We then train a joint model to predict short-term risk
following these calls.

We present a new dataset of 90K calls and thus re-assess the task
of text-based risk regression at a large scale. Moreover, we propose
a model jointly learning from both semantic text representations and
a comprehensive set of financial features. Given the advancements of
neural networks and their capabilities in automatic feature learning
(Baroni et al., 2014), we were motivated to apply such methods in-
stead of a traditional, feature-engineered approach. Lastly, since per-
formance gains by neural networks have “typically come at the cost
of our understanding of the system” (Linzen et al., 2018, p. iii), we
were interested in obtaining humanly interpretable results by visu-
ally explaining volatility fluctuations in a sample use case.

Introducing PRoFET, we present the following contributions to the
academic community:

model Our neural architecture, which jointly learns from seman-
tic text representations and a comprehensive set of financial features,

* This chapter is based on “PRoFET: Predicting the Risk of Firms from Event Tran-
scripts” (Theil, Broscheit, and Stuckenschmidt, 2019), presented in August 2019 at
the 28th International Joint Conference on Artificial Intelligence (IJCAI) in Macao.
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significantly outperforms the previous state-of-the-art and other base-
lines. In an ablation study, we further show that the joint model signif-
icantly outperforms models using either of both feature types alone
and inspect the performance impact of different document sections.

data We present a new dataset of 90K earnings call transcripts
and address the task of text-based risk prediction at a large scale.

interpretability The performance increases provided by neu-
ral models often come at the cost of interpretability. We address this
issue by visualizing the predictive power of contextualized tokens
with a heatmap. This demonstrates a use case of PRoFET as a tool for
investment decision support.

9.2 data

We collect 90K earnings call1 transcripts from the database Thom-
son Reuters Eikon.2 The data covers ca. 4.3K distinct companies and
spans the years 2002–2017. The approximate numbers of tokens and
types are 675M and 200K, respectively. We divide all transcripts into
the Presentation and the Q&A parts; Table 22 describes this dataset’s
surface features. The average transcript contains 400 sentences and
7.7K tokens.

We retrieve all utterances except technical remarks (e.g., closing the
call) by the teleconference Operator and tokenize the documents with
spaCy (Honnibal et al., 2020). We identify dates, points of time, per-
centages, monetary values, measurements (as of weight or distance),
and cardinal numbers with spaCy’s (Honnibal et al., 2020) NER and re-
place them with uniform placeholder tokens, e.g., “{PERCENTAGE}”
or “{CARDINAL}”. Since the transcribed text data is the intellectual
property of Thomson Reuters, we can not share it publicly in its
raw form. However, our word embedding models and the financial
data (as defined in §9.3) are available online.3 Our dataset can be re-
assembled using the contained identifiers (stock tickers, PERMNOs,
and Eikon IDs).

To prevent look-ahead bias, we use a temporal 80/10/10 percent-
age split to divide the 90K instances into separate training, validation,
and test sets. The training data spans from January 2002 to August
2015, validation from August 2015 to November 2016, and test from
November 2016 to December 2017.

1 See §2.2.3 for an in-depth discussion of earnings calls.
2 https://eikon.thomsonreuters.com/index.html

3 See Appendix A.

https://eikon.thomsonreuters.com/index.html
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Table 22: Surface features for our dataset of 90K documents.

Part n of sentences n of tokens

Presentation 12.5M 276.3M

Q&A 22.6M 398.9M

Total 35.1M 675.2M

Per document 0.4K 7.7K

9.3 methodology

9.3.1 Label: Volatility

Given a firm’s transcript and a set of financial features, we perform
the prediction of a continuous label in the week following the firm’s
earnings call. As label, we consider a firm’s financial risk, represented
as stock return volatility.4 Volatility is defined as follows: Let rt =

pt
pt−1
− 1 be the return of a stock with price pt on day t. Then the

volatility between days t and t + τ is the sample standard deviation
of stock returns in this period:

v[t,t+τ] =

√
1

τ − 1

τ

∑
i=0

(rt+i − r̄)2 (12)

Here, r̄ is the sample mean of rt over the period. We use the volatility
v[1,5] in the business week after the call as the label.

9.3.2 Features

Our model jointly learns from various textual and financial features
defined as outlined below.

textual features We segment the transcripts into three sections:
presentation, questions, and answers. We represent each of these sec-
tions as a vector t, i.e., tP, tQ, tA: tokens w1, w2, ..., wn of the transcript
sections are represented with embeddings w(1), w(2), ..., w(n), and two
distinct model variants compose those tokens into a representation t
(see Section 9.3.3). Word embeddings with dimensions d ∈ {100, 200}
are trained with fastText (Bojanowski et al., 2017) on our dataset of
90K transcripts, 675M tokens, and 200K types.

financial features We retrieve a comprehensive set of finan-
cial features for each call. If not stated otherwise, we obtain all data

4 See §2.2.1 for an in-depth discussion of volatility in the context of the agency
dilemma.
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from the databases CRSP and CRSP/Computstat Merged, which we
access via the Wharton Research Data Services (WRDS) platform:5

• Past volatility should expectedly be a strong predictor of future
volatility (Kogan et al., 2009), which is why we add the volatility
v[−64,−1] (see Eq. 12) in the business quarter before the call as a
feature;

• Market volatility as aggregated by the VIX,6 is a predictor of
volatility (Blair et al., 2001). We retrieve the VIX value at the day
before the call to factor in market moves affecting all companies;

• Size is represented by the total market value of equity (or: “mar-
ket capitalization”), defined as the number of outstanding shares
times stock price. We include the firm size on the day before the
call as a feature since it is a well-known driver of risk (Fama and
French, 1992);

• BTM is the ratio of firm value according to its balance sheet
(“book value”) over market value (see above) and measures the
current degree of over- or undervaluation. This ratio is a well-
proven risk factor (Fama and French, 1992), which is why we
incorporate it in our model;

• Earnings surprise is the difference between the actual and the
expected earnings per share (i.e., the profit allocated per indi-
vidual stock) and obtained from the database IBES. Empirically,
high surprises tend to be followed by high volatility (Price et al.,
2012), which is why include it as a feature;

• Industry-specific characteristics are an important risk driver (Fama
and French, 1997). To account for them, we categorize each firm
according to the Fama–French 12-industry scheme,7 which dis-
tinguishes between twelve industries (e.g., “energy” or “health-
care”).

9.3.3 Proposed Model: PRoFET

PRoFET is a neural model incorporating word embeddings, Long
Short-Term Memories (LSTMs) (Hochreiter and Schmidhuber, 1997),
and an attention-based text representation. Our implementation (as
elaborated below) can be found online.8

5 https://wrds-web.wharton.upenn.edu/wrds

6 http://www.cboe.com/vix

7 http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html

8 See Appendix A.

https://wrds-web.wharton.upenn.edu/wrds
http://www.cboe.com/vix
http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html
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Figure 16: PRoFET’s architecture. Representations of Presentation, Ques-
tions, and Answers are weighted averages of the token embed-
dings, contextualized by a BiLSTM and then weighted by an at-
tention score. Text representations are fed into the left FNN, the
financial features into the right FNN. Both FNNs are executed k + 1
times, with k being a hyperparameter. In the last layer, both fea-
ture sets are fused for the final prediction.

architecture Figure 16 provides a sketch of PRoFET’s architec-
ture. A representation t is computed for each section: Each token w(i)

is transformed into a contextualized representation c(i) with a BiLSTM

by concatenating the left-to-right and the right-to-left LSTM’s hidden
state vector of w(i), i.e.:

c(i) = [−−−→BiLSTM(w(1), ..., w(i)),←−−−BiLSTM(w(n), ..., w(i))] . (13)

An attention score s(i) is computed for each of these contextualized
representations with a learned attention vector a (Bahdanau et al.,
2015), where

s(i) =
exp(aTc(i))

∑j exp(aTc(j))
. (14)

A separate a is learned for presentations, questions, and answers (i.e.,
aP, aQ, and aA) and the BiLSTM weights are shared among these sec-
tions. Finally, each section is represented as the weighted sum

t :=
n

∑
i=1

s(i)c(i) . (15)
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The such obtained text representations tP, tQ, and tA are concate-
nated and fed into a FNN with k hidden layers (with k being a hy-
perparameter). Each of its layers uses dropout, batch normalization
(Ioffe and Szegedy, 2015), and a Rectified Linear Unit (ReLU) activa-
tion function (Nair and Hinton, 2010). Thus, a single distributed text
representation tdist is created. A separate FNN with the same archi-
tecture calculates a distributed representation fdist from the financial
data. These representations are summed up, yielding a single vector
(tdist + fdist) which is fed into a final hidden layer with batch normal-
ization. The output of this layer is a prediction of the continuous label
v, i.e., volatility in the week after the call.

optimization A range of hyperparameters influences the perfor-
mance of neural architectures. To choose a set of hyperparameters
for our FNN, we explore: the number of hidden layers k ∈ {1, 2, 3},
hidden layer sizes n ∈ {128, 256, 512, 1024, 2048}, and whether to use
batch normalization for layers lin = 0, 1 ≤ lhid < k and lout = k. For
the BiLSTM, we consider: the number of hidden layers k ∈ {1, 2, 3}, hid-
den layer sizes n ∈ {50, 100}, learning rate λ ∈ {10−1, 10−2}, dropout
δ ∈ {0.0, 0.1, . . . , 0.5}, weight decay ω ∈ {10−4, 10−5, 10−6}, embed-
ding size d ∈ {100, 200}, and whether the embeddings are adjusted.

To find a suitable configuration of hyperparameters, we perform a
Bayesian optimization minimizing MSE on the validation set.9 We start
the search with ten random samples from the hyperparameter grid
and then alternate between (1) choosing the next unseen set yield-
ing the lowest loss minus one standard deviation; or (2) sampling a
new configuration from the grid. In total, we evaluate 60 hyperpa-
rameter configurations. We train a model for up to 20 epochs with
Adagrad (Duchi, 2011) and a batch size of 112. We determine the best
model with early stopping and use its hyperparameter configuration
for subsequent training.

9.3.4 Baselines

average pooling As a simple neural benchmark, we train an
average pooling model which obtains the text representations t by
averaging all contextualized token representations c(i):

t :=
1
n

n

∑
i=1

c(i) (16)

garch As one of the most popular econometric models for volatil-
ity prediction, GARCH (Bollerslev, 1986) performs well in various set-
tings (Hansen and Lunde, 2005). We train such a model as a baseline

9 The Bayesian optimization is implemented with the GaussianProcessRegressor of
sklearn 0.20.1 with RBF kernel and 20 restarts.



9.4 results and discussion 115

for each call. Our joint models should exceed its performance to pro-
vide real value. We use all available historical return data up to the
call date to predict volatility in the week following the call.

sparse methods From the related domain of risk prediction from
10-Ks, we replicate the sparse methods by Kogan et al. (2009), Tsai
and Wang (2014), and Rekabsaz et al. (2017). They all use different
variants of BoW vectors and past volatility10 as features in a predic-
tion based on the SVR model. Our findings confirm that among these
approaches, the most recent one by Rekabsaz et al. (2017) performs
best in our domain as well.

This approach consists of training a word embedding model to
expand a financial sentiment dictionary (Loughran and McDonald,
2011) with similar terms; this expanded dictionary is used to filter
and retain the matching terms in BoW vectors weighted with BM25.
Vector sparsity is reduced with Principal Component Analysis (PCA)
and separate SVR models with RBF kernel are learned on both the
financial and the textual data. The results of these models are fused
(“stacked”) in a final prediction with an additional SVR. To compare
PRoFET’s performance to the previous state-of-the-art, we report the
results of this method on ten folds of our test set.

9.3.5 Evaluation Metrics

To evaluate the predictive performance, we analyze the following met-
rics: the linear correlation coefficient Pearson’s r, the non-linear rank
correlation coefficients Spearman’s ρ and Kendall’s τ used in the pre-
vious literature (Wang and Hua, 2014), and the MSE. Optimizing the
models on our validation set, we noticed consistently higher values
for the rank correlation coefficients over r. This indicates a mono-
tonic but non-linear relationship between the predicted values ŷ and
the actual values y. An inability to capture non-linear relationships
and a proneness to outliers are well-known undesirable properties of
r (Anscombe, 1973). To obtain more robust correlation estimates in
such settings, a log-transformation can be applied to ŷ and y. Hence,
we report rlog, which is the linear correlation measured on the log-
transformed data.

9.4 results and discussion

We start by demonstrating that a neural model performs competi-
tively to the previous state-of-the-art, even when using previously
proposed data and features (§9.4.1). We continue by benchmarking
the performance of different models on our new dataset (§9.4.2), pro-

10 To provide a fair comparison to our approach, we additionally use the comprehen-
sive set of financial features proposed by us (see §9.3.2) in all replication experiments.
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Table 23: Performance of an FNN compared to different regression models
on the dataset of Wang and Hua (2014) in terms of Pearsons rlog,
Spearman’s ρ, Kendall’s τ, and MSE multiplied by 100.

Model rlog ρ τ MSE

Copula — 0.407 0.302 —

Ridge 0.326 0.356 0.245 0.976

Huber 0.346 0.382 0.262 0.926

FNN 0.395 0.446 0.309 0.829

ceed with an ablation study (§9.4.3), and conclude with a showcase
of the visualized attention mechanism of PRoFET (§9.4.4).

9.4.1 Comparison to Previous Work

We compare the best-performing previously researched model, a Gaus-
sian Copula regression, with a set of regression models selected by
us: a Ridge regression, a Huber regression, and a simple FNN. The
goal of this comparison is not to present a model which outperforms
the previous state-of-the-art but is to show that an FNN poses a com-
petitive alternative to the model proposed by Wang and Hua (2014),
which is not publicly available. To stay comparable, we use the dataset
published by them.11 This dataset contains 11K instances with 500

language features and volatility in the week following the call as a
label. We explored several neural network architectures with differ-
ent hyperparameters using a randomized search with 3-fold cross-
validation on the full dataset.12 Table 23 provides an overview of the
performance across all regression models. As can be seen, the neural
network performs competitively to the Gaussian Copula, especially
in terms of Spearman’s ρ.

9.4.2 Model Benchmark

Table 24 summarizes PRoFET’s performance in terms of the eval-
uation metrics described in §9.3.5. All values are averages of ten
runs on our test set. If applicable, we perform (paired) t-tests with
α ∈ {0.05, 0.01, 0.001} to test for significant performance increases
over the baselines described in §9.3.4: the econometric GARCH; the
best-performing sparse method (Rekabsaz et al., 2017); and the aver-
age pooling model.

11 https://www.cs.ucsb.edu/~william/data/earningscalls.zip

12 The best performance was achieved with three hidden layers (with 500, 250, and 150

neurons), a logistic activation function, and an L2 penalty parameter of 10−3.

https://www.cs.ucsb.edu/~william/data/earningscalls.zip
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Table 24: Performance of PRoFET compared to the baseline GARCH, the best-
performing sparse method (Rekabsaz et al., 2017), and the average
pooling model on our test set in terms of Pearson’s rlog, Spear-
man’s ρ, Kendall’s τ, and MSE.

Model
rlog ρ τ MSE

Mean SD Mean SD Mean SD Mean SD

GARCH 0.437 — 0.531 — 0.368 — 7.236 —

Rekabsaz et al. (2017) 0.560 0.024 0.596 0.020 0.422 0.017 0.504 0.084

Average Pooling 0.571 0.017 0.598 0.018 0.419 0.015 0.870 0.209

PRoFET 0.622 0.013 0.641 0.013 0.454 0.011 0.485 0.086

The approach by Rekabsaz et al. (2017) outperforms the economet-
ric model GARCH, which indicates that: (1) it should pose a compet-
itive reference for our neural models, and (2) even sparse methods
without a representation of semantic context can lead to considerable
performance increases over purely financial models.

The average pooling model and the previous state-of-the-art reach
similar performance with insignificant differences across all metrics
apart from MSE. For this metric, the average pooling model falls be-
hind by a highly significant margin (0.870 vs. 0.504, p ≤ 0.001), al-
beit with a comparably high standard deviation (0.209 vs. 0.084). In
summary, these results indicate that a simple averaging of the word
embeddings does not appropriately reflect the complexity of the prob-
lem.

Our proposed model PRoFET exceeds both the average pooling
model as well as the previous state-of-the-art across all evaluation
metrics. This improvement is highly significant (p ≤ 0.001) in terms
of the linear correlation, and very significant (p ≤ 0.01) in terms of the
rank correlation coefficients. Moreover, PRoFET’s performance also
exhibits the largest robustness in terms of standard deviation out of
all approaches which we consider. In conclusion, our findings suggest
that for the given task, fine-grained modeling of semantic context—in
our case, with a separate attention mechanism weighting the contex-
tualized token representations—leads to profound performance in-
creases over both traditional econometric as well as state-of-the-art
sparse NLP models.

9.4.3 Ablation Study

We perform a systematic ablation study to answer the questions: How
do textual and financial features influence the prediction? What are
the influence of the scripted presentation and the spontaneous Q&A?
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(a) Ablation of PRoFET trained on textual, financial, and textual + financial features.
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(b) Ablation of PRoFET trained on the presentation, the Q&A, and the presentation +
Q&A sections.

Figure 17: Ablation analyses of ProFET over features and sections. Perfor-
mance is measured in terms of Pearson’s rlog, Spearman’s ρ,
Kendall’s τ, and MSE.

feature ablation We start by comparing the performance of
a purely financial model to both a purely textual model and a joint
model. The results of this ablation are depicted in Figure 17a. Using
only textual features yields noticeable performance drops in terms
of rlog, ρ, and τ compared to both the financial features and a joint
model; however, using textual features alone yields the lowest MSE

out of all models that we consider. Although seemingly small, the
performance increase of a joint model over a purely financial model is
highly significant (p ≤ 0.001) in terms of rlog and very significant (p ≤
0.01) in terms of ρ and τ. In summary, this experiment exemplifies
that for the given task, the performance of textual features can only
be assessed meaningfully in conjunction with financial features.

section ablation We proceed by comparing the influence of
different sections on the predictive power. It could be expected that
the presentation and the Q&A as structurally different sections also
differ concerning their informativeness to the market. Our results (see
Figure 17b) show that using only the presentation yields better results
than using only the Q&A. While the joint model still performs best in
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And finally , the uncertainties created by the Brexit vote are likely to enhance the US commercial
industry 's attractiveness across the majority of overseas investors . Given the aforementioned volatility
we believe it is important to reiterate a few key themes relative to the HFF business model .

And I guess as we think about the timing of you making these investments , I understand that despite
short - term fluctuations the long - term outlook is strong for capital markets . But the long - term outlook
has probably been good for a while .

Unfortunately , weather was again a major headwind for our business with the heavy rainfall and
subsequent flooding in South Texas and Louisiana . Despite this headwind , we maintained strong
utilization at {PERCENT} based on OEC , down {CARDINAL} basis points from {DATE} ..

Figure 18: Exemplary text snippets from the validation data with visualized
attention per token according to PRoFET. Increasing intensity of
red indicates higher attention (i.e., a higher predictive power for
risk).

terms of rlog, ρ, and τ, it is the model trained on the presentation
alone, which achieves the lowest MSE; this difference is insignificant,
however. In sum, these results show that the transcripts have to be
analyzed in their entirety to achieve the best performance.

9.4.4 Attention Visualization

As a concluding use case, we show how the attention mechanism (see
§9.3.3) can be visualized on the token-level as a tool for investment
decision support. In Figure 18, we present three real-data text snip-
pets to which PRoFET assigned a noticeably above-average attention
per token.

As the first snippet indicates, PRoFET allocates high attention to
“uncertainties” created by the “Brexit vote”. When ordered according
to their average attention, the latter collocation appears in the top-
10 percentile of tokens, indicating a strong correlation with risk. The
second snippet, taken from the Q&A answers given by company ex-
ecutives, is about short-term fluctuations and their implications for
investment risk. Notably, the term “outlook” gets assigned slightly
different attention levels depending on the verbal context. The last
snippet covers severe environmental conditions, namely “heavy rain-
fall” and “subsequent flooding” with the latter displaying the highest
allocated attention.

9.5 conclusion

This work introduced the first neural model exploiting the multi-
modality of a text-based risk prediction task. PRoFET jointly learns
from sequential text representations and a comprehensive set of finan-
cial features. We have shown that our proposed model outperforms
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the previous state-of-art and other strong baselines. PRoFET’s archi-
tecture leverages an attention mechanism to model verbal context,
leading to significant performance increases over simpler sparse or
average pooling models. We concluded by showcasing how this at-
tention mechanism can be visualized on the token-level, thus provid-
ing interpretable results and offering a tool for investment decision
support.

This chapter finishes Part IV of this thesis, which addresses T3 by
identifying linguistic drivers of financial risk. In the next and final
Part, we conclude on the presented work, discuss possible limitations,
and directions for future research.



Part V
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C O N C L U S I O N

This thesis explored NLP methods for linguistic uncertainty detection
in financial disclosures (T1), a causal model of uncertainty and risk
(T2), and text-based risk regressors based on linguistic uncertainty,
CEO personality, and latent linguistic variables (T3). Thus, this work
is the first to study the entire causal chain of companies issuing un-
certain financial disclosures, over their influence on risk perception
and investor behavior, down to predictions of market reactions.

The following provides a summary of the findings along tasks T1–
T3 (§10.1) and a discussion of the implications for researchers and
practitioners in financial NLP (§10.2).

10.1 summary

(T1) Uncertainty detection: How can we detect linguistic uncertainty
automatically in financial disclosures? What are its economic and lin-
guistic determinants?

We introduced two approaches for automatically classifying linguistic
uncertainty in speech transcripts of earnings calls. For a binary sen-
tence classification task (Chapter 4), especially lexical features yielded
promising results. As a combination of PoS-enriched BoW vectors with
the Loughran and McDonald (2011) uncertain list yielded high pre-
cision but only moderate recall, future work may offer additional
contributions by developing a new uncertainty dictionary targeted
to spoken financial disclosures.

For a prediction of uncertainty in a Q&A setting (Chapter 5), the
most predictive features were financial measures. Given the content
of the preceding question and several financial covariates in the prior
quarter, primarily market and firm risk seem to impact answer un-
certainty. Compared to our expectations, this relationship is inversed,
with increased market and firm risk being associated with less uncer-
tain answers.

(T2) Causal modeling of uncertainty and risk: How can we quantify
the influence of linguistic uncertainty on risk perception and invest-
ment behavior? Which personal characteristics of investors play a role
in this setting?

For the first time in the literature, we established a causal link be-
tween linguistic uncertainty and risk perception as well as investment
behavior (Chapter 6). In doing so, we conducted a laboratory study

123
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exposing participants to earnings call excerpts with randomized de-
grees of linguistic uncertainty. Based on those, participants had to in-
dicate their risk perception and invest fictional money. Furthermore,
they answered an extensive survey covering behavioral, psychomet-
ric, and socio-demographic items.

Our findings confirm that linguistic uncertainty is associated with
increased risk perception and decreased investment sums. This result
is in accordance with the certainty effect coined by Tversky and Kah-
neman (1986), asserting that investors generally prefer investments
framed in a certain to those framed in an uncertain manner. Further-
more, we show that investor age, extraversion, and neuroticism posi-
tively affect risk perception. Lastly, we find a positive quadratic effect
of income on risk perception, i.e., income seems to decrease risk per-
ception for lower-income individuals.

(T3) Risk regression: What is the influence of linguistic uncertainty on
financial risk measures? What other linguistic phenomena are explana-
tory or predictive of risk?

In Part IV, we introduced risk regression models using textual dis-
closure data. To that end, in Chapter 7, we propose a risk regressor
from linguistic uncertainty in 10-Ks. Specifically, we automatically ex-
pand the established Loughran and McDonald (2011) dictionary in
an unsupervised manner by selecting the top-k cosine similar terms
according to industry-specific word embedding models. Beyond that,
we employ a method automatically filtering the suggested candidates
in a semi-supervised manner by using a multi-task regressor simulta-
neously predicting three financial uncertainty measures. This model
achieved the most decisive regression results, outperforming both
the plain dictionary and an unsupervised expansion. Empirically, we
show that the such measured linguistic uncertainty is positively and
significantly related to future risk and analyst uncertainty.

Furthermore, we developed a text regression model to predict the
MBTI personality of CEOs. Exploring crowd-sourced continuously scaled
MBTI ratings as an alternative to self-reported Big 5, we find a high
internal and external validity of the measure. Although related work
illustrates that text-based MBTI prediction is a difficult task (Štajner
and Yenikent, 2020, 2021), we show that a fine-tuned RoBERTa regres-
sor succeeds in predicting three out of the four MBTI dimensions and
outperforms both a BERT baseline and sparse methods suggested by
prior work. The most promising results were achieved for the extraver-
sion–introversion scale, followed by sensing–intuition and judging–per-
ception. The results for thinking–feeling indicated that this dimension
is challenging to predict with the given data and method. Finally,
controlling for various financial covariates as well as CEO gender and
age, we found that the MBTI personality of CEOs is significantly as-
sociated with future financial risk. In summary, this work lends em-
pirical support to the upper echelons theory of management (Hambrick
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and Mason, 1984), asserting that the personality of a company’s top
management has a top-down effect on financial performance.

The last regression model tackling T3 was PRoFET, an assumption-
free volatility prediction model based on latent features and DL. At
the time of its publication, this model was the first neural risk regres-
sor jointly learning from financial features and contextualized lan-
guage representations of earnings calls. We demonstrate that PRoFET
outperforms a traditional econometric approach, an average pooling
baseline, and sparse methods suggested by previous literature (Ko-
gan et al., 2009; Tsai and Wang, 2014; Tsai et al., 2016). In an ablation
study, we have shown that a joint learner yields the best results for
this task, followed by a purely financial and a purely textual learner.

10.2 implications

We now discuss the implications of this thesis for financial NLP re-
searchers and practitioners.

markets dislike fuzzy talk Our findings highlight the impact
of financial disclosure language in general and linguistic uncertainty
in particular on risk, analyst uncertainty, and investment behavior.
In our laboratory study, we found a positive causal effect of linguis-
tic uncertainty on risk perception and a detrimental causal effect on
investment sums. In the light of these effects, we conclude that com-
panies should handle their investor communication with special care.
Specifically, using clear and unobfuscated language is an essential
tool for reducing information asymmetry between all stakeholders.

This undesirable effect of linguistic uncertainty in disclosure lan-
guage might incentivize management to use less fuzzy talk in exter-
nal communication. Different to related work (Loughran and McDo-
nald, 2011, p. 44), however, we do not opine that the construction
of uncertainty dictionaries may prompt managers to avoid specific
terms contained therein (e.g., “unclear”). As shown in Chapter 7,
the statistical relationship between uncertainty and risk is noisy and
complex, which prevents us from applying an abstract correlation to
single instances. At best, overall trends across large cross-sectional
samples of disclosures can be discovered. However, if the presented
research helped in discouraging management from using obfuscated
language, this would constitute a desirable side effect.

financial features matter A major finding of this thesis is
that, although it pays off to include text data for financial prediction
models, this is by no means a trivial task and “can only be assessed
meaningfully in conjunction with financial features” (Chapter 9, p.
188). For example, concerning modality prediction in dialogue, we
found market and firm risk to have a larger impact than linguistic
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cues (Chapter 5). Related, our explanatory risk regressions show that
linguistic signals have a small, but robust impact on volatility (Chap-
ters 7 and 8). This observation also holds for our assumption-free risk
prediction model PRoFET, for which the financial learner contributed
the largest share of overall predictive power. Hence, in conclusion,
we caution financial NLP researchers to carefully select a relatively
exhaustive set of financial data serving as competitive baseline and
eliminating confounding effects. Omitting or under-exploring finan-
cial features may lead to missassments of predictive power or overfit
results.

ethical considerations Chapter 8 summarized the ethical im-
plications of predicting CEO personality from language. A central
issue is that text-based personality prediction models for managers
are affected by sample biases: Labeled data predominantly exists for
large American tech companies and male CEOs. Thus, systems ana-
lyzing the personal style or intentions of CEOs should be treated sen-
sibly, especially given privacy concerns and the imminent danger of
dual-use. Special consideration should be placed on the data they are
trained on and possible biases concerning gender, culture, or other
facets of identity. Otherwise, financial NLP systems in deployment
may exacerbate existing societal biases and increase social inequality.

downstream use A key downstream application of the proposed
uncertainty detection methods (Chapters 4, 5, and 7) is deception and
fraud detection. Vagueness and related phenomena of linguistic un-
certainty are a common feature of deceptive strategies (Bachenko et
al., 2008; Fornaciari et al., 2021; Larcker and Zakolyukina, 2012). Nev-
ertheless, as the use of vague language in the presence of lacking
“unequivocal truth is not always sufficient to declare falsity,” (Egré
and Icard, 2018) such systems should be applied sensibly. Particu-
larly, empirical validation by a human-in-the-loop is crucial to avoid
prejudgments and false positives.

As another practical finding, research building on the visualiza-
tion application proposed in Chapter 9 could prove helpful for invest-
ment decision support systems. However, the influence of possible
confounding factors such as linguistic context, the current financial
situation of the monitored company, and unobservable factors such
as synchronous behavior of other market participants have to be kept
in mind. As the developed models are experimental prototypes, they
are currently not suitable to be deployed in financial practice without
further research and refinement. The following chapter will discuss
the current limitations in more depth and point out possible starting
points for methodological refinements to overcome them.
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L I M I TAT I O N S A N D F U T U R E W O R K

* Taking a bird’s view, §11.1 discusses the limitations of this research
on a high level. Afterwards, §11.2 discusses open points that could be
addressed by future work per chapter.

11.1 limitations

11.1.1 Differences in Data and Measures

A general limitation of this work is that the discussed approaches use
similar but slightly different datasets: Differences concern the used
disclosure type (earnings calls vs. 10-Ks) and sampling (firm size and
time period). Furthermore, the definitions of the explored linguistic
and financial uncertainty measures vary to some extent between the
chapters.

data Except for Chapter 7, all works focus on earnings calls in-
stead of 10-Ks. This chapter differs, as it aims to expand the Loughran
and McDonald (2011) dictionary, which is domain-dependent for this
disclosure type. As seen in Chapter 4, the plain 10-K dictionary only
has moderate precision and low recall for an application to earnings
calls. Nonetheless, this poses the question of whether our observa-
tional findings from 10-Ks also hold for earnings calls.

Furthermore, Chapters 4 and 5 focus on the transcripts of compa-
nies that are part of the S&P 500 (i.e., the 500 largest US companies). In
contrast, chapters 6 and 9 use all publicly listed US companies. Hence,
the findings of the former works might not be transferable to small-
and medium-sized companies.

As this dissertation comprises papers written between 2017 and
2022, the respective chapters cover slightly different time periods of
disclosure data. Chapters 4 and 5 use earnings calls up to 2016 and
up to 2019, respectively; Chapter 9, in contrast, uses data up to 2017,
and Chapter 8 expands this dataset to additionally cover years 2018–
2020. The same time period is investigated in Chapter 7. However, as
shown in the latter chapter, risk regression models are time-sensitive.
Therefore, future work needs to validate whether our findings persist
when using a consistent sampling period.

* This chapter expands on the “Limitations” and “Future Work” sections of Theil,
Hovy, and Stuckenschmidt (2023), Theil, Daube, and Stuckenschmidt (2022), Theil
and Stuckenschmidt (2020), Theil, Štajner, and Stuckenschmidt (2020), and Theil,
Štajner, Stuckenschmidt, and Ponzetto (2017).
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uncertainty measures Chapters 4 and 7, who discuss earlier
works of this dissertation, explore a relatively broad concept of lin-
guistic uncertainty which encompasses not only imprecision but also
expressions of economic and financial uncertainty (reflected in terms
such as “volatility” or “anomaly”). In contrast, Chapters 5 and 6 limit
the scope to linguistic imprecision. There, we decided to narrow the
focus to eliminate possible confounding effects. Hence, it would be
interesting to isolate both types of uncertainty by creating separate
classifiers and exploring how these types of uncertainty conflict or
complement each other.

Moreover, the risk regressors in Part IV differ in their definitions of
volatility. In accordance with Loughran and McDonald (2014), Chap-
ter 7 uses post-event volatility in the month after the 10-K filing as
dependent variable. This measure quantifies risk in excess of overall
market risk. In contrast, following Wang and Hua (2014), Chapters 8

and 9 consider stock return volatility in the week after the earnings
call.2 Therefore, this measure represents risk as the standard devia-
tion of firm-level stock returns, independent from overall market risk.
However, as we have experimented with controlling for the market
risk index VIX in the latter works, we expect the conceptual difference
between post-event and stock return volatility to only have a minor
impact on the results. Nevertheless, it may be useful to assess the sen-
sitivity of the models in Chapters 7 and 9 to different measurement
periods of risk, similar to the ones in Chapter 8.

Beyond that, including the analyst-based financial uncertainty mea-
sures of Chapter 7 as dependent variables may be of interest for fu-
ture refinements of the works in Chapters 8 and 9. This idea is moti-
vated by the findings of Keith and Stent (2019), who show that earn-
ings call content can be leveraged to predict analyst price forecasts.

11.1.2 Cultural Differences

The findings of this thesis are based on data from the United States
(US). As such, they might not generalize to other cultures. Differ-
ent speaker communities from the Anglosphere, such as the British,
have a different relationship to linguistic phenomena such as hedging.
Other differences concern perceptions of politeness, directness, and
the use of mitigation strategies (Flöck and Geluykens, 2018). Inter-
cultural differences might be even more apparent for non-English
speaking communities such as Arabic or Chinese. Thus, there is po-
tential for creating multi-lingual datasets of financial disclosures and
studying linguistic uncertainty and other language phenomena across
them.

2 See §2.2.1 for a detailed definition of the these volatility measures.
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11.1.3 Speaker and Listener Information

As the findings of Chapter 6 and 8 show, the meaning and interpreta-
tion of language depends on the characteristics of the engaged speak-
ers and listeners. This raises the question of how including such in-
formation into uncertainty detection or risk regression models affects
the results. For example, the same message is likely perceived dif-
ferently depending on the role (CEO vs. CFO) and reputation of the
delivering executive. Furthermore, analyst characteristics in earnings
call Q&A could be more thoroughly explored, e.g., by encoding their
employer, rank, or identity.

11.1.4 Latent Forms of Uncertainty

Linguistic uncertainty is often more latent than surface uncertainty
markers (e.g., “maybe” or “probably”). Phenomena such as euphe-
misms in earnings calls—e.g., “challenge” instead of “difficulty” or
“issue” instead of “problem” (Suslava, 2021)—are hard to decipher
automatically. Advancements in the area of Masked Language Mod-
els (Zhu and Bhat, 2021) could be leveraged for an in-depth study of
euphemistic language in disclosures language.

Furthermore, the meaning of non-committal statements such as
“OK” or “alright” depends on vocal inflection, which requires model-
ing speech signals. For earnings calls, audio recordings exist, making
it possible to map individual utterances to speech. Thus, exploring
this modality leaves open room for future work.

11.2 future work

11.2.1 Uncertainty Detection (T1)

chapter 4 Future research could improve the detection of linguis-
tic uncertainty in the following ways: First, a more sizable section of
data could be co-annotated by a larger group of co-annotators. An-
other opportunity is exploring a more granular representation of un-
certainty with more than two classes or on a continuous scale. Labels
can then be represented as medians and standard deviations across
annotator ratings. Using inter-annotator spread as a label or weigh-
ing can also be applied to n-ary classification tasks, as past literature
has shown that annotator disagreement contains useful information
(Paun et al., 2018; Pavlick and Kwiatkowski, 2019).

Given the broad definition of linguistic uncertainty, which encom-
passes hedging, statements about the future, and economic or finan-
cial uncertainty, a multi-label annotation of uncertainty aspects might
be helpful. Regarding the method, developing a domain-adapted ver-
sion of the Loughran and McDonald (2011) dictionary to better cap-
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ture informal, spoken communication as occurring in earnings calls
would be interesting. Further value can be added by incorporating
n-grams with n > 1.

Beyond that, classification performance can be improved with fea-
ture selection and parameter optimization methods. Lastly, given our
definition of uncertainty and its ties to economic risk factors, incor-
porating real-world knowledge into the classifier (e.g., with a knowl-
edge base or graph) may be a fruitful avenue of research.

chapter 5 A current limitation of the dataset used to predict lin-
guistic uncertainty in dialogue is that it is a silver standard with au-
tomatically inferred labels based on strong modal or weak modal

terms according to Loughran and McDonald (2011). Hence, the valid-
ity of the labels can be increased by conducting an annotation study
either leveraging a curated set of experts or wisdom of the crowd
(e.g., using Amazon Mechanical Turk).3 To ensure annotation quality,
a measure suited for noisy multi-annotations such as MACE (Hovy
et al., 2013) would be of use.

Methodologically, it stands to explore whether the strength of the
financial features persists when using a larger context window for
the textual representations. For example, for a prediction of CEO an-
swer modality, not only the previous question but several Q&A pairs
or even the content of the entire call can be used together with the fi-
nancial data. Furthermore, it would be helpful to deeper explore con-
textualized representations such as Transformer-based architectures.
However, as our preliminary findings suggest, this would also require
increasing the dataset size, e.g., using data augmentation techniques.

11.2.2 Uncertainty and Risk (T2)

chapter 6 In our laboratory study addressing the causality of lin-
guistic uncertainty and risk, the earnings call excerpts only consider
a binary classification into linguistically certain and uncertain style.
However, similar to §11.2.1, an uncertainty representation on a con-
tinuous scale would mirror reality more closely. Such a representation
would permit estimating a function of risk perception (y) dependent
on linguistic uncertainty (x) across individuals.

Given that the participants were lay investors from Germany, vali-
dating the results using domain experts and native English speakers
would be of use. Moreover, an interesting application are eye-tracking
methods to analyze which linguistic cues get increased visual atten-
tion from professional readers.

Lastly, future work could investigate other features apart from lin-
guistic uncertainty. For example, given the same disclosure content,
voice pitch or prosody can be manipulated using transfer learners

3 https://www.mturk.com/

https://www.mturk.com/
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trained on speech recordings. It would be insightful to explore the
correlations of these features with listener attention, perceived com-
petence, and trustworthiness.

11.2.3 Risk Regression (T3)

chapter 7 Concerning the regressions of linguistic uncertainty
on financial uncertainty measures, different word embedding mod-
els can be used to suggest new dictionary candidates. For example,
the context-based representation of word2vec could be refined with
topical criteria as implemented in lda2vec (Moody, 2016). Further-
more, similar to the suggestion regarding uncertainty classification, it
would be useful to expand the dictionaries and embedding models to
cover n-grams. To that end, ngram2vec (Zhao et al., 2017) seems to be
a suitable model. Finally, it may be worthwhile to explore methods of
lexicon induction (Bravo-Marquez et al., 2021; Hamilton et al., 2016;
Pryzant et al., 2018).

chapter 8 In the future, the personality prediction task should
be re-assessed as a multi-task learning problem, in which one single
regressor is trained to predict all four MBTI dimensions at once. In
addition, speech signals of executives (e.g., voice modulation, tonal-
ity, and silence) or other modalities (e.g., gestures and facial expres-
sions) may be included in the personality predictions. Accordingly,
deep speaker embeddings (Bredin et al., 2020; Li et al., 2017; Wan
et al., 2018) with auxiliary targets such as age or gender (Luu et al.,
2021) appear promising. Exploring different dimensions of personal-
ity such as HEXACO’s honesty–humility factor (Ashton et al., 2004)
or the dark triad (Paulhus and Williams, 2002) is another compelling
prospect.

chapter 9 Currently, the assumption-free risk prediction model
performs a point estimate of risk. However, the performance and prac-
tical use can be increased by using a time-series prediction model
learned over a continuous stream of stock returns. Moreover, the
model currently employs two separate regressors trained on textual
and financial data, which are assumed to be disparate. Nonetheless,
a model resembling the actual causality (i.e., financial situation →
disclosure language→ risk) seems worth exploring.

Beyond that, the predictive results might be improved by leverag-
ing correlations between risk estimates at a firm- or industry-level.
Finally, live predictions of intra-day returns and volatility are a valu-
able future contribution. As the starting times of earnings calls are
known and audio recordings exist, utterances can be mapped to ex-
act timestamps. This would allow the prediction of return movements
following these utterances in real-time.
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Risks When and Why: Determinants of Changes in Investor Risk
Taking.” In: Review of Finance 17.3, pp. 847–883. doi: 10.1093/
rof/rfs024.

Wolf, Thomas et al. (2020). “Transformers: State-of-the-Art Natural
Language Processing.” In: Proceedings of EMNLP, pp. 38–45. url:
https://www.aclweb.org/anthology/2020.emnlp-demos.6.

http://www.jstor.org/stable/2346178
https://doi.org/10.3115/v1/D14-1152
https://doi.org/10.1145/2948072
https://doi.org/10.1287/mnsc.38.11.1586
https://www.jstor.org/stable/2352759
https://doi.org/https://doi.org/10.1016/j.jrp.2005.03.003
https://doi.org/https://doi.org/10.1016/j.jrp.2005.03.003
https://doi.org/10.1186/1471-2105-9-S11-S9
https://arxiv.org/abs/1710.10467
https://aclanthology.org/I13-1097/
https://doi.org/10.1080/15427560.2011.548760
https://doi.org/10.3115/v1/P14-1109
https://doi.org/10.1093/rof/rfs024
https://doi.org/10.1093/rof/rfs024
https://www.aclweb.org/anthology/2020.emnlp-demos.6


bibliography 153

Xing, Frank Z., Erik Cambria, and Roy E. Welsch (2018). “Natural
Language Based Financial Forecasting: A Survey.” In: Artificial
Intelligence Review 50.1, pp. 49–73. doi: 10.1007/s10462- 017-
9588-9.

Yang, Linyi, Tin Lok Ng, Barry Smyth, and Riuhai Dong (2020).
“HTML: Hierarchical Transformer-Based Multi-Task Learning
for Volatility Prediction.” In: Proceedings of WWW, pp. 441–451.
doi: 10.1145/3366423.3380128.

Ye, Zhen, Yu Qin, and Wei Xu (2020). “Financial Risk Prediction with
Multi-Round Q&A Attention Network.” In: Proceedings of IJCAI,
pp. 4576–4582. doi: 10.24963/ijcai.2020/631.

Zeisberger, Stefan (2021). “Do People Care About Loss Probabilities?”
In: Journal of Risk and Uncertainty forthcoming. doi: 10.2139/ssrn.
2169394.

Zerva, Chrysoula (2019). “Automatic Identification of Textual Uncer-
tainty.” PhD Thesis. University of Manchester. url: https://www.
research.manchester.ac.uk/portal/files/86864517/FULL_

TEXT.PDF.
Zhao, Zhe, Tao Liu, Shen Li, Bofang Li, and Xiaoyong Du (2017).

“Ngram2vec: Learning Improved Word Representations from
Ngram Co-Occurrence Statistics.” In: Proceedings of EMNLP,
pp. 244–253. doi: 10.18653/v1/d17-1023.

Zhu, Wanzheng and Suma Bhat (2021). “Euphemistic Phrase Detec-
tion by Masked Language Model.” In: arXiv e-prints 2109.04666.
url: https://arxiv.org/abs/2109.04666.

Zou, Hui and Trevor Hastie (2005). “Regularization and Variable Se-
lection via the Elastic Net.” In: Journal of the Royal Statistical Society
67, pp. 301–320. doi: 10.1111/j.1467-9868.2005.00503.x.

https://doi.org/10.1007/s10462-017-9588-9
https://doi.org/10.1007/s10462-017-9588-9
https://doi.org/10.1145/3366423.3380128
https://doi.org/10.24963/ijcai.2020/631
https://doi.org/10.2139/ssrn.2169394
https://doi.org/10.2139/ssrn.2169394
https://www.research.manchester.ac.uk/portal/files/86864517/FULL_TEXT.PDF
https://www.research.manchester.ac.uk/portal/files/86864517/FULL_TEXT.PDF
https://www.research.manchester.ac.uk/portal/files/86864517/FULL_TEXT.PDF
https://doi.org/10.18653/v1/d17-1023
https://arxiv.org/abs/2109.04666
https://doi.org/10.1111/j.1467-9868.2005.00503.x




A
P U B L I S H E D R E S O U R C E S

In table 25, we provide an overview of the publicly available imple-
mentations and datasets created during this thesis.

Table 25: Data and code published along with this thesis. Column 1 contains
the corresponding task, 2 the referencing chapter, 3 a brief descrip-
tion, 4 the resource type, and 5 the link to its online location.

Task Ch. Description Type Location

T1 4 gold standard Data http://data.dws.informatik.uni-

mannheim.de/theil/theil_2017_u

ncertainty_detection.zip

T1 5 uncertainty classifier,
silver standard

Model,
Data

http://data.dws.informatik.uni-

mannheim.de/theil/theil_2020_m

odality.zip

T2 6 R scripts, survey data Code,
Data

http://data.dws.informatik.uni-

mannheim.de/theil/theil_2022_r

isk_perception.zip

T3 7 Python scripts, text
data, dictionaries, fi-
nancials

Code,
Data

http://data.dws.informatik.uni-

mannheim.de/theil/theil_2022_r

isk_regression.zip

T3 8 Python scripts, finan-
cials

Code,
Data

http://data.dws.informatik.uni-

mannheim.de/theil/theil_2023_c

eo_personality.zip

T3 9 PRoFET, financials Model,
Data

https://github.com/samuelbrosc

heit/neural-profet
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B
A P P E N D I X T O C H A P T E R 6

This is the appendix to Chapter 6 “Linguistic Uncertainty and Risk
Perception in Financial Disclosures.” The following contains the used
text materials (B.1), details on the pilot study (B.2), and details on the
main study (B.3.2).

b.1 materials

b.1.1 Scenario

The asset allocation decision was assessed by using the following fic-
tional scenario:

“After working for three years, you have saved €10,000. Your goal is to increase

your capital over the next two years. For this purpose, you will be presented with

excerpts of earnings calls from four different, but similar companies. The companies

are competitors and had similar size, profit margins, and revenue growth in the past.

Based on the four excerpts of earnings calls, you should decide whether and how

much you want to invest in each company.”

b.1.2 Earnings Call Excerpts

In the following, all excerpts from earnings calls used in this study
are presented in their uncertain and certain version, respectively.

• Excerpt 1 (uncertain): After a promising last year, I would like to address our
current outlook for the next year. Despite the macroeconomic data coming
out of North America, we still believe that U.S. market sales increase. In par-
ticular, we possibly increase our net sales by 5%. The European market seems
to be more fragmented, which makes our outlook for the year vague. On a
consolidated basis, it appears that our costs decrease by 5%. The automotive
industry continues to be dynamic and to depend on world politics. In other
words, the development of the industry depends somewhat on future regula-
tions. We are adjusting to this environment and assume to see similar general
business trends in the second half of the year that we saw in the first.

• Excerpt 1 (certain): After a promising last year, I would like to address our
current outlook for the next year. Despite the macroeconomic data coming
out of North America, we will increase our U.S. market sales. In particular,
we definitely increase our net sales by at least 5%. The European market will
undoubtedly grow at the same rate. On a consolidated basis, we definitely
decrease our costs by 5%. The automotive industry continues to be dynamic.
Moreover, the development of the industry goes along with future regula-
tions. We are adjusting to this environment and clearly see the same general
business trends in the second half of the year that we saw in the first. Overall,
we expect a promising next year for all markets.
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• Excerpt 2 (uncertain): Due to the somewhat unclear industry outlook, it is
hard to predict the development of the next year. However, we may increase
our market share by 5% and our net sales by 5%. Moreover, we possibly in-
crease our profit by roughly 5%. Several drivers exist that give us confidence
in our outlook, which include the sales of our new cars, which could exceed
our expectations and possibly increase over the next years. In general, we
recognize the market has become more competitive, but we try to follow our
plan and we are taking the necessary actions to help mitigate these head-
winds. Finally, concerning our company strategy, we are very much on plan
and could increase our annual profit and margin growth.

• Excerpt 2 (certain): Due to the industry outlook, we will sustain our last year
performance throughout the next year. Specifically, we expect to increase our
market share by 5% and our net sales by 5%. Moreover, we will increase
our profit by 5%. Several drivers exist that give us confidence in our outlook,
which include the sales of our new cars, which are undoubtedly exceeding
our expectations and strongly increase over the next years. In general, we rec-
ognize the market has become more competitive, but we definitively follow
our plan and we are taking the necessary actions to help mitigate these head-
winds. Finally, concerning our company strategy, we are very much on plan
and clearly increase our annual profit and margin growth.

• Excerpt 3 (uncertain): In the last year, we introduced new cars at the Hanover
Car Show, maybe with the latest technology, including the cars D1, K3, and B4.
The new cars possibly affect our aftermarket support and our manufacturing
facilities. Moreover, our company appears to expand the market share in the
global car market by developing new products and services in the industry,
investing in new geographic regions, and occasionally providing returns to
our shareholders. Looking at future figures, we might increase our total sales
by almost 5%. For the emerging market, we see a possible increase in profit
of 5%. In line with the emerging markets, we perhaps increase our numbers
by roughly 5% in profit in our main markets, due to lower cost structures.

• Excerpt 3 (certain): In the last year, we undoubtedly introduced new cars with
the most advanced technology at the Hanover Car Show, including the cars
D1, K3, and B4. The new cars will affect our aftermarket support and manu-
facturing facilities. Moreover, our company continues to expand the market
share in the global car market by developing new products and services in the
industry, investing in new geographic regions, and always providing returns
to our shareholders. Looking at future figures, we will increase our total sales
by 5%. For the emerging market, we clearly see an increase in profit of 5%. In
line with the emerging markets, we definitely increase our numbers by 5% in
profit in our main markets, due to lower cost structures.

• Excerpt 4 (uncertain): Looking forward, we could see our net sales to increase
by roughly 5% due to the appearing economic trends that are generating
an increased number in sales. In Europe, we expect a possible increase of
nearly 5% in net sales. The UK economy, which is our largest market in the
region, may grow by almost 5% in the coming year. On the other side, the U.S.
economy may grow due to minor regulating and supervisory mechanisms. In
addition, we expect gross margins to increase by 5%, reflecting the benefits of
higher production levels. That means that we are heading towards the next
year with a possible momentum in the U.S. the car industry. Finally, I want to
thank of our employees for their work.

• Excerpt 4 (certain): Looking forward, we definitely expect our net sales to
increase by 5% due to the economic trends that are generating an increased
number in sales. In Europe, we clearly expect an increase of 5% in net sales.
The UK economy, which is our largest market in the region, will grow by 5%
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in the coming year. On the other side, the U.S. economy will strongly grow
primarily due to minor regulating and supervisory mechanisms. In addition,
we expect gross margins to increase by 5%, reflecting the benefits of higher
production levels. That means that we are heading towards the next year with
an undisputed momentum in the U.S. the car industry. Finally, I want to thank
of our employees for their work.

b.2 pilot study

The pilot study was conducted with a sample representative of the
main study. We expected the excerpts containing words from the un-
certainty and weak modal dictionaries by Loughran and McDo-
nald, 2011 to be perceived as uncertain, while excerpts containing
words from the strong modal dictionary to be certain.

b.2.1 Pilot Study Design

Using the eight earnings call snippets (cf. §B.1.2) as a basis, each par-
ticipant saw two certain and two uncertain snippets. Snippets were
randomly drawn and simultaneously shown in a 2 x 2 layout with
randomized positions. Then, participants were asked to rate the lin-
guistic uncertainty of each snippet.

b.2.1.1 Participants

Assuming a large Cohen’s d of 0.8, an a priori power analysis yielded
a minimum sample size of 19 for the pilot study. To allow for ad-
ditional room, 28 participants were recruited. No data was removed
due to the completeness and high quality of the data. Subjects were
acquaintances of the second author. The average age of the partici-
pants was 28.53 years (sx = 6.2), and the sample consisted of 19 men
and 9 women. The majority of participants worked full-time (71.42%)
with a median annual income of €50,000–€60,000.

b.2.1.2 Items

linguistic uncertainty “How do you perceive the language
in this excerpt?” was measured on a 7-point Likert scale ranging from
(1) “extremely uncertain” to (7) “extremely certain.” In addition, par-
ticipants were provided with the following definition: “Uncertainty
is generally characterized by ambiguity, vagueness, or probability.”
The definition is based on the taxonomy of uncertainty developed by
Smithson (2012). Only a brief definition was used to avoid biasing
participants and to obtain an intuitive judgement.

socio-demographics Age was measured as a numerical value
between 18 and 99. Gender was assessed via three categories: “male,”
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Table 26: Results of the pilot study on uncertainty perception (assessed on
a 7-point Likert scale from (1) “extremely uncertain” to (7) “ex-
tremely certain”) for all uncertain and certain excerpts. x̃ stands
for median and R for range.

Uncertain Certain

x̃ R x̃ R

Excerpt 1 2.00 1.00 5.00 2.00

Excerpt 2 2.00 2.00 2.00 2.00

Excerpt 3 3.50 2.00 6.00 1.00

Excerpt 4 4.00 2.00 5.00 2.00

Total 3.00 3.00 5.50 2.00

“female,” and “diverse.” Annual income was assessed with six differ-
ent levels: less than €30,000; €30,000–€40,000; €40,000–€50,000; €50,000–
€60,000; €60,000–€70,000; more than €70,000. Academic degree was
measured with an ordinal scale with academic degrees ranging from
secondary school to PhD. Work status was assessed by using a cate-
gorical variable with eight different levels.

control questions As the study was conducted in Germany
but consisted of English-language instructions and questions, the par-
ticipants were asked if they had any problems in language compre-
hension during the experiment. Additionally, the participants were
asked if they had answered all questions thoroughly. Results of partic-
ipants who answered the control questions with “No” were excluded.

b.2.2 Pilot Study Results

Table 26 contains the median and range of the pilot study responses
per text excerpt 1–4 and group (uncertain vs. certain). Wilcoxon signed-
rank tests were conducted to check for significant differences regard-
ing linguistic uncertainty between certain and the uncertain excerpts.
The test indicated a highly significant difference (p ≤ 0.001) for each
excerpt with Cohen’s d ∈ {5.12, 4.85, 4.50, 2.73}, indicating a “large”
effect (Cohen, 1998). In summary, the pilot study indicates that the
modified earnings call excerpts used in the main study are valid con-
cerning their linguistic uncertainty.
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b.3 main study

b.3.1 Items

socio-demographics Socio-demographic variables were assessed
using the same items as for the pilot study.

risk perception The following items were measured with a 5-
point Likert scale ranging from “strongly disagree” (1) to “strongly
agree” (5):

• “I believe that the price of the company’s stock will rise in the future.”

• “I believe that the price of the company’s stock will decline in the future.”

• “I think that an investment in the company’s stock is risky.”

• “I think the value of the company’s stock will fluctuate.”

financial literacy The following two general questions ad-
dressing experience and confidence were posed:

• “Do you have experience with investing in shares, ETFs, or
funds?”

– “Yes"

– “No"

• “How confident are you about your ability to invest?”
– “Not confident at all"

– “Confident"

– “Very confident"

In addition, the one-item financial literacy assessment by Gibson
et al. (2013) addressing knowledge was used:

• “How knowledgeable are you about investing?”
– “I have very little knowledge"

– “I have reasonable knowledge"

– “I have good knowledge"

– “I am an expert"

Lastly, three knowledge questions developed by Lusardi and Mitchell
(2011) that have been used in a variety of studies (Lusardi and Mitchell,
2007; Nguyen et al., 2019; van Rooij et al., 2011) were used (correct an-
swers are marked):

• “Suppose you had $100 in a savings account and the interest
rate was 2% per year. After 5 years, how much do you think
you would have in the account if you left the money to grow?”

– “More than $102" (x)
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– “Exactly $102"

– “Less than $102”

• Imagine that the interest rate on your savings account was 1%
per year and inflation was 2% per year. After 1 year, how much
would you be able to buy with the money in this account?

– “More than today"

– “Exactly the same"

– “Less than today" (x)

• Please tell indicate whether this statement is true or false. “Buy-
ing a single company’s stock usually provides a safer return
than a stock mutual fund."

– “True"

– “False" (x)

risk tolerance Four items from the established risk tolerance
questionnaire FinaMetrica,1, which were selected by Guillemette et
al. (2012), were used:

• “When faced with a major financial decision, are you more con-
cerned about the possible losses or the possible gains?”

– “Always the possible losses"

– “Usually the possible losses"

– “Usually the possible gains"

– “Always the possible gains"

• “Investments can go up and down in value, and experts often
say you should be prepared to weather a downturn. By how
much could the total value of all your investments go down
before you would begin to feel uncomfortable?”

– “Any fall in value would make me feel uncomfortable"

– “10%"

– “20%”

– “33%"

– “50%"

– “More than 50%"

• “What risks have you taken with your financial decisions in the
past?”

– “Very small"

– “Small"

– “Medium"

– “Large”

1 https://www.riskprofiling.com/

https://www.riskprofiling.com/
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– “Very large"

• “ What risks are you currently prepared to take with your finan-
cial decisions?”

– “Very small"

– “Small"

– “Medium"

– “Large”

– “Very large"

In addition, two items developed by Grable and Lytton (1999) that
have been proven to be reliable and valid by subsequent literature
(Grable and Lytton, 2003; Guillemette et al., 2012) were used:

• “In addition to whatever you own, you have been given $1,000

to invest. You are now asked to choose between:”
– “A sure gain of $500"

– “A 50% chance to gain $1,000 and a 50% chance to gain nothing"

• “In addition to whatever you own, you have been given $2,000.
You are now asked to choose between:”

– “A sure loss of $500"

– “A 50% chance to lose $1,000 and a 50% chance to lose nothing"

big five personality traits We used the BF-10 developed
by Rammstedt and John (2007). Participants could rate the follow-
ing items on a 5-point Likert scale, from “strongly disagree” (1) to
“strongly agree” (5):

• “I see myself as someone who ...”
– “... is reserved.” (extraversion −)

– “... is generally trusting.” (agreeableness +)

– “... tends to be lazy.” (conscientiousness −)

– “... is relaxed, handles stress well.” (neuroticism −)

– “... has few artistic interests.” (openness −)

– “... is outgoing, sociable.” (extraversion +)

– “... tends to find fault with other.” (agreeableness −)

– “... does a thorough job.” (conscientiousness +)

– “... gets nervous easily.” (neuroticism +)

– “... has an active imagination.” (openness +)

b.3.2 Full Results

risk perception Table 27 provides a detailed overview of the
results for the risk perception items. On average, participants were
more convinced that the stock price of the certain excerpts would
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Table 27: Descriptive statistics for the risk perception for all excerpts divided
into certain and uncertain version. The items were measured us-
ing a 5-point Likert scale ranging from “strongly disagree” (1) to
“strongly agree” (5).

(a) “I believe that the price of the com-
pany’s stock will rise in the future."

Uncertain Certain

x̄ sx x̄ sx

Text 1 3.02 0.92 3.74 0.75

Text 2 2.83 0.84 3.71 1.03

Text 3 2.85 1.01 4.10 0.76

Text 4 3.41 0.84 3.83 0.78

Total 3.03 0.93 3.85 0.85

(b) “I believe that the price of the com-
pany’s stock will decline in the future."

Uncertain Certain

x̄ sx x̄ sx

Text 1 3.00 0.96 2.49 0.85

Text 2 3.20 0.76 2.32 0.76

Text 3 3.13 0.95 2.17 0.70

Text 4 2.71 0.72 2.42 0.84

Total 3.01 0.87 2.35 0.79

(c) “I think that an investment in the com-
pany’s stock is risky."

Uncertain Certain

x̄ sx x̄ sx

Text 1 3.67 0.90 3.15 0.84

Text 2 3.83 0.81 3.10 0.97

Text 3 3.79 0.80 3.05 1.01

Text 4 3.46 0.90 2.83 1.03

Total 3.69 0.86 3.03 0.97

(d) “I think the value of the company’s
stock will fluctuate."

Uncertain Certain

x̄ sx x̄ sx

Text 1 3.74 0.83 3.46 0.88

Text 2 3.85 0.80 3.34 0.91

Text 3 3.72 0.72 3.29 1.02

Text 4 3.61 0.80 3.20 0.88

Total 3.73 0.79 3.32 0.92

rise than the price of the uncertain ones. The opposite was true for
the belief about declining stock prices. Participants thought that an
investment into the uncertain companies was riskier than for the cer-
tain ones.

socio-demographics Table 29 presents an overview of the fo-
cal socio-demographics as absolute and relative frequencies. All 81

participants were from Germany. The average age was 28.88 years
(sx = 7.33) ranging from 19 years to 55 years. The sample consisted
of 61 men (75.31%) and 20 women (24.69%). The majority of partici-
pants was working full-time or was self-employed (54.32%), the sec-
ond largest group were students (22.22%), the third largest group
were working students (16.05%), and the others were either work-
ing part-time (4.94%) or unemployed (2.47%). Considering the high-
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Table 29: Counts and percentages of socio-demographic characteristics (n =
81).

Variable Count Percentage

Gender

Male 61 75.31%

Female 20 24.69%

Diverse 0 0.00%

Age

18–24 16 19.75%

25–30 48 59.26%

31–40 11 13.58%

Over 40 6 7.41%

Income

Less than €30,000 31 38.27%

€30,000–€40,000 7 8.64%

€40,000–€50,000 6 7.41%

€50,000–€60,000 2 2.47%

€60,000–€70,000 14 17.28%

More than €70,000 16 19.75%

Unspecified 5 6.18%

est academic qualification, it was observed that most of the partici-
pants were academics (35.80% Bachelor degree, 32.10% Master degree,
and 7.41% PhD). The other participants either had Abitur (12.35%), a
secondary school certificate (6.17%), or another academic qualifica-
tion (6.17%). The annual income of the most participants was below
€30,000 (38.27%), followed by above €70,000 (19.75%).

big five personality traits After inverting the negative items,
each factor was assessed as the average of both items. Descriptive
statistics can be found in Table 30.

financial literacy The results of the financial literacy ques-
tions are presented in Table 31. More than half of the participants
(n = 49, 60.49%) already had experience with investing in shares,
ETFs, or funds. However, no participant considered themselves as an
expert investor. 35 participants (43.21%) had reasonable knowledge
about investing, 25 participants (30.86%) had very little knowledge,
and 21 participants (25.93%) had good knowledge. A little more than
half of the participants were confident about their ability to invest
(n = 42, 51.85%), whereas the remaining participants were not con-
fident at all (n = 39, 48.15%). None of the participants was “very
confident" about their ability to invest. Regarding the knowledge test,
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Table 30: Descriptive statistics of the Big Five personality traits after invert-
ing the negative items (n = 81). Negative items are denoted by
− and positive items by +. Items were measured with a 5-point
Likert scale from “strongly disagree” (1) to “strongly agree” (5).

Big 5 I see myself as someone who ... x̄ sx x̄ sx

O
... has few artistic interests. (−) 2.83 1.26

3.17 0.95

... has an active imagination. (+) 3.52 1.11

C
... tends to be lazy. (−) 3.65 1.16

3.81 0.81

... does a thorough job. (+) 3.98 0.84

E
... is reserved. (−) 2.96 1.04

3.30 0.86

... is outgoing, sociable. (+) 3.64 0.95

A
... tends to find fault with others. (−) 3.28 1.00

3.28 0.75

... is generally trusting. (+) 3.28 0.91

N
... is relaxed, handles stress well. (−) 2.60 1.14

2.67 1.00

... gets nervous easily. (+) 2.74 1.15

63 participants (77.78%) answered all three questions correctly, 16 par-
ticipants answered two questions correctly (19.75%). One participant
answered one question correctly, and one participant did not answer
any question correctly.

risk tolerance When faced with a major financial decision, most
of the participants were either usually concerned about possible losses
(n = 37, 45.68%) or usually concerned about possible gains (n = 29,
35.80%). Six participants (7.41%) were always concerned about possi-
ble gains and nine (11.11%) were always concerned about the possible
losses. When it comes to a downturn of an investment, 14.81% of the
participants would feel uncomfortable with any fall in value, 13.85%
would feel uncomfortable with a decrease of 10% (33.33% with 20%,
24.69% with 33%, 9.88% with 50%, and 3.70% with more than 50%).
In respect to the risk that participants have taken with their financial
decisions in the past, 45.68% haven taken a small or very small de-
gree of risk, 29.63% a large or very large degree of risk, and 24.69%
a medium degree of risk. Considering the risk they were currently
prepared to take with their financial decision, 45.67% are prepared
to take a small or very small degree of risk, 18.52% a large or very
large degree of risk, and 35.80% for a medium degree of risk. When
choosing between a certain gain and an uncertain gain, 74.07% would
choose a certain gain. In contrast, only 46.91% would choose a certain
loss instead of an uncertain loss.
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Table 31: Resulting absolute and relative frequencies of the results divided
into self-assessed and objective financial literacy.

Question Count Percentage

Experience

No 32 39.51%

Yes 49 60.49%

Knowledge

Very little 25 30.86%

Reasonable 35 43.21%

Good 21 25.93%

Expert 0 0.00%

Confidence

Not confident 39 48.15%

Confident 42 51.85%

Very Confident 0 0.00%

Interest rate

Correct 80 98.77%

Wrong 1 1.23%

Inflation

Correct 77 95.05%

Wrong 4 4.94%

Risk of products

Correct 65 80.25%

Wrong 16 19.75%
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This is the appendix to Chapter 7 “Risk Regression from Linguis-
tic Uncertainty.” Table 32 contains the uncertain candidate terms se-
lected by the multi-task learner.

Table 32: Candidate terms with an above-zero coefficient as reported by the
elastic net regressor. Regressions were fit using 23K 10-Ks span-
ning years 1994–2020 with the cumulative tf–idf of each uncertain
candidate term (n = 11K) as an input and the three dependent
variables volatility, analyst error, and dispersion as output. Terms
are sorted in descending order according to their average coeffi-
cient across the three independent variables.

territoriality, disreputable, amputated, warrants, hyperglycemia, coronavirus,
nonhomogeneous, raise, postulates, burglaries, million, establishes, able, deterio-
ration, vie, personalize, achievability, setback, mastheads, understatement, lysins,
widening, unprecedented, valuation, currently, worsening, enmeshed, deteriorat-
ing, downgraded, preferred, setbacks, reduced, result, date, substantially, sub-
freezing, efforts, ratoon, betting, persist, complete, terminate, obtain, closing,
tightening, chariots, dissatisfy, generate, hijacking, adynamic, codification, re-
duce, rescinded, upthrown, expedients, suspend, experienced, foreseeable, suf-
ficient, dramatic, foreclosures, weakness, acoustically, bushels, topline, downturn,
miscalculations, install, turnaround, fallen, candidates, untoward, yellowham-
mer, headlining, altitudes, oedema, bears, catalyze, decreased, osseous, announce-
ments, reclamation, expands, originate, reducing, measuring, retender, noncom-
pensatory, prorating, presage, rems, undetected, liquated, correctible, declining,
harvestable, chromosomes, roofs, dramatically, substantial, gallons, receivable,
contempt, scheduled, lack, designate, speculators, predictions, dilutive, channels,
frequent, future, delays, incompleteness, kilobits, deficiency, presences, worst,
projection, defines, crisis, repriced, realizability, depletable, deploying, signifi-
cantly, contingency, decrease, converted, fonds, constrained, futility, elevated, moi-
eties, misleading, geological, motived, ungulate, discourages, icons, challenging,
rebuttals, questions, preselected, scripts, accretes, rescission, capitalize, availabil-
ity, milestone, turmoil, endorse, shortfall, redetermining, rescind, pitfalls, cross-
cut, retain, deflectors, nonproductive, targeted, unreliable, dizziness, unsophis-
ticated, unobtrusive, flew, steps, unemployable, contango, cannons, curtail, voy-
ages, pursue, assurances, entrant
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This is the appendix to Chapter 8 “Risk Regression from CEO Person-
ality.”

d.1 final hyperparameters

Using a Bayesian hyperparameter optimization as specified in §8.3.2,
we obtain the configurations specified in Table 34a and 34b with min-
imal loss on the validation set.

Table 33: Final hyperparameter configurations found by the Bayesian opti-
mization searching over 40 configurations per MBTI dimension.

(a) Hyperparameters for BERT.

MBTI Batch Size Learning Rate

E–I 128 4.8×10−5

S–N 32 4.9×10−5

T–F 32 1.0×10−6

J–P 256 8.6×10−6

(b) Hyperparameters for RoBERTa.

MBTI Batch Size Learning Rate

E–I 256 4.3×10−5

S–N 32 4.6×10−5

T–F 128 9.4×10−8

J–P 128 4.7×10−5
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d.2 results on the validation set

Table 35: Validation results of the personality prediction task. CEO person-
ality is predicted from earnings call transcripts across the four
MBTI dimensions: extraversion–introversion (E–I), sensing–intuition
(S–I), thinking–feeling (T–F), and judging–perception (J–P). The mod-
els are an SVM trained on trigram tf–idf vectors, BERTbase, and
RoBERTabase.

MBTI Model r ρ τ MAE

SVM 0.70 0.69 0.55 0.38

E–I BERT 0.46 0.42 0.28 0.62

RoBERTa 0.72 0.60 0.48 0.35

SVM 0.34 0.48 0.30 0.28

S–N BERT 0.20 0.35 0.24 0.53

RoBERTa 0.43 0.61 0.43 0.27

SVM 0.13−0.05−0.03 0.33

T–F BERT −0.43−0.32−0.22 0.38

RoBERTa 0.11−0.07−0.03 0.36

SVM −0.05 0.05 0.03 0.35

J–P BERT 0.32 0.28 0.19 0.53

RoBERTa 0.25 0.14 0.06 0.40


	Title Page
	Abstract
	Acknowledgements
	Own Publications
	Table of Contents
	List of Acronyms
	Preliminaries
	1 Introduction
	1.1 Motivation
	1.2 Contributions
	1.3 Outline

	2 Theoretical Background
	2.1 Aleatory and Epistemic Uncertainty
	2.2 Uncertainty in the Agency Dilemma

	3 Related Work
	3.1 Uncertainty Detection
	3.2 Uncertainty and Risk
	3.3 Risk Regression


	Uncertainty Detection
	4 Linguistic Uncertainty Detection
	4.1 Introduction
	4.2 Data
	4.3 Methodology
	4.4 Results and Discussion
	4.5 Conclusion

	5 Linguistic Uncertainty Prediction
	5.1 Introduction
	5.2 Data
	5.3 Methodology
	5.4 Results and Discussion
	5.5 Conclusion


	Causality of Uncertainty and Risk
	6 Linguistic Uncertainty and Risk Perception
	6.1 Introduction
	6.2 Research Questions and Hypotheses
	6.3 Experimental Design
	6.4 Results
	6.5 Discussion
	6.6 Conclusion


	Risk Regression
	7 Risk Regression from Linguistic Uncertainty
	7.1 Introduction
	7.2 Data
	7.3 Methodology
	7.4 Results and Discussion
	7.5 Conclusion

	8 Risk Regression from CEO Personality
	8.1 Introduction
	8.2 Background and Related Work
	8.3 Personality Prediction
	8.4 Risk Regression
	8.5 Ethical Considerations
	8.6 Conclusion

	9 Assumption-Free Risk Regression from Text
	9.1 Introduction
	9.2 Data
	9.3 Methodology
	9.4 Results and Discussion
	9.5 Conclusion


	Wrap-Up
	10 Conclusion
	10.1 Summary
	10.2 Implications

	11 Limitations and Future Work
	11.1 Limitations
	11.2 Future Work


	Bibliography
	A Published Resources
	B Appendix to Chapter 6
	B.1 Materials
	B.2 Pilot Study
	B.3 Main Study

	C Appendix to Chapter 7
	D Appendix to Chapter 8
	D.1 Final Hyperparameters
	D.2 Results on the Validation Set


