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Tutorial

Psychologists have long been interested in the psycho-
logical and cultural characteristics of places (Oishi & 
Graham, 2010; Rentfrow & Jokela, 2016). However, it is 
only now—spurred by the rapidly expanding availability 
of large-scale data—that research examining geographical 
differences in psychological phenomena is really booming 
(Ebert et al., 2022; Hehman et al., 2020; Rentfrow, 2020). 
The topics and data studied under this new umbrella are 
diverse and span multiple psychological subdisciplines. 
To illustrate, researchers have used large-scale online per-
sonality surveys (Chopik & Motyl, 2017; Elleman et al., 
2020; Rentfrow et al., 2008, 2013), large-scale experimen-
tal bias assessments (Hehman et al., 2019; Ofosu et al., 

2019), or massive amounts of geotagged digital footprints 
(Eichstaedt et al., 2015; Jaidka et al., 2020; Obschonka 
et al., 2019) to examine spatial variation in psychological 
phenomena.

One, perhaps the most, compelling way to describe and 
communicate the spatial organization of psychological 
phenomena is to visualize it in maps. Indeed, maps are a 
central element of almost every article that investigates 
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Abstract
Psychologists of many subfields are becoming increasingly interested in the geographical distribution of psychological 
phenomena. An integral part of this new stream of geo-psychological studies is to visualize spatial distributions of 
psychological phenomena in maps. However, most psychologists are not trained in visualizing spatial data. As a result, 
almost all existing geo-psychological studies rely on the most basic mapping technique: color-coding disaggregated data 
(i.e., grouping individuals into predefined spatial units and then mapping out average scores across these spatial units). 
Although this basic mapping technique is not wrong, it often leaves unleveraged potential to effectively visualize spatial 
patterns. The aim of this tutorial is to introduce psychologists to an alternative, easy-to-use mapping technique: distance-
based weighting (i.e., calculating area estimates that represent distance-weighted averages of all measurement locations). 
We outline the basic idea of distance-based weighting and explain how to implement this technique so that it is 
effective for geo-psychological research. Using large-scale mental-health data from the United States (N = 2,058,249), we 
empirically demonstrate how distance-based weighting may complement the commonly used basic mapping technique. 
We provide fully annotated R code and open access to all data used in our analyses.
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geo-psychological differences (Ebert, Götz et al., 2022). 
However, mapping techniques are typically not a stan-
dard feature of psychologists’ methodological training. 
As a result, most published geo-psychological studies 
rely on the most basic mapping technique: color-coding 
disaggregated data (i.e., grouping individuals into pre-
defined spatial units and then mapping out average 
scores across these spatial units). To be clear, there is 
nothing wrong with this mapping technique. However, 
as we outline in this article, in many research contexts, 
this basic mapping technique may leave some unlever-
aged potential to effectively visualize spatial data. There-
fore, here we introduce and implement an alternative 
technique to visualize spatial data: distance-based 
weighting (i.e., calculating area estimates that represent 
a distance-weighted average of all measurement loca-
tions). We believe that distance-based weighting requires 
only little incremental effort but may offer large incre-
mental utility in many research contexts. Our aim is to 
enable readers to readily implement distance-based 
weighting in their workflow. We provide fully annotated 
code to reproduce all analytical steps in R.

Demonstration Data: Mental Health  
in the United States

We demonstrate all empirical steps using real-world data. 
To do so, we chose (a) a prominent psychological attri-
bute (i.e., mental health) that most readers will likely be 
familiar with and (b) a data set that mirrors common 
geo-psychological research in size and spatial-coverage 
characteristics. The following files are necessary to rep-
licate our analysis and can be downloaded from our OSF 
project page (https://osf.io/quhcb):

mental_health_counties.csv: contains information on 
the average mental health (based on a sample of 
2,058,249 U.S. residents [observations]) of a county’s 
population1 (menthlth: Now thinking about your men-
tal health, which includes stress, depression, and 
problems with emotions, for how many days during 
the past 30 days was your mental health not good? 
[count variable range = 0–30]). These data pool the 
survey years 2005 to 2010 of the Behavioral Risk Fac-
tor Surveillance System (Centers for Disease Control 
and Prevention [CDC], 2020).2

county_shape.shp and state_shape.shp with corre-
sponding .prj, .dbf, and .shx files: These so-called 
shapefiles originate from the U.S. Census Bureau 
(2020). They contain digital vectors to store polygons 
representing the spatial location and boundaries of 
the 3,108 counties and the 48 states of the contiguous 
United States plus Washington, D.C.

The following code imports, prepares, and merges 
these data files:

# Import spatial data
county_layer <- read_sf("us_counties 
 .shp")
state_layer <- read_sf("us_states 
 .shp")

# Import county-level variable
my_data <- read_csv("mental_health_ 
  counties.csv")

# Select relevant columns
sp_var <- "menthlth"
nobs_var <- "observations"
geo_var <- "fips"
vars <- c(geo_var, sp_var, nobs_var)
my_data <- my_data %>%
  select(all_of(vars))

# Rename columns to make code generic
colnames(my_data) <- c("geo_id", "sp_ 
 var", "nobs")

# Join spatial data with county-level  
 data
my_data$geo_id <- as.character(my_ 
 data$geo_id)
county <- left_join(county_layer, my_ 
 data, by = c("GEOID" = "geo_id"))

Conventional Mapping

First, we briefly present the basic mapping technique 
that underlies almost all existing geo-psychological stud-
ies, that is, color-coding disaggregated data. This means 
that for each geographical unit, the corresponding aver-
age score of the phenomena under study is mapped out. 
In our case, we would (a) calculate the average number 
of poor-mental-health days per month for each county 
and then (b) map out this average county by county. 
Note that we can map out average scores only for coun-
ties whose samples are sufficiently large to derive mean-
ingful estimates. Previous research has used varying 
minimum inclusion thresholds, such as 50 observations 
(Götz et al., 2018; Matz & Gladstone, 2020), 100 observa-
tions (Ebert et al., 2019; Obschonka et al., 2018; Payne 
et  al., 2019), 150 observations (Hehman et  al., 2017), 
and 200 observations (Bleidorn et  al., 2016) per geo-
graphical unit. We here sought to choose a cutoff that 
is sufficient to produce reliable aggregate-level health 
scores and allows us to retain a large number of 
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counties. To balance these aims, for our data size and 
structure, a cutoff of 50 observations per county forms 
a reasonable compromise: Previous research has suc-
cessfully employed this cutoff, which suggests that 50 
observations per county are sufficiently high to inspire 
confidence in the resulting county-level mental-health 
scores. At the same time, employing a rather liberal 
cutoff of 50 observations per county allowed us to retain 
most counties (N = 2,204). Thus, we could at least partly 
avoid the problem that setting fixed cutoffs comes at the 
expense of selectively dropping observations with spe-
cific features from the analysis (i.e., usually less popu-
lous rural areas).

To map out differences in mental health, we broke 
up the county-level mental-health scores into equally 
sized categories and assigned darkening colors from 
yellow (low values) to red (high values). The following 
code maps out county-level mental-health scores for 
each county with at least 50 participants. Thereby, we 
use a color-coding scheme that groups counties in steps 
of 0.25 and assigns darkening colors from yellow to red.3 
Figure 1a depicts the resulting map.

# Reduce sample to counties with at  
 least 50 participants
disaggr_layer <- county %>%
  filter(nobs >= 50)

# Define color coding scheme and  
 assign colors
grouping <- seq(2.5, 4.5, by = .25)
colors <- brewer.ylorrd(10)
disaggr_layer$group <- findInterval 
 (disaggr_layer$sp_var,  
 grouping) + 1
disaggr_layer$colors <- colors 
 [disaggr_layer$group]

# Map mental health across counties  
 while depicting state boundaries
ggplot() +
  geom_sf(data = disaggr_layer,
          fill = disaggr_layer$colors,
          color = disaggr_layer$colors) +
  geom_sf(data = county_layer,
          fill = NA,
          color = "#bbbbbb",
          size = .3) +
  geom_sf(data = state_layer,
          fill = NA) +
  theme_bw()

Most generally, we observe strong regional differences 
in mental health across the United States. Those differ-
ences range from an average of only 0.58 poor-mental-
health days per month in Hand County, South Dakota, 
to 8.09 poor-mental-health days per month in Dickenson 
County, Virginia. This statement exemplifies the major 
advantage of the conventional mapping technique: We 
can directly infer the level of mental health for specific 
geographical units. For example, we can determine that 
Fulton County in Atlanta (Georgia’s most populous 
county, which we frequently return to throughout this 
tutorial) falls into the category of 2.75 to 3.0 poor-mental-
health days per month (exact score = 2.77). However, the 
current map is also limited in two crucial ways. First, in 
many (if not most) instances the aim of mapping is to 
reveal and communicate spatial patterns (in our case, the 
geographical distribution of mental health across the 
United States). Reporting scores separately on a county-
by-county basis produces a scattered pattern that makes 
it difficult for readers to identify spatial regularities within 
the data. Second, the map does not cover the entire 
United States but contains blank spots for those counties 
that do not meet our minimum inclusion criteria. Thus, 
the current map does not provide any estimates on the 
mental-health levels of these areas.

Fig. 1. (a) Conventional mapping of regional differences in mental 
health across 3,108 U.S. counties. White colored counties did not 
meet the minimum inclusion threshold. (b) Map of regional differ-
ences in mental health across the United States using spatial grids 
and distance weights.
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Figure 1b is based on the same underlying data as 
the conventional map in Figure 1a. However, it is 
obvious that in this map, the data are visualized quite 
differently. In the following, we (a) explain distance-
based weighting as the approach underlying this alter-
native visualization, (b) demonstrate how to design 
distance-based weighting so it is effective for geo-
psychological research, and (c) discuss the advantages 
and disadvantages of this alternative visualization 
compared with the conventional mapping approach.

Mapping Based on Distance Weights

We now introduce distance-based weighting as an alter-
native technique to visualize spatial data. Distance-based 
weighting is a commonly used technique in geography 
and the wider social sciences (e.g., Buddemeier et al., 
2011; Hough et al., 2004; Mann et al., 2002). Although 
an emerging set of recent studies highlighted the 
promise of distance-based weighting for mapping psy-
chological data (Buecker et al., 2021; Calanchini et al., 
in press; Ebert et al., 2021, 2022), so far, this technique 
has been used in only a very few studies and by a nar-
row circle of researchers.

The basic idea of distance-based weighting is to cal-
culate area estimates that represent distance-weighted 
averages of other measurement locations in the data. 
Thereby, following Tobler’s (1970) first law of geography 
(i.e., “Everything is related to everything else. But near 
things are more related than distant things,” p. 236), 
proximal locations receive greater weights than distal 
locations. Note that there is a great flexibility in how  
to exactly design this distance-based weighting. Below 
we outline in two steps how to design distance-based 
weighting so it is effective for geo-psychological research.

Step 1: transforming polygon data into 
point data on a spatial grid

The map presented in Figure 1 is based on the division 
of the contiguous United States in 3,108 counties. In our 
first analytical step, we now dissolve this division into 
counties and instead divide the surface of the United States 
into a regular spatial grid (i.e., into a raster of equally sized 
quadratic squares). Specifically, we use a fine-grained spa-
tial grid dividing the United States into 57,570 squares with 
a size of 15 × 15 km (see thin dotted points in Fig. 2).4 
The following code creates this spatial raster:

Fig. 2. (a) Transformation of the surface of Georgia into equally sized 15 × 15 km spatial grids with county scores 
superimposed as point data. Gray dots represent locations with insufficient sample sizes. (b) Spatial grid with measure-
ment locations scaled according to their underlying sample sizes. In both panels, the black circle reflects a 75-km radius 
around the Fulton County, Georgia, measurement point location.
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# Define grid size (in meters) and  
 create raster layer
raster_size <- 15000
raster_layer <- raster(ext = extent 
 (county_layer), res = c(raster_size,  
 raster_size))

This spatial grid layer forms the basis for the second 
analytical step. Specifically, we superimpose the infor-
mation depicted in Figure 1 (i.e., each county’s average 
number of poor-mental-health days) onto this spatial 
grid.5 Note that when doing so, we no longer treat 
county scores as polygon data but as point data. That 
is, we treat each county as a measurement point located 
in the geographical center of the specific county. Figure 
2a displays how we conceptualize the data structure in 
the next analytical step. For example, we can see that 
Fulton County, Georgia, now represents one measure-
ment location on a spatial grid. The gray dots represent 
those county scores that were excluded because their 
sample size did not meet our inclusion criterion of at 
least 50 participants.

Step 2: using distance weights  
to smooth point data

In our second analytical step, we now use distance-based 
weighting to smooth the data across the entire study area. 
To do so, we calculate a score for each grid cell, which 
represents a weighted average of all measurement points. 
Thereby, each measurement location is weighted accord-
ing to its distance to that specific grid cell. To that end, 
we first need to calculate the distance between all grids 
and measurement points. The following code calculates 
these distances and stores them in a matrix:

# Create layer for distance-based  
 weighting by removing counties  
 without any observations
db_layer <- county %>%
  filter(!is.na(sp_var)) %>%
  as_Spatial()

# Define function to calculate  
 Euclidean distances
eucl_dist <- function(p, q) {
  a <- outer(p[, 1], q[, 1], "-")^2
  b <- outer(p[, 2], q[, 2], "-")^2
  sqrt(a + b)
}

# Apply function to data points (here  
 the centroids of the grids and the  
 counties)

gdistmat <- eucl_dist(coordinates 
 (raster_layer), coordinates(db_ 
 layer))
gdistmat <- gdistmat / 1000 # Transform  
 distances to kilometers

Now that we know the distances between each grid 
cell and measurement location, we need to define how 
these distances translate into weights. In the simplest 
(and commonly used) approach of distance-based 
weighting, each location receives a weight, w, which 
represents the inverse of its distance to the target grid 
cell (also called inverse distance weighting),6 which is 
given by:

w
distance

=
1

.

The solid gray line in Figure 3 depicts the distance-
decay function resulting from this weighting scheme, 
which shows a decline in assigned weights that trend 
toward zero. We can easily and flexibly adjust this  
distance-decay function. For example, by exponentiating 
distance (i.e., distance2), the function would trend 
toward zero more quickly and therefore increase the 
relevance of nearby measurement points (see dashed 
gray line in Fig. 3).

To map out geo-psychological differences, we recom-
mend adjusting this basic weighting scheme in two ways. 
First, we recommend specifying a distance-decay function 
that is adequate for the data structure and psychologically 
meaningful. Regarding adequacy, the used distance-decay 
function should be appropriate for the underlying data 
structure. For example, consider a case in which measure-
ment locations are spaced (on average) 50 km apart from 
each other. In such a case, it would be suboptimal to use 
a distance-decay function that assigns high weights only 
to locations in very close distance (e.g., only to those 
within a 5-km radius). If we did so, single measurement 
locations will become overly dominant, whereas most 
others would not be relevant at all. Consequently, there 
would not be much of a smoothing effect. Thus, when 
informing a distance-decay function, we should try to 
ensure that most grids actually have measurement loca-
tions in the relevant spatial range. Regarding meaningful-
ness, the used distance-decay function should ideally be 
informed by theoretical considerations. For example, we 
here aim to map out regional differences across the 
United States. One approach to identify a person’s psy-
chologically relevant region is to define it as the interac-
tion space that is available on a daily basis (Ebert et al., 
2022; Götz et al., 2020; Stieger et al., 2022). Studies have 
shown that commuting or traveling for short-term activi-
ties is perceived as cumbersome if it exceeds a physical 
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distance of 60 to 80 km (Ahmed & Stopher, 2014; Phibbs 
& Luft, 1995). A quick check shows that such a definition 
of distance should be adequate for our data structure. To 
illustrate, we can see in Figure 2 (75-km circle in Figs. 1a 
and 1b) that in most cases, several measurement points 
fall within the daily interaction space around a grid cell.

Note that there are many possibilities to define  
distance-decay functions (for an overview of commonly 
used approaches, see Brenner, 2017). In the following, 
we depict the daily available interaction space by using 
a log-logistic distance-decay function, which is given by

w
distance

r

s=
+ 







1

1

,

where r denotes the distance at which the decay function 
reaches a value of .5 and s determines the slope of the 
decay with distance. We use and introduce this distance-
decay function here because it has the advantageous 
property that its general shape (flat – decreasing – flat) 
aligns neatly with the idea of representing the daily 
available interaction space. To illustrate, we defined the 
daily available interaction space to cover a distance of 
60 to 80 km. If we chose r = 75 km and s = 7, this results 
in a distance-decay function in which (a) observations 
up to a distance of 50 km (i.e., within the core of inter-
action space) receive a weight of nearly 1, (b) observa-
tions between 50 and 100 km (i.e., at the edges of the 

interaction space) receive decreasing weights, and (c) 
observations beyond 100 km (i.e., clearly outside the 
interaction space) receive weights near 0. A further 
advantage of this log-logistic distance-decay function is 
that it can flexibly be adjusted to accommodate different 
research settings (see Fig. 3). For example, if we were 
interested in more fine-grained differences (e.g., within 
cities), we could set a lower r to shift the curve to the 
left and put more emphasis on nearby locations. Like-
wise, we can adjust the shape of the distance function. 
For example, if we set s = 4 (instead of 7), the curve’s 
trend toward 0 is less steep.7

Second, besides specifying an adequate and meaning-
ful distance-decay function, we also recommend consid-
ering the sample sizes of measurement locations 
(Brenner, 2017). Unlike, for instance, weather data (in 
which each location represents exactly the same number 
of measurements), in geo-psychological studies, loca-
tions typically represent different numbers of partici-
pants (and thus measurements). Consider Figure 2b, 
which shows that the measurement location of Fulton 
County represents many more participants than mea-
surement locations from smaller rural communities in 
Georgia. To account for this, we may expand our weight-
ing scheme by additionally weighting for sample size:

w
distance

samplesize=

+ 







×
1
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Including sample size in the equation comes with two 
advantages in our research context. First, we can now 
use all available data and must no longer exclude mea-
surement locations with small sample sizes. Why is that? 
If we treat each measurement location equally (i.e., do 
not account for sample size), small samples with unreli-
able means could severely bias the estimation (which is 
why they are excluded). However, this is no longer the 
case if we additionally weigh for sample size. Specifi-
cally, measurement locations with very few people will 
be less influential because they receive small-sample-
size weights (see Fig. 2: gray dots in Fig. 2a are trans-
formed to small colored dots in Fig. 2b). Second, 
weighting according to sample size allows for an easy 
and straightforward interpretation of the resulting map: 
For each grid cell, we now indicate the average score 
among the people in our data that reside within the daily 
available interaction space of that grid cell. The follow-
ing code defines the weighting function and uses the 
distance matrix (created in the previous step) to calcu-
late a weighted score for each grid cell:

# Define function to calculate spatial  
 weights based on log logistic  
 distance decay function
spatial_weights <- function(d, r, s) {
 (1/(1+((d/r)^s)))
}
r <- 75
s <- 7

# Compute spatial weights based on the  
 computed geographic distances between  
 grid cells and observed counties
gweights <- spatial_weights(gdistmat,  
 r = r, s = s)

# Define function that takes spatial  
 weights (w), the desired variable  
 (v), and the number of participants  
 (n) as input parameters
db_fun <- function(w, v, n) {
  x <- rowSums(t(apply(w, 1,  
  function(x) x * v * n)), na.rm =  
  TRUE)
  x_weight <- rowSums(t(apply(w, 1,  
  function(x) x * n)), na.rm = TRUE)
  x <- x / x_weight
  x
}

# Apply function to compute distance- 
 based weighted scores for every grid  
 cell

db_values <- db_fun(w = gweights, v =  
 db_layer$sp_var, n = db_layer$nobs)

# Assign distance-based weighted  
 scores to grid cells
db_raster_layer <- setValues(raster_ 
 layer, db_values)

Mapping differences in mental  
health using spatial grids and distance 
weighting

Because of the previous step, we now have a weighted 
average score for each grid cell and are ready for map-
ping. The following code prepares the spatial grid and 
maps out grid-cell scores using the same grouping and 
color scheme that we used for the conventional map (i.e., 
groups of 0.25 with darkening colors from yellow to red). 
Figure 1b depicts the resulting map and juxtaposes it 
against the conventional mapping approach (Fig. 1a):

# Crop raster layer to the shape of  
 the contiguous US
db_raster_layer <- mask(db_raster_ 
 layer, county)

# Transform raster layer to data frame
db_raster_layer <- as.data.frame 
 (db_raster_layer, xy = TRUE)
db_raster_layer <- na.omit 
 (db_raster_layer)

# Group calculated values using the  
 color coding scheme from above
db_raster_layer$group <- findInterval 
 (db_raster_layer$layer,  
 grouping) + 1
db_raster_layer$colors <- colors 
 [db_raster_layer$group]

# Create map
ggplot() +
  geom_raster(data = db_raster_layer,  
  aes(x = x, y = y), fill = db_raster_ 
  layer$colors, color = db_raster_ 
  layer$colors) +
  geom_sf(data = state_layer,
          fill = NA) +
  labs(x = "",
       y = "") +
  theme_bw()

When comparing distance-based weighting with the 
conventionally used mapping technique (Fig. 1a vs.  



8 Ebert et al.

Fig. 1b), we first realize that it is no longer possible to 
infer exact scores for specific geographical units (e.g., 
What is the average score of the participants residing in 
Fulton County?). Any prespecified borders of geographi-
cal units are dissolved. Furthermore, because of the 
distance-based weighting, the score for any specific loca-
tion is now also informed by nearby locations.8 This 
smoothing generally leads to less extreme spatial differ-
ences. Specifically, whereas scores in Figure 1a range 
from 0.58 to 8.09 (Δ = 7.51), in Figure 1b, they here 
range from 1.90 to 6.30 (Δ = 4.4).

Although it is no longer possible to infer exact scores 
for specific locations, the map in Figure 1b provides 
clear advantages in communicating general spatial pat-
terns in the data. Specifically, at least three merits stand 
out. First, distance-based weighting leads to continuous, 
easy-to-grasp distributional patterns. Thus, distributional 
patterns that were previously disguised (or only tenta-
tively visible) now become evident at a single glance. 
To illustrate, the map clearly indicates a belt of poor 
mental health spanning from Oklahoma through Mis-
souri and Arkansas, into the Deep South, and back up 
to Kentucky and West Virginia. Second, according to the 
very fine-grained spatial grid, the depicted distributional 
patterns are no longer tied to prefixed county boundar-
ies. Rather, the distributional patterns could largely 
emerge freely from the data using our weighting scheme. 
This weighting scheme was informed by theoretical con-
siderations. Thus, the distributional patterns should 
reflect “true” psychological contexts. To illustrate, the 
map clearly depicts how the extensive belt of poor men-
tal health in the South is broken up by the sphere of 
influence of agglomerations such as Atlanta. Third, 
because we calculated scores for each grid cell, we now 
have estimates for areas in which only sparse data are 
available (i.e., the areas that were blank in Fig. 1a). To 
illustrate, consider the extensive areas of Texas that were 
missing data in Figure 1a and now form a nuanced geo-
graphical distribution.9

Taken together, we have shown that both mapping 
techniques (i.e., conventional mapping and distance-
based weighting) come with their own unique strengths 
and limitations. Table 1 summarizes the major strengths 
of both approaches. In short, if researchers are most 

interested in communicating precise estimates for spe-
cific geographical units, color-coding disaggregated data 
will serve them well. Conversely, if the aim is to com-
municate broader patterns, distance-based weighting 
may be preferred. Likewise, researchers may also com-
plement different techniques by presenting their results 
side by side. In sum, we neither discourage the use of 
conventional mapping nor advocate for a universal use 
of distance-based weighting. Which mapping technique 
is most appropriate will ultimately depend on the 
research question at hand.

Conclusion

Psychologists of all subfields are becoming increasingly 
interested in the geographical distribution of psychologi-
cal phenomena. To visualize such geo-psychological 
differences, previous studies largely relied on conven-
tional mapping (i.e., color-coding disaggregated data). 
In this tutorial, we reviewed the strengths and limitations 
of this basic mapping technique (i.e., exact scores  
for specific locations but spatial regularities and blank 
areas that are difficult to identify). We then introduced  
distance-based weighting as an alternative mapping 
technique that not many psychologists are aware of yet. 
In two steps, we demonstrated how to effectively employ 
this technique in geo-psychological research. First, we 
transformed polygon data into point data on a spatial 
grid. This transformation allowed us to produce more 
continuous maps with distributions that are not tied to 
prefixed higher spatial entities. Second, we used distance 
weights to estimate scores for each spatial grid cell. This 
allowed us to (a) smooth the data (i.e., making it easier 
to identify spatial regularities) and (b) estimate scores 
for unmeasured locations (i.e., filling in blank areas in 
the map).

From our perspective, distance-based weighting can 
be a useful tool for geo-psychological research for at 
least three reasons. First, distance-based weighting is 
very versatile and can be applied regardless of which 
construct is being studied (e.g., personality, bias, or well-
being), how it was assessed (e.g., count variables, binary 
data, or Likert scales), and at what geographical level it 
is being examined (e.g., from neighborhood differences 

Table 1. Comparison of Mapping Techniques

Conventional mapping Distance-based weighting

• Easy to implement • Easy to implement
• Easy to interpret • Easy to interpret
•  Provides scores for specific 

geographical units
• Highlights distributional patterns
• Weighting function captures psychological contexts

 • Not tied to a priori specified units
 • Estimates for areas with sparse data
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in cities to regional differences in countries). Second, as 
demonstrated by our code, distance-based weighting is 
relatively easy to implement. Third (and potentially most 
relevant), distance-based weighting is straightforward to 
interpret. For example, in our case, we indicate for each 
place the average score among the people in the data 
that reside within the daily available interaction space. 
We consider this straightforward interpretation particu-
larly advantageous when the audience of an article is 

nonexperts in spatial modeling (which is almost always 
the case in geo-psychological research). That being said, 
there naturally exist further approaches to visualize and 
interpolate spatial data. Box 1 provides an annotated list 
of five tools that may be useful for researchers studying 
spatial differences in psychological phenomena. All these 
tools are implemented in major software packages (e.g., 
R) and can be applied without additional costs (see e.g., 
Bivand et al., 2013; Lopez-Martin et al., 2021).

Box 1. List of Further Useful Tools for Geo-Psychological Research

Hot-Spot Analysis
The aim of hot-spot analysis is to visualize and statistically identify spatial clusters (i.e., areas in which 
high/low values of a variable flock together). Hot-spot analysis indicates for each geographical unit the 
degree to which this unit and its nearby units deviate from the overall study area. This approach has 
already been used in geo-psychological research (e.g., Ebert et al., 2019; Jokela et al., 2015; Rentfrow et al., 
2015). For detailed information on this method, see Bivand and Wong (2018).

Nearest Neighbor Interpolation (or Proximal Interpolation)
Nearest neighbor interpolation is the most basic and oldest form of spatial interpolation. It can be 
understood as a special case of distance-based weighting: Every spot on the map simply receives the value 
of its nearest measurement location. As such, nearest neighbor interpolation uses only little of the available 
information, but it is easy to implement and interpret. For example, we could easily implement nearest 
neighbor interpolation in our case by assigning each grid cell the value of the nearest measurement 
location. In Supplemental Script 5, we provide code demonstrating how to implement this basic method.

Trend-Surface Analysis
The idea of trend-surface analysis is to interpolate data according to the principle that the distribution of a 
variable changes along a geographic gradient. To model this, the variable of interest is entered in a 
regression model as the dependent variable and latitude and longitude are the independent variables. By 
specifying higher-order polynomials, also complex distributional patterns can be captured. To our 
knowledge, trend-surface analysis has not yet been used in geo-psychological research. For detailed 
information on this method, see Agterberg (1984).

Kriging (or Gaussian Process Regression)
Kriging also uses information from nearby geographical units to interpolate the value of a variable at a 
place. However, unlike the inverse distance weighting presented in the current tutorial, Kriging is a 
nondeterministic approach of spatial interpolation. That is, the distance-based weights are not defined a 
priori but are fitted to the spatial autocorrelation structure in the data using so-called variograms. Because 
of this more complex modeling, Kriging minimizes the estimation variance at each estimated location. 
There are different forms of Kriging, and its application requires advanced geo-statistical expertise. To our 
knowledge, Kriging has not yet been applied in geo-psychological research. For detailed information on 
Kriging, see Oliver and Webster (2015).

Multilevel Regression and (Synthetic) Poststratification
Multilevel regression and poststratification (MrP; Gelman & Little, 1997) and its more recent extension, 
multilevel regression with synthetic poststratification (MrsP; Leemann & Wasserfallen, 2017), are quickly 
gaining momentum as sophisticated tools for spatial imputation. Researchers derive predictions for an 
outcome variable in specific sociodemographic brackets (e.g., 40- to 65-year-old men with a university 
degree). Drawing from granular census data, researchers then compute area estimates in the outcome 
variable by weighting the prediction of each sociodemographic bracket by the number of residents in an 
area that fall into the corresponding bracket. This process originally stems from political science, and Hoover 
and Dehghani (2020) provided an excellent introduction for the use of Mr(s)P in geo-psychological research.
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Notes

1. Note that throughout the current article, the term “county” is 
used to capture both counties and county equivalents. County 
equivalents refer to areas that are comparable with counties but 
are officially called by other names (e.g., parishes in Louisiana, 
councils of government in Connecticut, or independent cities in 
Maryland, Missouri, Nevada, and Virginia; Pew Research Center, 
2022; United States Department of Commerce, 1994).
2. We also provide data sets containing the additional variables 
smoker (county average from binary variable 0 = nonsmoker, 
1 = smoker) and life_satis (In general, how satisfied are you 
with your life? county-average from Likert scale variable 1 [very 
satisfied] to 4 [very dissatisfied]). With these data, readers can 
reproduce our analytical steps and explore maps for variables 
with different content and scaling.
3. Note that there are many different options on how to group 
and color-code a measurement across geographical areas. Which 
categorization and color scheme to use will ultimately depend 
on the distribution of the underlying variable and the commu-
nication purpose (e.g., researchers that want to depict general 
distributional patterns may choose a different categorization and 
color scheme than researchers that want to highlight where the 
most extreme scores are located).
4. In the subsequent analytical step, we will calculate the dis-
tance between each grid cell and measurement location pairing. 

Thus, the computational intensity grows exponentially with the 
number of grid cells. Therefore, when defining their spatial ras-
ter, researchers should keep in mind that choosing an unnec-
essarily fine-grained spatial raster may not be computationally 
feasible. However, in most research settings that we can think of, 
computational intensity should not be a serious bottleneck. Even 
our subsequent analysis (which is based on the fairly high num-
ber of 57,570 grid cells and 2,360 measurement locations) should 
run smoothly on most conventional machines. Nevertheless, 
there might be situations in which the underlying data structure 
(i.e., the combination of grid cells and measurement locations) 
exceeds computational feasibility. In Supplemental Script 6 we 
provide a workaround for such situations by excluding those 
measurement locations that are not informative for a grid cell’s 
score. 
5. Note that it is not strictly necessary to dissolve the county 
polygons into spatial grids first. It would also be possible to 
superimpose the county scores as point data onto the county 
map. However, using a spatial grid leads to more fine-grained, 
continuous distributional patterns that are not tied to prefixed 
spatial boundaries.
6. Physical distance is by far the most commonly used indicator 
to capture the proximity between two locations. However, in 
some cases (e.g., when two places are located at opposite sides 
of a river), the geographical distance may not well capture the 
“psychological” distance between two locations (Murdani et al., 
2018). Therefore, note that it is also possible to use other defini-
tions of distance, such as the travel time between two locations 
(e.g., Duschl et  al., 2015; Mewes & Ebert, 2021). However, at 
least to our knowledge, there currently exists no other option to 
extract travel time other than repeatedly calling public routing 
application programming interfaces from, for example, Google 
Maps or Open Street Map. Accordingly, calculating the distance 
between hundreds of thousands of location pairings takes very 
long and frequently exceeds the maximum number of allowed 
requests of the public routing services. Whether it is worth going 
to these lengths ultimately depends on the research question 
at hand. Note that often it will not make much of a difference 
whether the visualization is based on geographical distance or 
travel time. That is because travel time is often a linear func-
tion of geographical distance. To illustrate, Ebert et al. (2022) 
reported that the correlation between travel time and geographi-
cal distance across a randomly drawn set of U.S. zip code areas 
was r = .99 and across zip codes within the New York area was 
r = .92.
7. In Supplemental Script 3, we provide additional maps to show 
how distributional patterns become more fine-grained and scat-
tered when choosing a smaller r and/or a higher s and more 
continuous and smoother when choosing a higher r and/or a 
smaller s. 
8. Naturally, some grid cells are backed up by more nearby 
measurement locations than others. Thus, we may still seek to 
exclude grid cells that are informed only by very sparse nearby 
data. To do so, we can blank all grid cells whose cumulated 
weight sum of participants is below a certain threshold. In 
Supplemental Script 4, we provide additional maps in which we 
excluded grid cells whose cumulated weight sum was below 50 
and 100, respectively.
9. Distance-based weighting can also be described as a simple, 
deterministic approach of data interpolation. In Supplemental 
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Script 2, we provide code to demonstrate how to extract grid-
cell scores for points (i.e., what the grid-cell score is at a specific 
point in space) and polygons (i.e., what the average grid-cell 
score is within a specific bounding box such as a zip code area 
or a county) so they can be used in further analytical steps.  
However, we note that we here introduced distance-based 
weighting as an approach to visualize data. When the aim is to 
interpolate data, other more complex approaches may be more 
powerful (see Box 1).
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