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Preface

This dissertation consists of three self-contained chapters. The common theme con-
necting these chapters is the focus on how the labor market affects inequality in the
economy. The first chapter studies how changes in the unemployment insurance
system impact labor market inequality in the presence of endogenous labor force
participation. In the second chapter, biased labor market expectations discourages
individual asset accumulation contributing to wealth inequality. Diverging supply of
high-skilled workers influencing the firm distribution and fostering wage inequality
across Germany is the topic of the third chapter. The following provides a short sum-
mary of each chapter.

Chapter 1: Unemployment Insurance Reforms in a Search Model with Endogenous
Labor Force Participation
This chapter is joint work with Andreas Gulyas1 and Ioannis Kospentaris2.
We develop a life-cycle search model with a labor force participation decision of work-
ers, job-to-job transitions, endogenous separations and job creation to study unem-
ployment insurance (UI) reforms. We evaluate the impact of two reforms: a duration
extension to 99 weeks, and an equally expensive benefit increase. Both reforms lead
to a decrease in the employment to population ratio, but leave the labor force partici-
pation rate and labor productivity roughly constant. The duration extension yields a
higher unemployment rate compared to the benefit increase. Older workers respond
more to UI reforms than prime-age and young workers, diminishing their labor mar-
ket prospects the most. Workers’ participation decisions, job-to-job transitions and
separations account for a substantial part of the economy’s response to UI reforms.

1University of Mannheim
2Virginia Commonwealth University

1



2 PREFACE

Chapter 2: The Effects of Biased Labor Market Expectations on Consumption,
Wealth Inequality, and Welfare
This chapter is joint work with Almut Balleer3, Georg Dürnecker4, and Susanne
Forstner5.
Idiosyncratic labor market risk is a prevalent phenomenon with important implica-
tions for individual choices. In labor market research, it is commonly assumed that
agents have rational expectations and, therefore, correctly assess the risk they face in
the labor market. We analyze survey data for the U.S. and document a substantial op-
timistic bias of households in their subjective expectations about future labor market
transitions. Furthermore, we investigate the heterogeneity in the bias across different
demographic groups and find that high-school graduates tend to be strongly over-
optimistic about their labor market prospects, whereas college graduates have rather
precise beliefs. In the context of a quantitative heterogeneous agents life cycle model,
we show that the optimistic bias has a quantitatively sizable negative effect on the
life cycle allocation of income, consumption and wealth and implies a substantial loss
in individual welfare compared to the allocation under full information. Moreover,
we establish that the heterogeneity in the bias leads to pronounced differences in the
accumulation of assets across individuals, and is thereby a quantitatively important
driver of inequality in wealth.

Chapter 3: Non-Convergence of East German Wages: Effects of Skill Shortage on
Firm Organization
Why have average labor productivity and wages not converged between East and
West Germany after reunification? Documenting a diverging relative supply of high-
skilled workers, I propose a new explanation for this puzzle: In the presence of fewer
high-skilled workers, East German firms operate under a different organization of
production, stay smaller, are less productive, and pay lower wages. Exploiting rich,
administrative datasets, I document a positive relation between the size and the share
of high-skilled workers in an establishment, as well as positive semi-elasticities re-
garding wages for both worker types and regions controlling for observables. Using
a general equilibrium model with large firms operating in a frictional labor market,
over 26% of the wage gap after controlling for on worker and job characteristics be-
tween East and West Germany in 2015 can be explained by the lower relative supply
of high-skilled workers. The model also predicts that output would increase by 20%
if East Germany had the same relative supply of workers as West Germany.

3RWTH Aachen, IIES at Stockholm University
4Goethe-University Frankfurt
5IHS Vienna



Chapter 1

Unemployment Insurance Reforms in a
Search Model with Endogenous Labor
Force Participation

This chapter is joint work with Andreas Gulyas and Ioannis Kospentaris.
I acknowledge support by the state of Baden-Württemberg through bwHPC and the
German Research Foundation (DFG) through grant INST 35/1134-1 FUGG.

1 Introduction

The provision of unemployment insurance (UI) benefits constitute the most prominent
policy to insure workers against joblessness. The effects of UI benefits have been stud-
ied extensively in labor economics, documenting that high levels of UI may worsen
workers’ job-finding prospects.1 A recent literature explicitly models the firms’ job
creation response to UI extensions and uses structural models to obtain reliable coun-
terfactual policy results.2 The structural approaches have so far abstracted from work-
ers’ labor force participation decisions, as well as job-to-job transitions, which may
have important implications for the analysis of UI reforms. On the one hand, more
generous UI might improve workers’ labor market outcomes as it incentivizes work-
ers to stay in the labor force longer. On the other hand, firms may respond by creating
fewer vacancies, which might be detrimental for labor productivity as fewer workers
transition to high productivity jobs.

To address these challenges, we build upon Menzio, Telyukova, and Visschers
(2016) and develop a life-cycle search model with an endogenous labor force partici-

1See, among others, Schmieder and von Wachter (2016) and Tatsiramos and Van Ours (2014) for re-
cent surveys of the microeconomic literature on the effects of UI benefits and Chodorow-Reich,
Coglianese, and Karabarbounis (2019), Hagedorn, Karahan, Manovskii, and Mitman (2013), Hage-
dorn, Manovskii, and Mitman (2015), and Johnston and Mas (2018) for the aggregate effects.

2See Krause and Uhlig (2012), Nakajima (2012), Mitman and Rabinovich (2019), Hartung et al. (2020),
and Rujiwattanapong (2021).

3



4 CHAPTER 1. ENDOGENOUS LABOR FORCE PARTICIPATION

pation decision of workers. This extension makes this the first model in the literature
featuring endogenous job creation by firms and job-to-job transitions in a three state
model of the labor market. This unique combination allows us to comprehensively
study the effects of an UI extension to 99 weeks and an equally expensive increase in
UI benefits of 17.6%, while holding eligibility duration fixed at 6 months. We find that
both UI reforms leave the labor force participation rate (LFPR) and labor productivity
roughly unchanged, but moderately reduce employment and GDP, and increase un-
employment. Inspecting the model’s mechanisms reveals that these effects are mostly
driven by changes in the separation rate and flows in and out of the labor force. The
main difference between the two reforms is that the UI extension has a larger im-
pact on the unemployment rate, because fewer unemployed workers drop out of the
labor force. Moreover, the life-cycle structure of the model allows us to study how
workers of different ages respond to more generous UI benefits and find that older
workers respond more than prime-age and young workers. This implies that states
with older populations, such as Florida, may have significantly different responses to
UI extensions than states with more young workers, such as Utah.

Our main contribution is to show that disregarding the effect of flows in and out
of the labor force, job-to-job transitions, and endogenous separations implies a signif-
icant bias in the analysis of UI reforms. Typically, in search models, more generous
UI leads workers to become “pickier” and search for more productive jobs, which
increases labor productivity. In our model with on-the-job search, labor productiv-
ity slightly declines because fewer employed workers move on to more productive
jobs due to depressed job-to-job transitions. In addition, we show that the chang-
ing labor force participation decisions and increased separations in response to more
generous UI benefits account for the majority of the total unemployment increase. In
conclusion, we argue that omitting the flows in and out of the labor force and job-
to-job transitions as well as treating separations as exogenous would lead to a biased
assessment of the effects of UI reforms.

In our model, workers are heterogeneous in home production, which is subject to
idiosyncratic shocks. These shocks capture in reduced form all changes to the relative
return of market work compared to home production, such as child and family caring
responsibilities, health, and disability shocks. In addition, workers age stochastically
through a life-cycle, which also affects the value of home production. Non-employed
workers choose whether to join the pool of unemployed or to drop out of the labor
force. The unemployed give up a fraction of their home production in exchange for a
higher job contact rate. To account for the large fraction of hires from out of the labor
force, we assume that non-participating workers still contact jobs, but at a lower rate.3

Successful matches start out with unknown productivity, which has to be learned

3In CPS, 38.3% of new hires every month are from workers coming from out of the labor force.



1. INTRODUCTION 5

over time. Employed workers engage in job search and transition to more productive
matches over the life-cycle.

On the other side of the market, firms decide how many and what type of vacancies
to open. Vacancies differ in the type of workers they hire and the promised utility
they offer, which gives rise to a segmented labor market. In each submarket, the fric-
tional meeting process is modeled with a constant returns to scale matching function.
Workers choose which type of vacancy to search for. This decision entails a trade-off,
as high utility jobs attract more applicants but feature a lower job-finding probability.
Workers with high home production or in high productivity matches search in sub-
markets with high promised utility but low job-finding rate. Finally, matches can be
either endogenously or exogenously dissolved.

We calibrate the model targeting the average monthly labor market flows and the
LFPR over the life-cycle, in addition to the job tenure distribution. The tenure dis-
tribution provides information about the distribution of match-specific productivity,
in addition to the labor force attachment of workers. This creates a tension in the
calibration: the monthly movements in and out of the labor force are very large,
while there are many workers in jobs with long tenures. To account for the frequent
movements in and out of the labor force requires a very volatile home production
process, which would contradict the large mass of persistently employed workers.
Our model overcomes this challenge with the interaction between home production
and match-specific productivity. Workers in high quality matches have a higher home
productivity threshold for separations and remain employed for long periods of time.
At the same time, the home production process has enough volatility for the model to
match all labor market flows perfectly. This is not a trivial outcome in search models
with labor force participation, as typically these models are not flexible enough to
match all flows.4

Any framework aiming to understand the aggregate effects of UI reforms should
take into account the differences across workers’ labor market attachment, since this
heterogeneity is likely to affect the impact of UI policies. For example, Lalive (2008)
and Tatsiramos (2010) have shown that old workers use UI as a bridge to retirement,
and thus might react differently to UI changes compared to prime age workers. Sim-
ilarly, workers with strong labor market attachment, such as prime-age workers, may
respond less strongly to an increase in UI benefits compared to young and older work-
ers with lower attachment.5 To gauge the model’s ability to capture these aspects of

4For example, Garibaldi and Wasmer (2005) report that their model falls short in accounting for the
magnitude of the UN and NU flows. Krusell et al. (2011) also report that the UN flow is too small
and the UE flow is too large in their model compared to the data. Similarly, the model in Cairo et al.
(2020) does not have enough degrees of freedom to account for the magnitude of several observed
flows.

5For another example of differential attachment, Mankart and Oikonomou (2017) show that secondary
earners change their behavior more often than primary earners over the business cycle.
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worker heterogeneity, we examine its performance with respect to two sets of untar-
geted moments: the labor market flows over the life-cycle, and workers’ four-month
labor market histories identified from the CPS panel dimension (based on Kudlyak
and Lange, 2018 and Hall and Kudlyak, 2019). We show that the labor market flows
over the workers’ life-cycle and the four-month labor market histories predicted by
the model are close to the empirical ones. This shows that the model is consistent
with rich heterogeneity in the labor market attachment of various workers, which
makes it a suitable framework to study UI reforms.

We use the model to study the effects of a permanent UI benefits extension to 99
weeks and contrast this reform to an equally expensive 17.6% increase of UI benefits
while holding eligibility duration fixed. The 99 weeks extension leads to an increase
in the unemployment rate by 12%, or a 0.7 percentage point increase, and to a modest
decline in the employment to population ratio by 0.8%. The declining employment
rate in addition to a slight decrease in labor productivity yields a decrease in GDP
by 0.8%. Which mechanisms account for these changes in the labor market? The
increase in the unemployment rate is driven mostly by changes in the separation rate
and the flows in and out of the labor force, as opposed to changes in the job-finding
probability.6 Thus, our exercise highlights the importance of separations for the effects
of UI reforms, in line with recent empirical evidence. Hartung et al. (2020), studying a
cut in UI eligibility duration in Germany, show that three quarters of the decline in the
unemployment rate are due to lower separation rates into unemployment. Similarly,
Jäger et al. (2019) find that an extension of UI benefits in Austria raised separations
by 27% over its four year implementation.

We further show that the UI extension leaves the LFPR virtually unchanged. This
seems counterintuitive at first, because it is often argued that more generous UI bene-
fits incentivize workers to stay longer in the labor force. Our model indeed estimates
that flows from unemployment to out of the labor force (UN) would decline by 14%,
consistent with the empirical findings of Rothstein (2011) and Farber and Valletta
(2015). The UI reform nevertheless leaves the LFPR unchanged. This occurs because
the reservation productivity for staying in a match increases, which in turn increases
the separation rate. Together with the reduced job-finding rates, this counteracts the
decline in the UN rate and leaves the LFPR unchanged.

We contrast this change in the UI system with an equally expensive increase in UI
benefits by 17.6%, holding UI eligibility duration constant at 6 months. This reform
leads to similar employment effects, but to a 3% smaller increase in the unemployment
rate (9% compared to 12%). The reason for this difference is that the UN flow declines
more for the duration extension than for the benefit increase. This is driven by the

6These findings also echo the results of Elsby et al. (2009) and Elsby et al. (2015) who highlight the
importance of the separation and participation margin, respectively, for unemployment fluctuations.
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unemployed workers who drop out of unemployment once benefits run out. Finally,
the effects of both UI reforms on GDP and labor productivity are similar. With both
policies, job-to-job transitions decline, implying fewer transitions to highly productive
matches, which slightly pulls average labor productivity down. Together with the
lower employment rate, this leads to a decline in GDP of about 0.8%.

Finally, using our model, we show that it is quantitatively important to account for
the changes in all labor market flows as well as the life-cycle dimension to compre-
hensively understand the effects of UI benefit reforms. First, a decomposition of the
model forces yields that the labor force participation decision alone accounts for 50%
of the overall unemployment response. Second, we find that old workers respond
much more than young and prime-age workers to changes in UI provision. Impor-
tantly, this result is consistent with the empirical evidence provided by Michelacci
and Ruffo (2015) who, using SIPP data, find that the unemployment rates of older
workers are more responsive to UI changes. Although we make no claims about wel-
fare, we believe that it is important to study the positive effects of more generous
UI policies, as the policy debate often centers around the effects of these reforms on
(un)employment and output.7 To be specific, the often heard arguments that more
generous UI benefits pull workers into the labor force and improve productivity do
not hold in our setting.

This paper contributes to two strands of literature. The first studies the aggregate
effects of UI reforms. Recent contributions, among many others, include Chodorow-
Reich et al. (2019), Hagedorn et al. (2013), Hagedorn et al. (2015), and Johnston and
Mas (2018). Most closely related are Hartung et al. (2020), Krause and Uhlig (2012),
Mitman and Rabinovich (2019), Nakajima (2012), and Rujiwattanapong (2021) who
study the effects of UI reforms using equilibrium search models.8 An important dif-
ference with our work is that we consider a model with a labor force participation
choice, as well as job-to-job transitions. For example, in a model without on-the-job
search, Acemoglu and Shimer (1999) show that more generous UI makes workers
pickier and may increase labor productivity. We show that including job-to-job transi-
tions counteracts this channel. More generous UI reduces job-to-job transitions, which
leads fewer workers climbing up the job ladder to more productive jobs, ultimately
slightly lowering labor productivity. Similarly, flows in and out of the labor force
account for half of the unemployment response to more generous UI.

Second, we contribute to the literature that develops search and matching models
with an out of the labor force state, in the tradition of Pries and Rogerson (2009)
and Garibaldi and Wasmer (2005). Compared to Krusell et al. (2010, 2011, 2017), we

7The equilibrium of our directed search model is efficient, therefore it is not well suited for welfare
comparisons.

8Also related is the work of Costain and Reiter (2008) who highlight the link between labor market
fluctuations and the responsiveness of unemployment to changes in UI benefits.
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endogenize the job creation decision of firms, making our model more suitable for the
study of UI reforms. Cajner et al. (2021) enrich the framework of Krusell et al. (2010,
2011) with the life-cycle dimension; similar to us, they find that the unemployment
rate of older workers changes more when UI benefits increase. Compared to Haefke
and Reiter (2011) and Cairo et al. (2020), our model is flexible enough to match all
the labor market flows perfectly and includes job-to-job transitions, although they go
beyond our paper in studying the model’s cyclical properties. Finally, we complement
the work of Kudlyak and Lange (2018) and Hall and Kudlyak (2019) who exploit
the panel dimension of CPS to identify heterogeneity in labor force profiles across
workers. In our model, this heterogeneity is driven by economic choices, and, to the
best of our knowledge, we are the first to compare model-generated four-month labor
force histories with CPS data.

The rest of the paper is organized as follows. The next Section describes the model
framework. Section 3 lays out the identification strategy and Section 4 presents the
calibration results along targeted and untargeted moments. In Section 5, we present
the effects of more generous UI schemes on labor market stocks and flows. Section 6
concludes. Finally, the appendix presents multiple robustness exercises with respect
to different parameterizations, as well as the full transition path of the economy after
the UI reforms.

2 The Model

In this Section we lay out our model of worker flows over the life-cycle. The model
builds on the directed search framework of Menzio and Shi (2011) and Menzio,
Telyukova, and Visschers (2016). Workers go through a life-cycle and decide whether
to participate in the labor market. They trade off the value of home production in
exchange for market work. Eligible unemployed workers receive unemployment ben-
efits, which expire after some time. The labor market is frictional and segmented in
submarkets. Firms choose how many and what type of vacancies to offer, and workers
direct their search towards these type of vacancies.

2.1 The Environment

Time is discrete and the economy is populated with a unit mass of workers and a
positive mass of firms to be determined in equilibrium. Workers stochastically age
through a life-cycle, which is modeled as A distinct stages of aging. Each period,
a worker of age a reaches the next stage a + 1 with probability pa. After they aged
through the last stage, workers exit the model and are replaced by an entering cohort
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of young agents.9 In addition to age, workers are also heterogeneous in their home
production. Home production is comprised of an idiosyncratic component h, which
is subject to shocks, as well as an age-specific component h̄(a). In contrast to most of
the search literature, workers’ participation in the labor market entails an economic
choice. They trade off their home production with the opportunity to earn a market
wage.

The level of home production in our model should be thought of as the value
of non-participation in the labor market relative to market work. Therefore, it is a
reduced form way of capturing all relevant reasons for not participating in the labor
market. It comprises the value of goods and services produced at home, such as food
preparation, child care, elderly care, in addition to the value of leisure. But it also
includes other important dimensions such as health shocks, or the value of getting
education. Our goal is not to explicitly model the different reasons why workers do
not participate in the labor market, but rather build an equilibrium framework where
worker flows are generated by economic decisions of agents.

The modeling details of UI benefits follow Mitman and Rabinovich (2015). The
standard duration of unemployment benefits is six months in the United States. To
obtain tractability, we model this in a stochastic fashion, assuming that UI benefits
may expire at each month with a certain probability chosen to match the average
duration of six months. Only workers with a previous employment spell receive
unemployment benefits, whereas workers rejoining the labor force are not eligible.
Finally, in the main body of the paper, we abstract from modeling the government’s
budget constraint to keep the model computationally tractable.10 In appendix D,
we show that introducing a tax on worker-firm matches to finance UI expenditure
changes neither the baseline model results, nor the results from the policy reforms.
The reason behind this is that UI expenditure are below 0.4 percent of GDP in the
data, thus the tax rate required to finance it is too small to quantitatively affect our
results.

Periods are subdivided into six stages: realization of shocks, separation, matching,
search, learning, and production. In the beginning of the period, all innovations
to home productivity and aging shocks, as well as the expiration of unemployment
benefits are realized.

In the separation stage, these shocks might trigger endogenous separations for em-
ployed individuals. In addition, matches dissolve exogenously with probability δ0.

9The assumption of stochastic aging greatly simplifies the computational burden of the model. Since
agents are risk-neutral, the assumption of stochastic aging compared to deterministic aging is in-
consequential.

10Adding a government budget constraint to the model would impose non-trivial computational bur-
den, since it requires solving a fixed point problem for taxes.
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The period continues with the matching stage. Workers participating in the labor
market have the opportunity to search with a probability that depends on their em-
ployment state. For the unemployed this probability is λu, whereas employed workers
engage in on-the-job search with probability λe. To account for the large amount of
worker flows from out of the labor force directly to employment, we also allow work-
ers not participating in the labor force to take part in the matching process with a
probability λo.11 We label unemployed workers active searchers, and workers out of
the labor force passive searchers.

The labor market is frictional and search is a time-consuming process. While work-
ers are unemployed, they have to forgo a fraction 1 − ϕ of their flow utility from
home production to engage in active job search. Workers are directing their search
towards specific submarkets indexed by (x, a, h). These submarkets differ in terms of
the meeting probability and the promised value of the job to the worker x. In sub-
market (x, a, h), firms offer workers of type (h, a) a contract with promised life time
utility x to the worker.

Workers are able to choose the submarket in terms of promised life time utility x,
but are forced to search in the submarket for their respective type.12 Intuitively, sub-
markets with high promised life-time utility will be visited by more workers. As a
consequence, each submarket (x, a, h) will have a different labor market tightness, as
defined by the ratio of vacancies to job seekers, i.e. θ(x, a, h) = v(x, a, h)/u(x, a, h). Of
course, the composition of job seekers varies across submarkets, as some submarkets
are populated by employed, unemployed or workers out of the labor force. Condi-
tional on having the opportunity to search, a worker visiting submarket (x, a, h) faces
a probability of meeting a vacancy of p(θ(x, a, h)).

Profit maximizing firms also choose how many vacancies to open in each sub-
market. Maintaining a vacancy costs k units of output per period. A vacancy in
submarket (x, a, h) meets a worker with probability q(θ(x, a, h)), where both p() and
q() are twice differentiable, strictly increasing and strictly concave functions such that
q(θ) = p(θ)/θ. After a successful meeting, nature draws a match specific productiv-
ity z from the distribution f (z). Matches are experience goods, and the idiosyncratic
match productivity is unknown to both partners at the beginning. At the end of each
matching stage, workers and firms in matches with unknown z learn the productivity
with probability α. The assumption that matches are experience goods is grounded in
the observation that many matches are dissolved within a few months, and that most
jobs have a specified trial period.13

11In CPS, 38.3% of all new hires involve workers from out of the labor force.
12This assumption will guarantee that the equilibrium is block-recursive, which reduces the computa-

tional burden of the model.
13According to CPS, 23% of employed workers have job tenure less than a year.
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After the matching stage, non-employed workers decide whether to actively search
and join the pool of unemployed, or to drop out of the labor force. The period
concludes with the production stage. Employed workers produce z units of output.
Workers outside of the labor force produce according to their idiosyncratic productiv-
ity h times their age specific home productivity component h̄(a). Actively searching
unemployed workers forgo a fraction (1−ϕ) of their home productivity. Additionally,
they might be eligible for unemployment benefits of level b̄.

As is typical in the literature, we include all workers from 16 to 64 in our analysis. In
the United States, most workers become eligible for social security retirement benefits
at the age of 62 (French, 2005), which coincides with our latest age group. To capture
this, workers in the oldest age group (ages 60-64) are also entitled to a retirement
benefit bR, which is available only if they stay out of the labor force.

2.2 Value Functions

We start with the problem of workers who have the opportunity of searching. These
workers face a trade-off between choosing a submarket with a high promised life-time
utility but low job-finding rates, or lower paying jobs that are easier to come by. This
maximization problem is described in equation (1.1).

R(V, a, h) =max
x

p(θ(x, a, h)) [x − V] (1.1)

The value of search consists of the probability of finding a job p(θ(x, a, h)) times the
capital gain from finding a job. This is given by the promised life-time utility x of the
job, minus the outside option of the searching worker V, which can be the value of
employment or non-employment.

Next, equation (1.2) describes the problem of a non-employed worker in state a, h
with unemployment benefits b ∈ {0, b̄}, facing the labor force participation decision.

N(a, h, b) = max {Nu(a, h, b), No(a, h)} (1.2)

The worker simply chooses to drop out of the labor force if its continuation value
No(a, h) is higher than the value of engaging in active job search Nu(a, h, b). These
value functions at the beginning of the production stage are presented in equations
(1.3) and (1.4).

No(a, h) = exp(h + h̄(a)) + bR1a≥60 + βE[N(a′, h′, 0) + λoR(N(a′, h′, 0), a′, h′)] (1.3)

A worker that is currently not in the labor force enjoys flow utility of exp(h + h̄(a)).
Additionally, the oldest workers, for whom retirement benefits are available, receive
an additional payoff bR if they do not participate in the labor force. Beginning of next
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period, shocks to home productivity and age realize. The expectation is taken over
all possible future values of h′ and a′. Throughout the paper, we denote all variables
in the next period with a prime. Next period, the worker again faces the decision
to join or stay out of the labor force. Workers who rejoin the labor force are not
eligible for UI benefits, thus the continuation value is the discounted expected value
of equation (1.2), with b = 0. With probability λo she has the opportunity to search
next period, which is valued R(N(a′, h′, 0), a′, h′). Finally, newly born workers enter
the labor market as non-employed and draw home production h from the stationary
distribution.

Because unemployed workers have to spend a certain amount of time on search,
they only receive a fraction ϕ of their total home productivity exp(h + h̄(a)) as flow
payoff. In addition, workers receive unemployment benefits b ∈ {0, b̄}, depending
on their eligibility status. With probability λu, the worker is able to participate in the
matching process, which entails a capital gain of R(N(a′, h′, b′), a′, h′). Formally, the
problem of an unemployed worker is presented below

Nu(a, h, b) = b + ϕ exp(h + h̄(a)) + βE
[
N(a′, h′, b′) + λuR(N(a′, h′, b′), a′, h′)

]
. (1.4)

Next, consider an employed worker of type (a, h) who is in a match with known
quality z at the beginning of the production stage. The joint value of the match for
the firm and the workers is given by

V(a, h, z) = z

+ βE

[
max

d∈[δ0,1]

{
dN(a′, h′, b̄) + (1 − d)

[
λeR(V(a′, h′, z), a′, h′) + V(a′, h′, z)

]}]
.

(1.5)

The match produces z units of output. At the beginning of next period, the new
values of h′ and a′ are revealed and the match partners can decide to separate by
setting d = 1. If the match is neither exogenously nor endogenously dissolved, it
continues to the matching stage where the worker gets the opportunity to search with
probability λe. This opportunity is valued at R(V(a′, h′, z), a′, h′). If the search is
unsuccessful, the continuation value is V(a′, h′, z).

Successful matches initially start out with unknown quality z0. The value of these
matches at the beginning of the production stage is given by

V(a, h, z0) = α ∑
z

V(a, h, z) f (z) + (1 − α)

(
∑
z

z f (z) + βE

[
max

d∈[δ0,1]

{
dN(a′, h′, b̄)

+ (1 − d)
[
λeR(V(a′, h′, z0), a′, h′) + V(a′, h′, z0)

]}])
. (1.6)
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Just before production takes place, with probability α the productivity of the match
is revealed. With probability 1 − α, the match continues with unknown productivity.
In expectation, the match produces ∑z z f (z) units of output. The continuation value
mirrors the one with known match quality.

Free entry on the firm side drives down the firm’s expected gain from opening a
vacancy in each submarket to its cost k. The gain is given by the job filling probability
in the respective submarket, multiplied with the value of the job minus the amount
promised to the worker:

k ≥ q(θ(x, a, h)) (V(a, h, z0)− x) . (1.7)

This relationship pins down θ and hence the job-finding and job-filling probabilities
for all submarkets in all states of the economy. Thus, firms and workers can form
expectations about these objects without the knowledge of the distribution of matched
and unmatched agents, giving rise to the block-recursive nature of the model (Menzio
and Shi, 2011).

With all value functions described, we define the Block Recursive Equilibrium in
this environment as in Menzio and Shi (2010, 2011) and Menzio et al. (2016):

Definition 1. A Block Recursive Equilibrium in this environment consists of a market tight-
ness function θ, value functions V, N, Nu, No, a policy function for the participation decision
of non-employed workers s, policy functions regarding the market to search in xu, xo, and pol-
icy functions for the firm-worker match, (d, xe). These functions must satisfy the following
conditions:

1. V, Nu, No, N, s, xo, xu, xe, d, θ are independent of the distribution of agents across states.

2. θ satisfies the free entry condition ∀ (x, a, h) in equation (1.7)

3. s, xu, xo, xe, d maximize the value functions V, Nu, No, N in equations (1.2)–(1.5).

The next Section discusses the calibration of the model.

3 Calibration

To calibrate the model, we have to specify a distribution of match-specific shocks, a
functional form for the matching function, as well as the processes for the age profile
and idiosyncratic shocks of home production. First, we assume that match-specific
productivity z is drawn from a uniform distribution U ([−∆z, ∆z]). Second, since the
model is formulated in discrete time, we choose to work with the CRS matching
function M(u, v) = uv

(uγ+vγ)
1
γ

, which yields well-defined job-finding and job-filling
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Parameter Value Description Target

α 0.3333 Prob. of learning Average learning duration of 3 months
β 0.996 Discount factor 5% real interest rate
γ 0.6 Matching function elas. Literature (see main text)
λe 1 Meeting intensity employed Normalization
pb 0.8329 Prob. of keeping UI benefits Average eligibility duration of 26 weeks
pa 0.0167 Aging Probability Average lifecyle of 50 years with 10 age groups

Table 1.1: Externally Calibrated Parameters

probabilities between 0 and 1.14 Third, for the age profile of home production, we
assume a linear spline with three different regimes:

h̄(a) =


h2−h1

a1
(a − 15) + h1 a ∈ [15, a1]

h3−h2
a2−a1

(a − a1) + h2 a ∈ (a1, a2]

h4−h3
64−a1

(a − a2) + h3 a ∈ (a2, 64]

These regimes capture the behavior of labor force participation over the life-cycle:
it increases for young workers, plateaus during prime age, and decreases as work-
ers get older. The process is characterized by six parameters: a1 and a2 are the age
cutoffs at which the home production regime changes, while h1 − h4 determine the
unconditional levels of home production at ages 15, a1, a2, and 64, respectively. Fi-
nally, the process for idiosyncratic home production shocks, h, follows a stochastic
process. Each period, with probability ph, agents draw a new h′ from the distribu-
tion U ([h − ∆h, h + ∆h]). Thus, ph governs the frequency, and ∆h the magnitude of
home production shocks. With probability 1 − ph the worker continues with their old
home production h.15 We discretize the process for h using the method from Tauchen
(1986).16

We set a period in the model to be one month. Several model parameters are set
exogenously and their values are presented in Table 1.1. The discount factor β is set to
0.996, consistent with a 5% annual interest rate. Moreover, we set the elasticity of the
matching function, γ, to 0.6, which lies between the estimates reported by Den Haan
et al. (2000) and Hagedorn and Manovskii (2008). We normalize the meeting intensity
λe of employed workers to unity; we calibrate endogenously the meeting intensities

14We use u to denote the measure of job seekers in a particular submarket. This may consist of
employed, unemployed or individuals out of the labor force.

15We have calibrated the model with an AR(1) process for the home production shocks and the re-
sults are very similar. As we explain later, it is important that the home production process has
persistence; simple iid shocks would not allow us to match the labor market flows.

16Since we are modeling a unit root process, we have to impose ex ante bounds for the values of h in
the calibration process. We assume that h can take values in a [−2, 2] grid. We assign all probability
mass falling outside the grid to the boundaries.
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of workers who are unemployed and out of the labor force. The monthly probability
of a worker keeping UI benefits pb is set to 0.8329 which yields an average eligibility
duration 26 weeks in the model, the standard UI duration in the US. Moreover, we
choose to have 10 age groups and an average career length of 50 years. This implies an
average group length of 5 years, which we achieve by setting the aging probability pa

equal to 0.0167. Finally, we set the probability of learning the quality of a firm-worker
match to one third per period. This implies a modest level of learning frictions, since
workers and firms learn their match quality in three months on average, very close
to the parameterization of Menzio et al. (2016). In the appendix Section G, we show
that our results also hold for different parameterizations. We conduct a sensitivity
analysis with respect to both higher and lower levels of the learning speed α and the
elasticity of the matching function γ.

The remaining 15 parameters are calibrated internally. We choose a set of identi-
fying moments from US data to inform these model parameters. To begin with, the
choice of the identifying moment for the flow value of unemployment benefits b̄ is
straightforward. We use the the long run average of the ratio of unemployment bene-
fit expenses over GDP from 1982 to 2016 in the US, reported by the OECD, as a target
for the generosity of unemployment benefits.17

For most of the remaining identifying moments, our main data source is the Cur-
rent Population Survey (CPS) obtained from Integrated Public Use Microdata Series
(IPUMS) from 1982 to 2018.18 Following Kudlyak and Lange (2018), we restrict our
attention to workers that have either four or eight interviews in CPS.19 The calcula-
tion of labor force histories is possible only for these workers and we want to use
the same sample for both targeted and untargeted moments. We consider workers
between 16 and 64 and we treat the data set as a large cross-section. That is, we pool
all observations together before computing averages.

The identification strategy for the parameters describing labor market frictions is
standard. The transition rates between employment, unemployment, and out of the
labor force (OLF), as well as the job-to-job transition rate inform the search friction

17According to the OECD Public Unemployment Spending series, spending on unemployment benefits
accounts for 0.4% of US GDP. We also consider an alternative target, where we exclude capital
income from GDP, since capital is missing in our model, and target UI expenditures over labor
income instead. This moment choice is inconsequential for our results, see appendix G.

18The IPUMS database is made available by the Minnesota Population Center. Using the CPS data from
IPUMS compared to NBER has an important advantage: individual ids are fully linked over time.
They are meticulously constructed by Rivera Drew et al. (2014) with a procedure that improves
upon the standard procedure of Madrian and Lefgren (2000) usually employed in the literature. As
a result, all variables of interest are harmonized over time. We also performed the standard sanity
test of checking whether sex, race and age are consistent within individual records. There were few
ids that did not have consistent demographics, which we dropped from the sample.

19Using workers with at least two consecutive interviews in CPS yields almost identical labor market
flows.
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Transition Rates Benefits Tenure Distribution LFPR
CPS 1982–2018 OECD and March CPS 1982-2018 CPS Job Tenure Suppl. CPS 1982–2018

Flow Data Model Target Data Model Years Data Model Age Data Model

JJ 0.021 0.021 b/GDP 0.004 0.004 ≤ 1 0.229 0.259 15–19 0.460 0.463
EU 0.013 0.013 bR/GDP 0.072 0.072 (1, 3] 0.227 0.188 20–24 0.754 0.751
EN 0.024 0.024 (3, 9] 0.273 0.280 25–29 0.830 0.845
UE 0.238 0.234 > 9 0.271 0.273 30–34 0.834 0.852
UN 0.214 0.208 35–39 0.840 0.845
NE 0.063 0.063 40–44 0.847 0.840
NU 0.039 0.038 45–49 0.835 0.816

50–54 0.796 0.789
55–59 0.709 0.740
60–64 0.518 0.534

Table 1.2: Empirical Moments and Model Fit

parameters λu and λo, the flow cost of vacancy creation k, the exogenous separation
rate δ0, and the cost of active job searching 1 − ϕ.

These transition rates also inform the two parameters characterizing the home pro-
duction process: ph, capturing the likelihood of a shock, and ∆h, capturing the shock’s
magnitude. Intuitively, the mapping between the data moments and the model pa-
rameters works as follows. The flows from unemployment and OLF to employment
pin down λu and λo, respectively. The cost of vacancy creation, k, determines the
overall scale of job-finding probabilities from all states; since we normalized λe to
unity, the remaining job-to-job transition rate informs k. δ0 is linked to the flow from
employment to unemployment. The cost of active searching, 1 − ϕ, directly affects
the transition from OLF to unemployment. Finally, the flows from employment and
unemployment to non-participation inform the home production process: the former
speaks to the magnitude of shocks, since large shocks are required to move employed
workers to the OLF state instead of unemployment. The volatility of the process af-
fects the latter flow, as frequent shocks drive unemployed workers OLF before they
find a job and transition to employment.

To identify the six parameters governing the home production profile over the life-
cycle, we target the labor force participation rate for ten age groups over the life-cycle.
It is important to notice that we do not include the age profiles for any transition rates
in the calibration targets. On the contrary, the predictions of the model regarding
flows over the life-cycle will be used to gauge model performance.

To pin down the level of retirement benefits, bR, we use data from CPS’s An-
nual Social and Economic Supplement (ASEC; commonly referred to as the “March
CPS”). This data provides information regarding the respondent’s retirement income
received from all available sources during the past year. The statistic we use as a target
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is average retirement payment to workers between 60 and 64 over GDP per person.20

The average of this series from 1982 to 2018 is 7.2%, a target matched exactly by our
model.

The only parameter left to pin down is ∆z, which governs the dispersion in match
specific productivity. To identify ∆z, we target the job tenure distribution, which we
compute using the CPS Job Tenure supplement, also available in IPUMS.21 The job
tenure distribution is informative about the match-specific productivity distribution
because the survival probability of a match strongly depends on z. Workers in low z
matches have a higher probability of moving to unemployment, looking for another
job or even leaving the labor force after learning the match productivity. Therefore,
the dispersion of match specific productivities affects the fraction of jobs surviving
over time and consequently, the tenure distribution informs the range of shocks ∆z. A
similar identification strategy has been applied in Menzio and Shi (2011). The values
of all empirical calibration targets are summarized in Table 1.2.

4 Results

4.1 Worker and Firm Behavior

In this Section, we provide intuition for worker and firm behavior in equilibrium.
Figures 1.1, 1.2 and 1.3 contain various pieces of relevant information across three
specific age groups: young, prime-age and old workers. These categories correspond
to groups 1, 5 and 10 of the ten age groups we used to calibrate the model. In
appendix B, we provide the results for all age groups. An important result is that
workers of different ages have different behavior; the decision rules, however, have
the same qualitative features across age groups, and we start with those.

We explain the choices of non-employed workers in Figure 1.1. First, there are two
thresholds, hb and hn, above which eligible and non-eligible non-employed workers,
respectively, drop out of the labor force (column 1 of Figure 1.1). For values of home
production above these thresholds workers prefer to stay OLF, but they accept em-
ployment opportunities when they arise, generating NE transitions. These workers
prefer to enjoy the full value of their home production over higher future job-finding
rates. Second, for values of home production lower than the hn threshold, workers join
the labor force and actively look for jobs. When OLF workers are hit by shocks driving
them below this threshold, they perform a NU transition; symmetrically, when non-

20We compute the average retirement payment not conditioning on retirement status.
21The Job Tenure supplement was conducted in 1983, 1987, and every two years from 1996 to 2018.

We compute the tenure moments by pooling all observations and treating it as a large cross-section,
similar to what we did with the monthly CPS.
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Figure 1.1: Search decision and job-finding probability for different age groups of
non-employed workers.

eligible unemployed workers are hit by shocks driving them over hn, they perform a
UN transition.

Moreover, there is a home production threshold ho above which the probability of
finding a job is zero (column 2 of Figure 1.1). Workers with these home production
levels require levels of promised utilities which no firm is willing to offer; these work-
ers stay jobless and inactive. Finally, job-finding rates are decreasing in home produc-
tion; here is the intuition for that. Workers have to be compensated with at least the
value of their outside option in equilibrium, otherwise they would not accept the job
(see equation 1.1). This implies that the higher the level of a worker’s home produc-
tion, the higher has to be the promised utility the firm offers to the worker. At the
same time, free entry of firms implies that firms have to be indifferent between sub-
markets (see equation 1.7). This means that in submarkets in which they offer high
promised utilities, firms have to be compensated with higher vacancy filling rates.
To achieve this outcome, firms open less vacancies in submarkets featuring workers
of high home production. Put differently, tightness and job-finding probability is a
decreasing function of home productivity, as can be seen in column 2 of Figure 1.1.
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Figure 1.2: Separation threshold, job-to-job transition probability and employment
CDF for different age groups of employed workers.

This argument also explains why firms open less vacancies for unemployed workers
who receive benefits relative to those who do not receive benefits.22

Next, we explain the behavior of employed workers in Figure 1.2. An important
aspect of the model for these workers is the interaction of match-specific and home
production shocks. This interaction is manifested in how employed workers endoge-
nously separate from jobs: as can be seen in column 1 of Figure 1.2, there is a match-
specific productivity threshold z(h) which is increasing in the worker’s home pro-
duction level. In other words, employed workers with high home production levels
stay employed only if they are employed in matches with high match-specific pro-
ductivity. The existence of match-specific productivity implies a natural persistence
mechanism in the model: workers in high quality matches are “insulated” from home
production shocks and remain employed for long periods of time. On the other hand,
workers in low quality matches may quit when hit by a relatively small home produc-
tion shock and immediately try to find a new job. This heterogeneous behavior along
the match-specific productivity dimension helps the model generate both a persis-
tent state of employment with many long-tenure matches and many high-frequency
worker movements in and out of employment.

22Since workers OLF have the same outside option as non-eligible unemployed workers, they choose
the same submarket with the same tightness. The difference in job-finding probabilities in column
2 of Figure 1.1 arises only due to the different meeting intensities λu > λo.
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The interaction between match-specific productivity and home production shocks
is also crucial for the job-finding rates of employed workers, as column 2 of Figure
1.2 makes clear. Naturally, job-finding rates are decreasing in home production due
to the logic we outlined for non-employed workers.23 They are also decreasing in
match-specific productivity, up to a point at which employed workers stop searching
because the promised value in their current job is higher than the expected value of
a new match. An implication of this is that most employed workers are in high pro-
ductivity matches, as shown in column 3 of Figure 1.2. Here is the intuition for why
job-finding rates for employed workers are decreasing in match-specific productivity.
Workers employed in matches of low productivity are eager to leave their jobs for
better ones. Therefore, they search in submarkets with higher job-finding rates and
lower promised values compared to workers in high value matches who are pick-
ier. Finally, this mechanism generates a negative correlation between job-tenure and
job-to-job transitions in the model.

So far we have abstracted from the effect of aging on labor market behavior; how-
ever, as workers become older, their labor market behavior changes. There are two
main forces that differentiate the behavior of younger and older workers compared
to the prime-age ones. First, due to the U-shape of the age-specific part of the home
productivity process, young and old workers have higher levels of home production.
This, as a result, lowers their labor force attachment. Second, as workers age, the
expected remaining duration of their lifetime becomes shorter. Since the exogenous
probability a match will dissolve is higher, the value of matching with an older worker
is lower for the firms. This force reduces the job-finding rate of old workers, lowering
their low labor force attachment even more.

The effects of these two forces can be seen in both Figures 1.1 and 1.2. Focusing on
non-employed workers, the home production thresholds ho, hb and hn first increase,
and then decrease again, mirroring the U-shape home production profile. In other
words, young and old workers with only very low levels of home production stay
in the labor force, especially if they are not eligible for UI. Notice that the threshold
for non-eligible workers, hn, moves more than the threshold for the eligible ones, hb.
Actually, the threshold hn disappears for older workers, implying that they participate
in the labor force only if they are eligible for UI and retirement benefits (workers of
age 60-64 in the model are entitled to retirement benefits if they stay out of the labor
force; see equation 1.3). Due to shorter expected duration of a match, benefits become
more important for the decision to stay in the labor force. This is consistent with
the evidence that older workers may use UI benefits as a bridge to retirement; see
Lalive (2008) and Tatsiramos (2010). Moreover, older workers that are not eligible for

23In addition, higher home production lowers the job-finding rate of employed workers because it
raises the likelihood of future separations.
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Figure 1.3: Decomposition of flows for different age groups across various model
channels.

UI still have a strong incentive to stay out of the labor force to enjoy the retirement
benefit. As a result, the hn shift is more pronounced for old workers. For young
workers, participating in the labor force has relatively high returns due to potential
movements up the job ladder, while old workers do not have the time to wait for
those.

Turning to Figure 1.2, young and old employed workers are pickier than prime-age
ones. Their age-specific home production levels are higher, implying a higher reser-
vation match productivity. Moreover, older people have lower job-to-job transition
probabilities, since the expected value of a match is lower. Finally, with respect to the
employment CDF, it is clearly visible that the median match productivity increases by
age. Since good matches need time to be found, older workers are employed in bet-
ter matches. Interestingly, old workers are also more likely to be employed in lower
match productivity jobs compared to prime-age workers. Moreover, since job-finding
probabilities are lower, older workers stay longer in these matches. These results are
consistent with the observed employment prospects of older workers who very often
are employed in either high level long tenure positions or in entry level jobs for short
durations.

Summarizing the discussion above, flows in the model are driven by five chan-
nels: innovations in home production, UI benefits expiration, learning match quality,
exogenous separations, and worker exit due to aging. Figure 1.3 provides a decompo-
sition of the quantitative importance of each channel to EU, EN, and UN flows in the
model. As multiple shocks might occur in a given period, we construct the decom-
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position by counting the flows due to each shock separately, given last periods state
z, h, a, while we shut all other shocks down.24

On the one hand, home production shocks are the most important factor behind EN
and UN transitions across all ages. The quantitative importance of benefits expiration
for UN flows is limited for young and prime-age workers but they play a non-trivial
role for older workers. This is consistent with the importance of UI benefits for the
labor force participation of older workers explained above. On the other hand, the
relative importance of factors contributing to EU are different across age groups. Ex-
ogenous separations play a major role for prime-age workers, while learning is the
most important factor for the young and old ones. Compared to a model without
learning, our model predicts more EU and UE flows. Given that young and old work-
ers are pickier, this has a particularly strong impact on them. This makes the model
generate high EU and UE rates of young workers, as in the data (see Figure 1.6).

4.2 Targeted Moments

The values of all calibrated parameters are summarized in Table 1.3. A few com-
ments on the most important features of the parameterization follow. When eligible,
unemployed workers receive around 15.7% of the average worker productivity as un-
employment benefits. In our model, b does not include the value of home production,
as in most models without an out of the labor force state, which explains its relatively
low value. The very low value of the exogenous separation rate δ0 implies that the
vast majority of separations taking place in the model are endogenous outcomes of
firm-worker decisions. This is in contrast to models without home production shocks,
which often rely on high levels of exogenous job destruction rates to match the em-
pirically observed separation rates.

The values of λu and λo imply that unemployed and OLF workers sample job op-
portunities 53% and 43% less often, respectively, compared to employed workers.
This implies that search frictions are more severe for non-employed than for em-
ployed workers. To make the model consistent with the observed job-to-job transition
rate, the calibration implies that employed workers sample job offers more often than
non-employed workers. This is consistent with Faberman et al. (2017) who find that
employed workers generate more job offers than non-employed workers in line with
our calibration. As in the data, employed workers in our model have a lower job-
finding rate since they are more selective than non-employed workers.

To actively search for a job, unemployed workers sacrifice more than 33% of their
home production value. This non-trivial utility cost of unemployment helps the model

24For example, to quantify the impact of exogenous separation shocks, we compute the worker-firm
matches that are terminated exogenously but with match productivity high enough to make work-
ers and firms want to keep the match.
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Parameter Description Value

ϕ Share of home production for unemployed 0.6622
λu Meeting intensity unemployed 0.5282
λo Meeting intensity not in labor force 0.4322
δ0 Exogenous separation rate 0.0067
k Per-period vacancy posting costs 1.1407
ph Prob. of home production shock 0.9999
∆h Magnitude of home production shock 1.5533
∆z Dispersion of match specific productivity 9.8671
b̄ Unemployment benefits 1.2158
bR Retirement benefits 0.8457
a1 Second age knot for h̄(a)-spline 23.4549
a2 Third age knot for h̄(a)-spline 62.9996
h1 Home production at age 15 1.8171
h2 Home production at age a1 0.7830
h3 Home production at age a2 1.1818
h4 Home production at age 64 1.0475

Table 1.3: Internally Calibrated Parameters

rationalize the observed LFPR and the strong persistence of the OLF state. Moreover,
it is consistent with the empirical evidence regarding the large psychological and
emotional costs experienced by unemployed individuals (Krueger and Mueller (2011)
and Brand (2015)).The calibration has important implications for the home production
process. Although the process features persistence, shocks are drawn often (ph is
estimated to be large). The states of employment and OLF are persistent in CPS, with
a large mass of workers never leaving the state they begin in; the persistence of the
random walk allows the model to capture this. At the same time, there are large flows
among labor market states at monthly frequencies, with many workers changing their
labor market status from month to month; the fact that home production shocks are
drawn often makes the model consistent with this fact. Finally, the values of home
production over the life-cycle have a U-shape, which enables the model to match the
inverse U-shape profile of labor force participation found in the data (the profile is
presented in the appendix figure 1.15).

The model matches all the targeted moments very closely, as can be seen in Table
1.2 and Figures 1.4 and 1.5. First, the average transition rates in the steady state of the
model are very close to the average monthly transition rates of our CPS sample (Table
1.2). Comparing our results with the results of other three-state models of the labor
market reveals that matching the average flows is not a trivial outcome but a rather
a success of the model. For example, Garibaldi and Wasmer (2005) report that their
model falls short in accounting for the magnitude of the UN and NU flows. Krusell
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Figure 1.4: Job Tenure Distribution. Dark bars show the empirical tenure distribu-
tion in CPS, bright bars show the outcome of model simulations.

et al. (2011) also report that the UN flow is too small and the UE flow is too large in
their model compared to the data.25 On the contrary, our model can quantitatively
account for all steady state flows. Furthermore, our model successfully matches the
job-to-job transition rate, a flow usually not targeted in other three-state models of the
labor market with the exception of Krusell et al. (2017).

With regard to the second calibration target, namely the job tenure distribution,
the model-implied distribution is very close to the empirical one (Figure 1.4). The
model slightly overestimates the fraction of workers with tenure less than a year and
slightly underestimates the fraction of workers with tenure between two and three
years. These small discrepancies are commonly found in other models in the literature
using the job tenure distribution to inform match specific shocks; see Menzio and Shi
(2010) for a prominent example. We should highlight that the calibration targets
include only four summary groups from the tenure distribution (see Table 1.2); the
good performance of the model for the ten detailed groups in Figure 1.5 serves as
another source of external validation.

Various calibration features imply a persistent employment state, which helps the
model produce a realistic job tenure distribution. Exogenous separations are very
improbable and learning the quality of a match is completed in three months on
average. Moreover, the majority of workers are employed in high-value matches.
Home production is persistent as explained above, implying that the opportunity cost
of employment for most workers in good matches stays low for a while. Finally,
employed workers sample job opportunities often (λe = 1) but only workers in low
value matches are interested in moving to a new job. Taken together, all these model

25The model of Krusell et al. (2011) can actually match the UE rate well, but this parameterization of
the model implies a steady state unemployment rate of over 10%. The richer model of Krusell et al.
(2017), with which our model shares many common elements, was the first model in the literature
to quantitatively account for all observed labor market flows.
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Figure 1.5: Age profile of LFPR, employment to population ratio and the unem-
ployment rate in the model and CPS. The LFPR is a targeted moment,
employment to population ratio and the unemployment rate by age is
untargeted.

elements imply that a large fraction of workers stay in the same job for long tenures
in the model, as in the data.

Finally, the model produces a realistic age profile for labor force participation (Fig-
ure 1.5). The successful matching of the age profile of labor force participation is
reassuring for our use of age profiles of worker flows as evaluation tests of the model.
It implies that the model has the potential to generate realistic transitions across la-
bor market states over the life-cycle, while being consistent with the aggregate stocks
found in the data. Again, it is important to highlight that we have not included the
age profile of any flows in the calibration targets, and that the model without the
life-cycle component can successfully match all monthly flows.

4.3 Untargeted Moments

The goal of this Section is to show that our model is a reliable laboratory for analyzing
the effects of different unemployment insurance policies. To achieve this goal, we
present the predictions of the model for a series of labor market moments which
were not targeted in our calibration. The moments we chose are: i) the paths of the
employment to population (E-Pop) ratio and the unemployment rate over the life-
cycle; ii) the paths of all worker flows over the life-cycle; and, iii) the labor market
histories of workers across four consecutive months in CPS, as analyzed by Kudlyak
and Lange (2018) and Hall and Kudlyak (2019).

Our choices of untargeted moments are guided by the fact that we want to use the
model to study changes in the provision of UI benefits. First, looking at the E-Pop
ratio and the unemployment rate is natural, since we want to make sure that the
model is consistent with all important labor market stocks. The impact of UI on labor



26 CHAPTER 1. ENDOGENOUS LABOR FORCE PARTICIPATION

NE NU NN

UE UU UN

JJ EU EN

20 30 40 50 60 20 30 40 50 60 20 30 40 50 60

20 30 40 50 60 20 30 40 50 60 20 30 40 50 60

20 30 40 50 60 20 30 40 50 60 20 30 40 50 60

0.03

0.06

0.09

0.12

0.20

0.25

0.30

0.35

0.84

0.88

0.92

0.96

0.01

0.02

0.03

0.04

0.45

0.50

0.55

0.60

0.00

0.02

0.04

0.06

0.01

0.02

0.03

0.04

0.200

0.225

0.250

0.04

0.06

0.08

0.10

Age

Data Model

Figure 1.6: Age profile of flows in CPS compared to model simulations. The life-
cycle profile of flows is untargeted.

market stocks is an important part of the policy debate, hence it is crucial for the
calibrated model to replicate those. Second, we look at labor market flows over the
life-cycle and the four-month labor histories because they are measures of workers’
labor market attachment. Workers with strong labor market attachment may respond
differently to UI changes compared to workers with weak attachment. For example,
Lalive (2008) and Tatsiramos (2010) show that in countries in which UI can be used as
a bridge to early retirement, unemployment for older workers is an absorbing state.
Similarly, Kudlyak and Lange (2018) and Hall and Kudlyak (2019) find that a worker’s
labor market history preceding a given month is a strong predictor of the conditional
probability of a move from non-employment to employment in that month. Hence, for
the model to give reliable predictions to UI counterfactuals, it should capture these
aspects of worker heterogeneity. This is particularly important for the exercise we
perform in Section 5.3, where we study whether UI reforms have differential effects
across the age distribution.

The untargeted moments generated by the model are close to the empirical ones,
showing that the model is a reliable laboratory for the study of UI policies. First, as
shown in Figure 1.5, the model-implied E-Pop ratio and unemployment rate follow
closely their empirical counterparts over the life-cycle. The model slightly overesti-
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mates (underestimates) the unemployment rate for older (younger) workers. These
small differences between the model and the data can be attributed to forces we do
not explicitly model. Older individuals, for example, may have accumulated assets
which ease their transition out of the labor force just before retirement, while they
still actively look for jobs in the model.

Second, the model-implied paths of worker flows over the life-cycle are very close
to the empirical ones (Figure 1.6). For many flows, such as the JJ, UE, and NE flows,
the paths are almost identical to the data. This is particularly important because
some of these flows have not been studied by the UI literature, while our structural
framework seems appropriate to do so. For most other flows, such as UN and EN,
the model delivers the right shape and levels similar to the data. Given that the only
targeted life-cycle moment is the LFPR, this result is a non-trivial success of the model,
showing that it can predict realistic worker movements across multiple untargeted
dimensions. As explained earlier, the age dimension is especially important because
it provides information about how older workers may be differently affected by UI
policies compared to prime-age or younger workers.

As an additional external validity check, we compare the life-cycle path of labor
productivity implied by the model with hourly wages by age in the data. We chose
labor productivity as the relevant model object, because of the well-known fact that
wages are indeterminate in directed search models (Menzio and Shi, 2011). Since
labor productivity by age is not readily available in the data, we use hourly wages as
a proxy. The evolution of productivity in the model mimics the life-cycle evolution
of wages. Both in the model and in the data, there is a steep increase until age 40,



28 CHAPTER 1. ENDOGENOUS LABOR FORCE PARTICIPATION

RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28
RSS Model:          17.95
RSS Mechanical:   17.28

-2

-1

0

1
E

N
N

N
N

N
E

E
N

E
U

U
U

N
N

E
U

N
U

U
U

U
U

N
E

E
U

U
U

E
U

E
N

U
N

E
N

N
U

N
E

U
U

N
U

N
U

N
N

U
E

U
E

U
N

U
U

E
N

U
N

E
N

N
N

E
E

U
E

U
E

E
E

E
E

E
N

E
N

E
E

History

D
ev

ia
ti

on
 f
ro

m
 d

at
a

Conditional on starting in E

RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08
RSS Model:           5.50
RSS Mechanical:   14.08-8

-4

0

4

U
E

E
E

E
E

U
U

E
U

N
N

N
N

N
U

U
N

N
N

E
U

N
E

N
E

E
E

E
N

N
U

E
E

N
N

E
U

N
N

E
U

N
E

N
U

E
N

E
N

U
E

E
U

E
N

E
E

U
U

U
E

U
E

U
E

N
N

U
N

U
N

U
N

U
N

U
U

U
U

U

History

Conditional on starting in U

RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67
RSS Model:          15.90
RSS Mechanical:   17.67

-8

-4

0

N
N

E
N

E
E

N
N

U
N

U
U

N
U

E
U

E
E

E
E

E
N

E
U

U
U

E
E

E
U

E
U

U
U

U
U

E
U

N
U

N
E

E
U

E
U

E
U

E
E

N
U

E
N

E
N

U
U

N
U

N
U

N
U

U
N

N
E

N
E

N
N

E
N

E
U

N
N

N
N

N

History

Conditional on starting in N

Mechanical Model

Figure 1.8: Difference between simulated and observed frequencies of four-months
labor market histories in CPS. Mechanical frequencies are constructed by
multiplying the monthly transition probabilities from CPS. The histories
are sorted by the model deviations. RSS denotes the sum of squared
percentage deviations.

after which labor productivity and wages flatten out. This pattern is generated in our
model by workers moving to better matches over the life-cycle. During prime age,
workers’ labor force attachment stabilizes, which implies that workers can hold on to
their good matches, which generates the flattening of labor productivity.

Third, the labor histories of workers in the model are broadly consistent with the
four-month histories reported in CPS (Figure 1.8). There are two relevant comparisons
shown in Figure 1.8: the first is between the model-implied fractions of various four-
month worker histories and the fraction of these histories in the data. As can be seen
in Figure 1.8, for most four-month histories the deviations of model predictions from
the data are almost zero. However, there are few histories that the model is not able
to capture.

To get a better sense of the model’s fit, we implement the second comparison shown
in Figure 1.8: we compare the model’s performance with the worker histories implied
by the mechanical projection of the CPS monthly transition rates. This comparison
can tell us how much more information about workers’ prospects the model carries
over the information contained in the aggregate month-to-month transition rates. The
answer is “a non-trivial amount” for workers starting out of the labor force, and
“quite a lot” for workers starting in unemployment (the two models are very close
for workers starting in employment). The fact that the model considerably improves
upon the prediction of the mechanical approach for unemployed workers is especially
useful for our analysis of UI benefit reforms. The directed search protocol helps the
model generate this improvement. Workers in the same labor market state but with
different outside options face different probabilities to leave this state, which helps
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the model account for various histories. For example, some OLF workers have much
higher home production than others; the former will be the ones mostly staying in
this state over time (performing histories such as NNNN), while the latter will be
transitioning across labor market states (performing histories such as NENU).

It is important to understand why the four-month histories are of particular impor-
tance for our study. Following workers over time provides a panel dimension, which
is lost when one considers only monthly transition rates. As Kudlyak and Lange
(2018) and Hall and Kudlyak (2019) emphasize, this panel dimension provides impor-
tant information about the underlying worker heterogeneity, which may be important
for the analysis of UI benefits. In intuitive terms, the observed monthly worker flows
are the result of some workers changing labor market state often and some workers
changing status rarely. The four-month histories shed light to how many workers of
each type are present in the workforce. Importantly, this information is also indica-
tive of a worker’s labor market attachment; to see this, compare a worker with EEEE
versus NNNN history. It is well-known that workers with different degrees of attach-
ment behave very differently in the labor market.26 As shown in Figure 1.8, our model
captures a substantial amount of this panel dimension, implying that it is consistent
with the underlying worker heterogeneity that may be important for the effects of UI
policies.

5 Policy Exercises

We next use the model as a laboratory to study the effects of an increase in UI benefits
on the labor market. These effects have been controversially discussed by the general
public as well as the academic literature. Using our equilibrium model, we evaluate
the effects of two different changes in the UI system. We study an extension of UI
benefits from 26 weeks to 99 weeks, as well as an equally expensive 17.6% increase
in UI benefits, while keeping the duration at 26 weeks. Our main analysis focuses
on a comparison between steady states but we also present the transition paths in
appendix C. The next subsection presents the aggregate results of these two policy
reforms. Next, we decompose the main driving forces behind the aggregate effects.
Finally, the last subsection studies the heterogeneous effects by worker age.

5.1 Aggregate Effects of UI Reforms

Table 1.4 shows the effects of the two reforms on employment, labor force participa-
tion, unemployment rate, GDP, and labor productivity.27 Both reforms lead to modest

26As an example along these lines, Mankart and Oikonomou (2017) show that second earners change
their labor market behavior more often than primary earners over the business cycle.

27Notice that in all figures we compute percentage changes before rounding the numbers.
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Baseline UI +17.6% 99 weeks UI

Moment Value Value Pct. Change Value Pct. Change

E-Pop 0.704 0.699 -0.732% 0.699 -0.776%
LFPR 0.748 0.746 -0.175% 0.747 -0.018%
U-Rate 0.058 0.063 9.090% 0.065 12.356%
GDP 5.466 5.422 -0.801% 5.420 -0.840%
Labor Prod. 7.759 7.754 -0.069% 7.754 -0.065%

Table 1.4: Effects of more generous UI benefits. The table reports how labor market
stocks, GDP and labor productivity respond to a 99 weeks UI extension
and an 17.6% increase in UI benefits holding duration fixed. Both UI
changes imply the same budgetary costs.

decline in the E-Pop ratio of 0.7%. This, together with a slight reduction in produc-
tivity leads to a 0.8% decline in output across both scenarios. The main difference
between the two policies lies in the response of the unemployment rate, which rises
by 12% for the UI benefits duration extension, and by 9% for the increase in UI ben-
efits. The stronger increase in the unemployment rate is not due to fewer jobs, but
because more workers stay in the labor force with the UI extension to 99 weeks. While
it is sometimes argued that more generous UI benefits would lead to an increase in
the LFPR as more workers are incentivized to search, we find that in both scenarios
the LFPR rate is largely unchanged. We also conducted a number of sensitivity checks
of our results with respect to the parameters we set externally. Table 1.12 in the ap-
pendix shows that these results are robust to different parameterizations.28 Moreover,
in appendix D we show that our main conclusions are robust to imposing a tax on
match output to finance UI benefits. The reason behind this is that expenditures on
UI benefits constitute only 0.4 percent of GDP, thus the distortionary effects of tax
changes due to UI benefit reforms are quantitatively not important.

In order to understand how these changes come about, we study the responses of
the underlying labor market flows. These responses are driven by two forces: (1)
behavioral changes by firms and workers through changes in their policy functions,
which are reported in Figure 1.9, and (2) compositional changes in the pools of em-
ployed, unemployed, and out of the labor force workers across different age and home
production levels. Table 1.5 presents the overall percentage changes of labor market
flows. In addition, it reports the behavioral changes only, which are the changes
induced solely by policy function changes, while holding the distribution of agents
across the states space (z, h, a) fixed to the pre-reform level. The behavioral change

28We use both higher and lower levels of the learning speed α, as well as the elasticity of the matching
function γ. In addition, instead of using UI expenditures over GDP as the target for UI benefits, we
use UI expenditures over labor income in the data. This essentially implies higher UI benefits, and
we show that our findings are robust with respect to this change.
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Figure 1.9: Policy functions and job-finding probability under different UI policies
by age groups.

can be also thought of as the change on impact along the transition path (see ap-
pendix C). On impact, the distribution has not change yet. Over time, the distribution
converges to the new steady state, and so do the flows, which then are a combination
of behavioral and compositional changes.

Overall, both reforms have very similar effects on policy functions. More generous
UI leads to a higher reservation productivity for viable matches (left column of Figure
1.9), and lower job-finding probabilities (right column) across all age groups.29 This
can also be seen in the flow results of Table 1.5. Focusing on behavioral changes,
for which the distribution of agents over (z, h, a) is fixed, both reforms have a similar
impact on flows, with the exception of the UN rate, which declines much more with
the 99 weeks UI extension.

The UI reforms affect the UN flow through two forces. First, large enough positive
shocks to home production lead unemployed workers to drop out of the labor force.
Because of the change in the search threshold, active search now covers a larger range
of h values. Thus, the probability of receiving a high enough shock to leave the labor
force declines, which reduces the UN flow. Second, some workers only search while
receiving unemployment benefits. In the case of extended UI benefits, the probability

29Figure 1.10 in the appendix shows the policy function for all ages.
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Baseline UI +17.6% 99 weeks UI

Value Value Overall Behavioral Value Overall Behavioral
Change Change Change Change

JJ 0.021 0.020 -2.316% -2.494% 0.020 -2.508% -2.714%
EU 0.013 0.015 14.370% 15.606% 0.014 9.914% 11.500%
EN 0.024 0.023 -2.765% 3.175% 0.024 -0.138% 5.576%
UE 0.234 0.229 -2.047% -0.371% 0.228 -2.714% -0.629%
UN 0.208 0.206 -1.308% -5.354% 0.179 -14.324% -11.423%
NE 0.063 0.062 -0.661% 0.298% 0.062 -1.719% 0.210%
NU 0.038 0.038 0.592% 3.189% 0.037 -2.428% 3.188%

Table 1.5: Effects of more generous UI benefits on labor market flows. The table
reports how flows respond to a 99 weeks UI extension and an 17.6% in-
crease in UI benefits holding duration fixed. Both UI changes imply the
same budgetary costs.

of an UI expiration declines, which leads to a significant reduction (-14%) in the UN
rate. This decline in the UN rate changes the composition of unemployed and OLF
states. Workers transitioning from U to N have a higher home production h compared
to unemployed workers and a lower h compared to OLF workers. Thus, the declining
UN rate leads to an unemployment and out of the labor force pool with higher home
production.

These compositional changes affect the flows into the labor force, NE and NU. In
principle, more generous UI benefits incentivize workers to rejoin the labor force,
which can be seen in the positive workers’ behavioral response for both NE and NU.
However, this is counteracted by the above described compositional effect, which
pushes to the opposite direction than the behavioral change. Because high h workers
have a lower propensity to enter the labor force, the overall higher home production
level in the pool of out of the labor force workers leads to a decline in the NE rate.
The compositional effect is stronger for the UI 99 weeks extension, as the extension
has a larger effect on the UN flows than the increase in UI benefits. Finally, the NU
rate even declines for the UI extension, and remains close to unchanged for the benefit
increase.

Next, we move to the UE, EU, and EN rates. The post-reform job-finding rate de-
clines because of two reasons. First, the unemployment pool after the reforms consists
of workers with higher home production and, as a result, lower job-finding probabil-
ities; this puts a downward pressure on UE flows. Second, the UE rate declines
because firms have to offer higher value jobs in response to higher UI benefits, which
depresses vacancy creation. The separation rates increase under both UI reforms.
The higher reservation threshold for match specific productivity leads to fewer viable
matches, and thus to more separations and higher EU flows. Abstracting from com-
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positional changes, the same force would lead to an increase in EN transitions. But
because UI reforms affect older workers more (as we show in Section 5.3), the pool
of employed workers shifts towards prime age workers with a stronger labor force
attachment. This compositional change undoes the behavioral effect, and the EN rate
declines after both reforms.

In addition, the overall higher separation rates lower the return of opening new
vacancies , as fewer of these jobs survive the revelation of the match specific produc-
tivity. This depresses the job-finding rates for unemployed and employed workers
even further, which can be seen by the decrease in both UE and JJ rates. The lower
job-to-job transition rate also explains the decrease in labor productivity. Even though
the reservation productivity is now higher, fewer workers climb up the match specific
productivity ladder. These two effects roughly cancel each other out, leaving the over-
all labor productivity almost unchanged. This is in contrast to models without job-
to-job transitions, where the higher reservation productivity unambiguously leads to
higher labor productivity (Acemoglu and Shimer, 1999). This result would be missed
by a framework without an explicit role for job-to-job transitions.

5.2 The Contribution of Different Model Channels

One of the key contributions of this paper is to study the effects of UI reforms while
explicitly taking into account the response of the labor force participation margin,
which is typically abstracted from in the literature (Nakajima, 2012; Hagedorn et al.,
2013; Mitman and Rabinovich, 2015). Importantly, our model also incorporates en-
dogenous vacancy creation and job-to-job transitions. In this Section, we evaluate
the quantitative contributions of these mechanisms for the economy’s response to UI
reforms.

The aggregate UI reform effects in the model originate from several distinct margins
of adjustment. First, the separation margin, i.e. the reservation productivity for viable
matches, changes. Second, we define the participation margin as the adjustment in the
home productivity threshold for participating in the labor market. In the case of the 99
weeks UI benefit extension, there is an additional effect in the participation margin:
because the probability of UI expiration declines, fewer workers lose UI eligibility,
which in turn affects labor market stocks and flows. Third, we define the matching
margin as the sum of adjustments due to changes in vacancy creation and changes in
the submarket search decisions of employed and non-employed workers. We use our
model to disentangle the contribution of each one of these channels to the aggregate
effects of UI reforms. To do so, we compute the total effects of changing each margin
from pre- to post-reform one by one, while holding all other margins fixed at their
pre-reform levels.
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UI +17.6%

Values E-Pop LFPR U-Rate GDP GDP/L

Separation margin -0.77% -0.50% 4.46% -0.84% -0.07%
Participation margin 0.03% 0.30% 4.28% 0.03% -0.00%
Matching margin 0.01% 0.02% 0.20% 0.01% 0.00%

Total effect -0.73% -0.18% 9.09% -0.80% -0.07%

99 weeks UI

Values E-Pop LFPR U-Rate GDP GDP/L

Separation margin -0.78% -0.49% 4.71% -0.85% -0.07%
Participation margin 0.02% 0.45% 6.88% 0.02% -0.00%
Matching margin 0.00% 0.01% 0.20% 0.00% 0.00%

Total effect -0.78% -0.02% 12.36% -0.84% -0.06%

Table 1.6: Contribution of individual channels to the aggregate UI reform effects.
The table shows the effect of moving individual policy functions from pre
to post-reform level, while holding all other policy functions fixed at pre-
reform level.

Table 1.6 reports the contribution of each individual channel on aggregate stocks,
while Table 1.7 reports the decomposition results for labor market flows. In all cases,
the individual effects sum up approximately to the total effect, indicating that inter-
action effects between the channels play a limited role. For both reforms, the change
in the separation threshold has the largest single impact on employment, LFPR and
GDP, while the participation margin plays an important role for the reaction of the
unemployment rate and LFPR. The matching margin plays a modest role. This is due
to the fact that the job finding rates decline by a large part because of compositional
changes in the unemployment pool, as can be seen in Table 1.5. These compositional
changes in turn are driven by the participation margin, as can be seen in Table 1.7. The
finding that the separation margin is quantitatively important for the effects of UI re-
forms is in line with recent evidence in Hartung et al. (2020), which shows that lower
separation rates into unemployment accounted for 76% of declining unemployment
after the Hartz reforms (which cut eligibility duration in Germany).

Based on the limited importance of the matching margin for labor market stocks,
one may conclude that modeling job-to-job transitions is not necessary for a compre-
hensive understanding of UI reforms. This conclusion, however, would be premature.
The separation margin has a profound effect on the job-to-job transition rate, which
in turn affects labor productivity. Due to the higher reservation threshold, many low
productivity jobs are not viable anymore after the revelation of the match-specific
productivity. As in standard search models without job-to-job transitions, this force
pushes labor productivity up, as the remaining jobs are of higher productivity (Ace-
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UI +17.6%

Values JJ EU EN UE UN NE NU

Separation margin -2.37% 6.99% 1.13% -0.11% -0.70% 0.03% -0.32%
Participation margin -0.01% 7.20% -3.87% -1.53% -0.44% -0.95% 1.00%
Matching margin 0.07% 0.06% 0.04% -0.40% -0.06% 0.27% -0.06%

Total effect -2.32% 14.37% -2.77% -2.05% -1.31% -0.66% 0.59%

99 weeks UI

Values JJ EU EN UE UN NE NU

Separation margin -2.54% 7.09% 1.28% -0.02% -1.18% 0.01% -0.26%
Participation margin -0.02% 2.76% -1.43% -2.12% -12.70% -1.85% -1.87%
Matching margin 0.06% 0.05% 0.03% -0.36% -0.11% 0.19% -0.06%

Total effect -2.51% 9.91% -0.14% -2.71% -14.32% -1.72% -2.43%

Table 1.7: Contribution of individual channels to the aggregate UI reform effects.
The table shows the effect of moving individual policy functions from pre
to post-reform level, while holding all other policy functions fixed at pre-
reform level.

moglu and Shimer, 1999). But in our model with job-to-job transitions, there is a
counteracting force. Workers in low productivity matches have a high job-to-job tran-
sition probability (see Figure 1.2), and therefore many would have transitioned to
high productivity matches. But because of the higher reservation productivity, these
jobs are being destroyed before workers get the chance to move to higher productivity
matches through job-to-job transitions. This explains the overall decline in job-to-job
transitions, as well as the slight decline in labor productivity.

Last but not least, the changing participation margin is quantitatively important for
the aggregate effects of UI reforms. First, the participation margin counteracts the
drop in LFPR due to the separation margin. Second, and perhaps more importantly,
it alone accounts for 50 percent of the unemployment rate responses. Thus, a model
without endogenous participation would miss a substantial part of the unemploy-
ment response due to UI changes. This highlights the importance of taking the labor
force participation decision explicitly into account when considering changes to the
UI system.

5.3 The Age Effects of UI Reforms

One of the contributions of the paper is to incorporate the life-cycle dimension in a
directed search model with endogenous participation. As we argued in Section 4.3 the
model matches the life-cycle patterns of labor market flows very well. In this Section
we show that different age groups respond differently to UI reforms, implying that
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Baseline UI +17.6% 99 weeks UI

All 0.704 0.699 −0.732% 0.699 −0.776%

LFPR

Young 0.607 0.610 0.461% 0.611 0.683%
Prime-age 0.831 0.831 −0.075% 0.831 0.013%

Old 0.637 0.629 −1.176% 0.632 −0.809%

All 0.748 0.746 −0.175% 0.747 −0.018%

U-Rate

Young 0.110 0.118 7.476% 0.121 10.098%
Prime-age 0.046 0.049 8.249% 0.051 11.035%

Old 0.056 0.064 14.335% 0.067 20.242%

All 0.058 0.063 9.090% 0.065 12.356%

Labor Prod.

Young 6.399 6.411 0.183% 6.412 0.209%
Prime-age 8.034 8.038 0.042% 8.039 0.053%

Old 7.893 7.839 −0.685% 7.835 −0.731%

All 7.759 7.754 −0.069% 7.754 −0.065%

Table 1.8: Effects of more generous UI benefits on different age groups. The table
reports how labor market stocks and labor productivity for young, prime-
age and old workers respond to a 99 weeks UI extension and an 17.6%
increase in UI benefits holding duration fixed. Both UI changes imply the
same budgetary costs.

modeling the age-dimension is important for a comprehensive understanding of the
effects of more generous UI benefits.

Table 1.8 reports the effects of more generous UI benefits, disaggregated by young
(15-24), prime-age (25-54), and old workers (55-64), whereas the effects on the flows is
relegated to the appendix in Table 1.10. There are two interesting implications of this
analysis. First, the prime-age group responds less to UI changes than the other two
groups. The only exceptions are E-Pop and the unemployment rate, for which the
response of prime-age workers is similar to the response of young workers. The small
change in the behavior of prime-age workers is a result of their stronger attachment
to the labor market. Prime-age workers are not affected much by UI generosity in the
model, due to their relatively low home production and the ample time they have to
reap the benefits of job-to-job transitions. Second, another interesting result of Table
1.8 is the large magnitude of changes found among old workers. As shown in Figure
1.2, a non-trivial mass of old workers are in good matches but they are also close to
being indifferent between employment and non-employment, due to their high home
production. The increase in UI benefits induces these workers to leave employment,
and increases the probability of dropping out of the labor force when benefits expire.
At the same time, the job finding rate of older workers features the largest drop among
all age groups, as can be seen in Table 1.10. Importantly, this result that older workers
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are more responsive to changes in UI benefits is in line with the evidence provided by
Michelacci and Ruffo (2015) based on SIPP and CPS data for the US.

The final take away from this table is that the large changes exhibited by the old
workers have a small impact on the aggregate responses of UI increases. There are
two reasons for this, of which the first is mechanical: old workers form a group of
relatively small size. The aggregate results are affected much more by the modest
responses of prime-age workers, because they are numerous. The second and per-
haps more interesting reason is that the response of old workers is counteracted by a
response of some other group that has the opposite sign. For example, the LFPR of
young workers increases with UI improvements, which counteracts the large decrease
found among old workers. Summarizing, changes in UI generosity affect different age
groups in heterogeneous ways. Therefore, states with older populations will respond
differently to UI reforms than younger states. Thus, policy makers and researchers
should take into account the age structure of the economy for a comprehensive eval-
uation of UI reforms.

6 Conclusion

The goal of this paper is to analyze the positive effects of unemployment insurance
(UI) reforms on labor market flows and stocks. To do so, we develop an equilibrium
life-cycle search model featuring all labor market flows, as well as endogenous job cre-
ation by firms. Importantly, compared to the previous literature, our model includes
job-to-job transitions and a labor force participation decision, both of which play an
important role for the analysis of UI reforms. The first source of heterogeneity in
the model is home production, which changes over time due to workers’ aging and
idiosyncratic shocks. Workers with high levels of home production tend to stay out
of the labor force, while workers with low levels of home production engage in active
jobs search as unemployed. On the other side of the market, firms create jobs with
different characteristics directed to workers with different outside options. The sec-
ond source of heterogeneity in the model is match-specific productivity: job-worker
matches differ with respect to the output produced. Moreover, matches start out
with unknown productivity, which is learned over time. The opportunity of finding
a better match incentivizes employed workers to look for jobs and transition to more
productive matches over time.

We calibrate the model to a set of empirical moments from CPS. Our calibration
targets include the aggregate labor market flows, the job tenure distribution, as well
as the profile of labor force participation over the life-cycle. To gauge the empirical
validity of the model, we compare its performance with two sets of untargeted em-
pirical moments, also from CPS: the labor market flows over the life-cycle, and the
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four-month labor market histories of workers. The model successfully replicates all
targeted moments and predicts very realistic profiles for most life-cycle flows and
worker labor market histories, showing it is reliable laboratory to study the positive
effects of UI reforms.

The central contribution of the paper is to use the model to study the effects of two
UI benefits reforms: an extension of UI benefits to 99 weeks, as well as an equally
expensive 17.6% benefits increase, while the eligibility duration is held constant. The
model predicts that the 99 weeks extension leads to a slight decrease in the employ-
ment to population ratio but to a significant increase in the unemployment rate; the
labor force participation rate and labor productivity stay roughly the same after the
reform. The equally expensive increase in benefits yields a smaller increase in the
unemployment rate and a larger decrease in the labor force participation rate. Both
reforms have similar effects on GDP, labor productivity, and job-to-job transitions. Im-
portantly, we show that disregarding the effect of job-to-job transitions and flows in
and out of the labor force would significantly bias the response of labor productivity
and the unemployment rate to UI reforms, respectively.

To be more specific, our exercise yields three important policy-relevant messages.
First, based on the results of previous studies, commentators have argued that more
generous UI benefits would reduce workers’ exit from the labor force. We show that
despite this being true in our model, taking into account the response of all flows,
the LFPR modestly declines. Second, as Acemoglu and Shimer (1999) point out,
more generous UI makes workers pickier and may increase labor productivity. In
our model, this result does not hold because of a counteracting force: more generous
UI reduces job-to-job transitions, which leads fewer workers climbing up the job lad-
der to more productive jobs, ultimately leaving labor productivity unchanged. Third,
the responses of different age groups to UI policy changes are heterogeneous, with
older worker exhibiting larger responses than prime-age and young workers. To con-
clude, we argue that any successful positive analysis of UI reforms should take the
response of job-to-job transitions, the participation decision of workers, as well as age
differences into account.



Appendices

A Computational Appendix

We solve for the equilibrium of the model using the following procedure:

First, we discretize the continuous distribution for productivity as well as the con-
tinuous process for home production. For the idiosyncratic productivity, z, we use
100 equally spaced grid points between −∆z and ∆z. Furthermore, we define an ad-
ditional 101st state which denotes the case that the match-specific productivity is still
unknown. We approximate the continuous process for idiosyncratic home produc-
tion, h, by defining 30 points on an equally spaced grid between −2 and 2 and using
the Tauchen method to assign transition probabilities between these grid points. As
discussed in the main text, these bounds are necessary as we model a random walk
which is unbounded. Additionally, we evaluate the spline for home production by
age, h̄(a), for 10 age groups. Along this dimension, agents can transition at most one
step each period with probability 0.0167. Lastly, we keep track of the eligibility status
b for unemployed agents. In total, there are 30 × 10 × (101 + 2 + 1) = 31, 200 states.

Second, we solve for the policy functions given the free entry condition using value
function iteration. This algorithm can be executed with low computational cost as the
optimal submarket and the associated job-finding probability can be solved in closed-
form. Additionally, we use the independence of the various shocks to simplify the
computation of the expected value next period.

Third, given the optimal decision of the agents and the job-finding probabilities,
we compute the steady state. Note that we assume that agents entering the model
draw their first state from the stationary distribution. Since the transition matrix is
relatively large (31,200 × 31,200), this step is computational expensive. We alleviate
this problem by exploiting the sparsity of the matrix and solve for the eigenvector
associated to the largest eigenvalue. Since we need to repeat this procedure many
times, we employ an iterative solver for finding the eigenvector and solve the model
in C++.

To calibrate the model, we use the method of simulated moments and minimize
the relative distance between the data target and the model moment. This makes the
moment conditions unit free and, hence, we use an identity weighting matrix. The
problem can then be described as finding the global minimum of a 15-dimensional

39
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function with an unknown functional form. As this problem is notoriously hard to
solve, we use the Matlab global optimization solver ”particle swarm” with 200 par-
ticles and restart this algorithm over 800 times with random initial particles. Finally,
we choose the best model among all these repetitions.

B Policy Functions for all Age Groups
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Figure 1.10: Policy functions for all age groups.
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Figure 1.11: Job-to-job transition probabilities, employment CDF, and decomposi-
tion for all age groups.
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Figure 1.12: Policy functions across the scenarios for all age groups.
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C Transition Paths

Figures 1.13 and 1.14 present the transition paths for labor market flows and stocks
following the two UI reforms described in the main text. The shock is an unexpected
permanent change of UI generosity which occurs at period 0 (when the economy is
at the steady state with the previous level of unemployment benefits). We plot the
transition paths from the old to the new steady state.
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Baseline UI +17.6% 99 weeks UI

Moment Tax Value Value Pct. Change Value Pct. Change

E-Pop No 0.704 0.699 -0.732% 0.699 -0.776%
Yes 0.698 0.695 -0.425% 0.695 -0.481%

LFPR No 0.748 0.746 -0.175% 0.747 -0.018%
Yes 0.742 0.743 0.088% 0.744 0.254%

U-Rate No 0.058 0.063 9.090% 0.065 12.356%
Yes 0.060 0.064 8.101% 0.066 11.570%

GDP No 5.466 5.422 -0.801% 5.420 -0.840%
Yes 5.382 5.357 -0.468% 5.354 -0.518%

Labor Prod. No 7.759 7.754 -0.069% 7.754 -0.065%
Yes 7.711 7.707 -0.043% 7.708 -0.037%

Table 1.9: Effects of more generous UI benefits. The table reports how labor market
stocks, GPD and labor productivity respond to a 99 weeks UI extension
and an 17.6% increase in UI benefits holding duration fixed.

D Fully-Financed UI System

In the main body of the paper, we make the simplifying assumption that UI benefits
are not explicitly financed by the government. Without this assumption, we would
need to solve an additional fixed point problem for finding the tax rate that balances
the government budget, rendering our calibration strategy impossible. In this ap-
pendix, we gauge the robustness of our main results with respect to this assumption.
To do so, we perform the following exercise: given the calibrated parameters, we solve
for the equilibrium lump-sum tax on the output of a firm-worker match that equates
the total cost of the unemployment insurance system to the total tax revenue.1

Table 1.9 compares the baseline model, as well as the effects of the two reforms,
to their counterparts with a fully-financed UI system. Regarding the local deviation
from the baseline model, we see very small changes. This is not surprising: total UI
costs are 0.4% of GDP in the US, implying a tax rate of 0.46% in terms of average
labor output. This small tax leads to a minor reduction in the value of a match, which
makes employment less attractive, therefore decreasing E-Pop and LFPR slightly. The
same observation is true for both reforms. We view our main conclusions as robust
to this extension, since the implied tax rates are very small and the main message of
our results does not change.

1Note that in this exercise the two reforms do not lead to the same budgetary costs anymore.
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F Response of Flows for Different Age Groups

Baseline UI +17.6% 99 weeks UI

Moment Age Group Value Value Pct. Change Value Pct. Change

JJ

1 0.031 0.029 -5.925% 0.029 -6.943%
5 0.019 0.019 -2.312% 0.019 -2.534%

10 0.010 0.010 0.199% 0.010 5.877%

All 0.021 0.020 -2.316% 0.020 -2.508%

EU

1 0.039 0.044 12.218% 0.042 7.032%
5 0.009 0.011 13.858% 0.010 6.004%

10 0.019 0.023 25.202% 0.020 8.143%

All 0.013 0.015 14.370% 0.014 9.914%

EN

1 0.060 0.057 -3.532% 0.060 0.529%
5 0.017 0.016 -4.264% 0.017 0.397%

10 0.057 0.058 2.260% 0.061 6.762%

All 0.024 0.023 -2.765% 0.024 -0.138%

UE

1 0.219 0.215 -1.956% 0.214 -2.455%
5 0.245 0.241 -1.931% 0.241 -1.712%

10 0.186 0.177 -4.726% 0.185 -0.367%

All 0.234 0.229 -2.047% 0.228 -2.714%

UN

1 0.244 0.239 -2.068% 0.213 -13.027%
5 0.185 0.185 0.157% 0.166 -10.571%

10 0.279 0.267 -4.197% 0.196 -29.794%

All 0.208 0.206 -1.308% 0.179 -14.324%

NE

1 0.048 0.048 0.054% 0.047 -0.908%
5 0.076 0.076 -0.258% 0.076 -0.600%

10 0.052 0.051 -0.911% 0.050 -2.600%

All 0.063 0.062 -0.661% 0.062 -1.719%

NU

1 0.041 0.042 0.514% 0.040 -2.353%
5 0.054 0.054 -0.775% 0.053 -2.479%

10 0.000 0.000 0.000

All 0.038 0.038 0.592% 0.037 -2.428%

Table 1.10: Effects of more generous UI benefits on different age groups. The table
reports how labor market flows for workers belonging to age groups 1,
5, and 10, respond to a 99 weeks UI extension and an 17.6% increase
in UI benefits holding duration fixed. Both UI changes imply the same
budgetary costs.
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G Robustness Exercises

To gauge the robustness of our results with respect to the exogenously set parameters,
we re-calibrate the model with different values for the learning parameter α and for
the elasticity of the matching function γ.2 We use two different values for α, one
which implies a shorter duration until agents learn their productivity (α = 1/2) and
one implying a longer duration (α = 1/6). Regarding the elasticity of the matching
function, we set γ to 0.407 or 1.27 which are taken from Hagedorn and Manovskii
(2008) and Den Haan et al. (2000), respectively. Finally, we also consider an alternative
target for the level of UI benefits, where we exclude capital income from GDP, since
capital is missing in our model. We target UI expenditures over labor income instead,
which we compute as UI expenditure / (0.66 · GDP).

Table 1.11 reports the model fit while Table 1.12 shows the effect of a more gener-
ous UI system. All alternative calibrations imply very similar results compared to our
baseline calibration with respect to the effects on the employment to population ratio,
the unemployment rate, and GDP. Moreover, labor productivity is very close to zero
in all calibrations. The labor force participation rate exhibits the largest deviations
from the baseline calibration with the peak difference for the case of α = 1/6. How-
ever, this specification has the worst overall data fit with a squared sum of relative
deviations twice as high as the other calibrations. Taken together, we conclude that
these calibrations support the robustness of our results.

2While we restart the global minimization algorithm over 800 times for the baseline calibration, we
repeat the procedure over 200 times for each robustness exercise.
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Target Data Baseline α = 1/6 α = 1/2 γ = 0.407 γ = 1.27 b/GDP = 0.7%

Transition Rates
Flow
JJ 0.021 0.021 0.020 0.021 0.021 0.021 0.021
EU 0.013 0.013 0.013 0.013 0.013 0.013 0.013
EN 0.024 0.024 0.023 0.025 0.024 0.024 0.024
UE 0.238 0.234 0.237 0.233 0.227 0.241 0.232
UN 0.214 0.208 0.209 0.206 0.199 0.219 0.210
NE 0.063 0.063 0.064 0.063 0.064 0.061 0.063
NU 0.039 0.038 0.039 0.038 0.038 0.038 0.038

UI System

b/GDP 0.004 0.004 0.004 0.004 0.004 0.004 0.007

Tenure Distribution
Years
≤ 1 0.072 0.072 0.072 0.072 0.072 0.072 0.072
(1, 3] 0.229 0.259 0.284 0.242 0.259 0.257 0.257
(3, 9] 0.227 0.188 0.181 0.197 0.187 0.190 0.188
> 9 0.273 0.280 0.269 0.292 0.278 0.286 0.285

LFPR
Age
15–19 0.271 0.273 0.266 0.269 0.276 0.267 0.270
20–24 0.460 0.463 0.464 0.466 0.469 0.463 0.462
25–29 0.754 0.751 0.768 0.749 0.740 0.766 0.765
30–34 0.830 0.845 0.833 0.846 0.853 0.846 0.838
35–39 0.834 0.852 0.861 0.854 0.863 0.854 0.846
40–44 0.840 0.845 0.876 0.847 0.863 0.845 0.851
45–49 0.847 0.840 0.864 0.838 0.846 0.837 0.844
50–54 0.835 0.816 0.837 0.814 0.825 0.812 0.822
55–59 0.796 0.789 0.808 0.783 0.783 0.783 0.793
60–64 0.709 0.740 0.749 0.731 0.727 0.731 0.741

Table 1.11: Model fit for various calibrations
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Baseline UI +17.6% 99 weeks UI

Moment Value Value Pct Change Value Pct Change

Main Calibration

E-Pop 0.704 0.699 -0.732% 0.699 -0.776%
LFPR 0.748 0.746 -0.175% 0.747 -0.018%
U-Rate 0.058 0.063 9.090% 0.065 12.356%
GDP 5.466 5.422 -0.801% 5.420 -0.840%
Labor Prod. 7.759 7.754 -0.069% 7.754 -0.065%

α = 1/6

E-Pop 0.716 0.712 -0.588% 0.713 -0.407%
LFPR 0.758 0.761 0.303% 0.762 0.561%
U-Rate 0.055 0.064 15.130% 0.065 16.404%
GDP 5.043 5.007 -0.716% 5.016 -0.535%
Labor Prod. 7.041 7.032 -0.129% 7.032 -0.129%

α = 1/2

E-Pop 0.701 0.694 -0.997% 0.696 -0.751%
LFPR 0.745 0.741 -0.468% 0.745 0.065%
U-Rate 0.058 0.063 8.553% 0.066 13.143%
GDP 5.105 5.048 -1.121% 5.068 -0.723%
Labor Prod. 7.279 7.270 -0.126% 7.281 0.028%

γ = 0.407

E-Pop 0.705 0.701 -0.514% 0.700 -0.578%
LFPR 0.749 0.750 0.065% 0.751 0.256%
U-Rate 0.060 0.065 9.121% 0.068 13.108%
GDP 5.056 5.026 -0.593% 5.024 -0.639%
Labor Prod. 7.176 7.171 -0.079% 7.172 -0.061%

γ = 1.270

E-Pop 0.705 0.703 -0.329% 0.702 -0.351%
LFPR 0.746 0.748 0.214% 0.749 0.395%
U-Rate 0.056 0.061 9.218% 0.063 12.633%
GDP 5.521 5.508 -0.237% 5.506 -0.267%
Labor Prod. 7.832 7.840 0.092% 7.839 0.085%

b/GDP = 0.7%

E-Pop 0.705 0.699 -0.923% 0.699 -0.869%
LFPR 0.748 0.747 -0.209% 0.749 0.148%
U-Rate 0.057 0.064 11.757% 0.067 16.666%
GDP 5.054 5.008 -0.900% 5.012 -0.826%
Labor Prod. 7.167 7.168 0.024% 7.170 0.043%

Table 1.12: Effects of more generous UI benefits across the calibrations. The table
reports how flows and stocks respond to a 99 weeks UI extension and
an 17.6% increase in UI benefits holding duration fixed. For the baseline
calibration, both UI changes imply the same budgetary costs.





Chapter 2

The Effects of Biased Labor Market
Expectations on Consumption, Wealth
Inequality, and Welfare

This chapter is joint work with Almut Balleer, Georg Dürnecker, and Susanne Forstner.

”Optimism is the madness of insisting that all is well when we are miserable.”

— Voltaire

1 Introduction

Idiosyncratic labor market risk is a prevalent phenomenon with important impli-
cations for individual choices such as wage bargaining (Mortensen and Pissarides
(1994)), consumption and saving (Krusell et al. (2010)), job search and job acceptance
(Rogerson et al. (2005)), portfolio choice (Den Haan et al. (2017)), and human capi-
tal accumulation (Krebs (2003)). Through its influence on individual behavior, labor
market risk may affect the processes which shape macroeconomic outcomes such as
aggregate employment, physical and human capital accumulation, the distribution of
wages, aggregate consumption and inequality in wealth. In labor market research
it is common to make use of the rational expectation assumption by imposing that
economic agents possess all relevant knowledge about the stochastic processes gov-
erning the idiosyncratic risk in the labor market. In this paper, we document in U.S.
micro data that agents’ subjective probabilities over labor market outcomes system-
atically differ from their actual ones, and we explore theoretically and quantitatively
how this bias in subjective labor market expectations affects both individual decision
making and macroeconomic outcomes. Importantly, we report the extent of hetero-
geneity in the expectation bias across different demographic groups and show that it
is a quantitatively important driver of the observed inequality in wealth.
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In the first part of the paper, we use data from the Survey of Consumer Expectations
(henceforth SCE) to document the subjective expectations of U.S. households about
future transitions between the three labor market states employment, unemployment,
and out-of-the-labor-force. Most importantly, we find that these subjective transi-
tion probabilities differ substantially from the actual probabilities. Specifically, we
establish that, on average, households in the U.S. are strongly over-optimistic about
their own labor market prospects. That is, households’ subjective probability exceeds
the respective statistical probability of experiencing a transition into a favorable la-
bor market state –such as finding a job, or remaining employed. At the same time,
households tend to underestimate the probability of transitioning into a bad state –
such as remaining unemployed, or leaving the labor force. For example, according
to our results, unemployed workers overestimate the probability to be employed in
four months by 18.8 percentage points, while employed workers underestimate the
likelihood of leaving the labor force by 1.9 percentage points. Individuals who are
not in the labor force overestimate the probability of entering the labor force by 11.2
percentage points.

Furthermore, we document the heterogeneity in the optimistic bias in expectations
across different demographic groups. Most importantly, in this context, we find a
strongly negative relation between education and the size of the bias. Accordingly, the
optimistic bias is largest for high-school educated individuals, while college-educated
individuals –who are still over-optimistic– have more accurate beliefs. For example,
unemployed job seekers with a high-school degree overestimate the probability to be
employed in fours months by 21.7 percentage points, whereas this number is 10.6 per-
centage points for job seekers with college degree. Similarly, inactive individuals with
high-school education overestimate the likelihood of entering the labor force by 13.8
percentage points, where it is 6.6 percentage points for college-educated individuals.

In the second part of the paper, we perform a theoretical and quantitative analy-
sis. The purpose of this analysis is to explore the extent to which the optimistic bias
in labor market expectations affects household life cycle consumption behavior and
wealth accumulation and thereby shapes macroeconomic outcomes such as wealth in-
equality.1 As part of this analysis, we first use a tractable two-period model to explore
in closed form how the bias in expectations distorts the inter-temporal consumption
decision of households. In the context of this model, we show analytically that agents
with over-optimistic expectations obtain a lower level of lifetime utility than with ra-
tional expectations because they save less and, thus, they achieve a lower level of
lifetime consumption, and they are overly exposed to random fluctuations in income.

1In related work, we use a general equilibrium labor market matching model to study quantitatively
the implications of biased labor market expectations on choices of the household related to labor
market outcomes. This includes, for example, the decisions of employed workers to leave a job, or
of job seekers to search for employment and wage bargaining outcomes (see Balleer et al. (2021)).
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Moreover, we show that heterogeneity in the optimistic bias causes differences in sav-
ings behavior across agents and thereby leads to inequality in wealth.

In the quantitative analysis, we assess to what extent the empirically observed ex-
pectation bias matters for individuals’ life cycle consumption, income and wealth, as
well as the aggregate distribution of wealth. As part of this analysis, we explore the
welfare effects of over-optimism and we briefly discuss the implications of our results
for economic policy. As a framework for the quantitative analysis we use a heteroge-
neous agents life cycle model with incomplete insurance markets, various sources of
idiosyncratic risk, and households with different levels of human capital. Crucially,
we incorporate households that have a subjective probability distribution over future
labor market transitions and we allow the subjective distribution to differ from the
actual distribution. Moreover, guided by our empirical findings, we incorporate het-
erogeneity in the bias across households with different human capital. We calibrate
the model to U.S. data and show that the quantitative model matches very well sev-
eral important data outcomes at the individual and aggregate level. This includes,
for example, the life cycle profile of income, consumption and assets for individuals
with different levels of human capital, as well as the high degree of inequality in the
distribution of wealth in the U.S.

In the final step of our analysis, we examine in a counterfactual experiment the
quantitative importance of biased expectations on allocations. In this experiment, we
eliminate the bias altogether and assume that all agents in the economy have ratio-
nal expectations. Then, we compare the characteristics of the implied full information
equilibrium with the equilibrium of the baseline economy. The optimistic bias distorts
the individuals’ inter-temporal consumption allocation and it discourages individual
asset accumulation. This effects is particularly pronounced for individuals with low
human capital who are more over-optimistic. This effect is quantitatively sizable.
For example, the savings rate for high-school educated individuals is, on average, 8
percentage points lower in the economy with biased expectations, whereas for indi-
viduals with a college education it is essentially the same as in the economy with
full-information. As a result, high-school graduates accumulate less wealth over the
life cycle and enter retirement with approximately 33% fewer assets than in the econ-
omy without biased expectations. Due to the lack in assets, they attain a lower life
cycle path of consumption which implies a welfare loss relative to the full-information
case of 5.4% (in terms of equivalent variation in expected lifetime consumption). Nat-
urally, these effects are less pronounced for college-educated individuals who have
a much smaller optimistic bias than high-school graduates. As a result, the hetero-
geneity in the optimistic bias across individuals has a substantial effect on wealth
inequality. Without the bias in expectations the wealth Gini coefficient would be 7
percentage points lower. This is an important finding as it suggests that a substantial
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part of U.S. inequality in wealth distribution is due to the bias in individuals’ labor
market expectations.

This paper contributes to a growing body of research which collects and uses sub-
jective expectations data to study decision making under uncertainty. See Manski
(2004) for an early survey of this literature. Broadly, this literature can be divided
into two strands. The first strand examines individual expectations about aggregate
variables. This includes individuals’ inflation expectations (see e.g. the work by Broer
et al. (2021), Carroll (2003), Andolfatto et al. (2008), Malmendier and Nagel (2015),
and Coibion et al. (2018), house price expectations (see e.g. Piazzesi and Schneider
(2009), Case et al. (2012), and Kuchler and Zafar (2019)), expectations about aggregate
unemployment (see Broer et al. (2021), and Kuchler and Zafar (2019)), or expectations
about financial market outcomes such as credit spreads, and bond and stock market
returns (see Piazzesi et al. (2015), Bordalo et al. (2018), and Vissing-Jorgensen (2003)).

The second strand of literature analyses subjective expectations about individual
level variables such as income (see Rozsypal and Schlafmann (2020) and Exler et al.
(2020), survival (Grevenbrock et al. (2021)), retirement (Haider and Stephens (2007)),
social security benefits (Dominitz et al. (2003)), returns to education (Attanasio and
Kaufmann (2014)), and portfolio returns (Vissing-Jorgensen (2003)). As part of this
second strand, recent work has started to utilize newly available data to study sub-
jective expectations of individual labor market outcomes. This includes, for example,
expectations about job loss, wage offers, and job finding. See Mueller and Spinnewijn
(2021) for a recent survey of this literature. Within this literature, several papers are
related to ours. First, Mueller et al. (2021) use data from the SCE to compare the
perceived and actual job finding for unemployed individuals. Like us, they find that
job seekers in the U.S. substantially over-estimate their job finding probability. More-
over, they show in a model of job search how the bias in beliefs induces individuals
to engage less in job search and can thereby help understand the slow exit out of
unemployment for certain job seekers. In the same vein, Conlon et al. (2018) use the
SCE to analyze individuals’ expectations and realizations about future wage offers.
In particular, they study how individuals update their expectations in response to
deviations of realized from expected offers. They embed their empirical findings into
a model of job search and show that learning is a key feature to understand the ob-
served patterns of reservation wages. Spinnewijn (2015) analyzes survey data from
Price et al. (2006) and finds a substantial optimistic bias of unemployed job seekers.
He then studies the implications of this bias for the optimal design of unemployment
insurance. Jäger et al. (2021) measure bias in beliefs about outside options of workers
and argue that this increases labor market segmentation and lower wages for slow-
wage workers. Our work is complementary to these papers in that we analyze not
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only the job finding expectations of unemployed individuals or employed job seekers,
but jointly address the expectations of employed and unemployed workers, as well
as non-participants about finding a job or becoming unemployed, or to move out of
the labor force. This allows us to obtain a more complete picture of the expectation
structure of the working-age population. Moreover, while the aforementioned papers
focus on the search behavior of job seekers, we study individual choices with respect
to consumption and asset accumulation.

Another related paper is Broer et al. (2021) which proposes a model of information
choice to study the effects of biased expectations on macroeconomic volatility and
wealth inequality. A key difference to our paper is their focus on expectations about
aggregate variables such as inflation and aggregate unemployment. In contrast, we
study households’ expectations about individual labor market outcomes including
job finding, job loss, and transitions to inactivity. Another difference is that, while
they document the expectations across wealth quintiles, we explore the variation in
the expectation bias across different demographic groups (e.g. education groups)
and show that it is a key element for understanding aggregate wealth inequality.
Moreover, while they employ a model with infinitely lived agents, we consider a life
cycle model with retirement. This allows us to study the effect of biased expectations
on the life cycle path of consumption and assets, and on retirement savings.

Our paper also contributes to the literature studying the determinants of inequal-
ity in wealth. See De Nardi and Fella (2017) for a recent survey of this literature.
According to De Nardi and Fella (2017) it remains a challenge in this literature to
reconcile the predictions of the canonical Bewley model (Bewley (1977)), which serves
as the workhorse model to study wealth inequality, with the empirically observed
patterns of individual saving behavior and wealth accumulation. Specifically, while
in the U.S. wealthy individuals save considerable amounts of their income, the Bew-
ley model counterfactually predicts savings rates to decrease with wealth and to even
turn negative if net worth is sufficiently large relative to labor earnings.2 As a result,
a number of additional savings motives were introduced to improve the empirical
fit of the model. The set of savings motives includes, for example, bequests, pref-
erence heterogeneity, entrepreneurship, or medical expense risk. Our analysis adds
to this literature by showing (i) that the bias in subjective labor market expectations
is a quantitatively important determinant of individual saving behavior, and (ii) that
the empirically observed heterogeneity in the bias across individuals generates differ-
ences in the saving behavior, which are in line with those observed in the data. More
concretely, in the presence of the expectation bias our quantitative model generates a
strong positive association between wealth and saving rates. Furthermore, our anal-

2In the Bewley model, agents engage in precautionary savings in the presence of idiosyncratic income
shocks. Thus, the ability to self-insure increases with wealth and the precautionary savings motive
looses relevance.
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ysis helps to understand the determinants of wealth inequality. As mentioned above,
we establish in the quantitative analysis that a substantial part of the significant in-
equality in U.S. wealth distribution is due to the optimistic bias in individuals’ labor
market expectations. As an important corollary, we show that without biased expec-
tations the model cannot generate the high dispersion of wealth observed in the data.

The remainder of the paper is structured as follows. In Section 2 we document the
facts about subjective labor market expectations in the U.S. In Section 3.1 we present
a simple two-period model to illustrate how biased expectations affect individual de-
cision making regarding consumption and savings. In Sections 3.2 and 4.1 we set up
and calibrate the quantitative model. In Section 4.2 we first explore the quantitative
properties of the calibrated model and then we perform the main quantitative exper-
iment. Section 4.5 discusses the robustness of our results and Section 5 concludes.

2 Facts about Biased Labor Market Expectations

2.1 Aggregate

We use data from the New York-Fed’s Survey of Consumer Expectations to measure the
subjective probabilities of U.S. individuals to experience a change in their labor market
state. The SCE, which launched in 2013, is a nationally representative survey of a
rotating panel of approximately 1,300 households. It focuses primarily on subjective
expectations about a number of macroeconomic and household-level variables.3 The
SCE has several components. We make use of the data provided by the 07/2014-
11/2019 waves of the Labor Market Survey. In this survey, respondents are asked to
report their expectations about several labor market outcomes that pertain to them.
More precisely, the question in the survey that is relevant for our purpose reads:
”What do you think is the percent chance that four months from now you will be ...

[1] employed and working for the same employer

[2] employed and working for a different employer

[3] self-employed

[4] unemployed and looking for work

[5] unemployed and not looking for work?

We aggregate [1]-[3] into one state of employment. Moreover, corresponding to
the usual notion of unemployed and non-participants used in the literature, active
job search is the key characteristic that distinguishes unemployed individuals from
non-participants. Hence, we classify [4] as the state of unemployment and [5] as the

3For an introduction to the SCE see Armantier et al. (2016).
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state of not in the labor force. The labor market states among the response options are
mutually exclusive and exhaustive. Indeed, for the majority of respondents the sum of
probabilities across the three states adds up to one. We exclude the few observations
(22) for which the sum is not equal to one.

A key feature of the SCE is its reliance on a probabilistic question format. This al-
lows us to aggregate the answers across individuals and report the average subjective
probability for specific sample of individuals. We select individuals aged 25-60 years
who do not attend school or college. The baseline sample then consists of 12,392 ob-
servations. See Table 2.16 in Appendix A for the descriptive statistics of the sample.
In the first step, we compute the subjective probabilities separately for employed and
unemployed individuals, as well as for non-participants.4 The results are in Table 2.1
in the columns labeled ”Subjective”. We also report in the table the implied standard
errors. The rows in the table represent the current labor market state of an individual
and the columns represent the future (expected) labor market states. According to
our results, employed workers expect to be employed with a probability of 96.1%,
unemployed with 2.5%, and not in the labor force with 1.4% in four months after the
interview.

We now compare these subjective probabilities to the actual probabilities. To shed
light on this question, we use observations from the Current Population Survey (CPS)
on individual labor market transitions to compute the implied actual labor market
transition probabilities.5 To achieve a high degree of consistency between subjective
and actual probabilities from the two datasets, we apply the same sample selection
criteria to the two datasets and use the same definitions of labor market states and
transitions. Appendix A.2 contains the details. As before we consider the three states:
employment, unemployment, and not in the labor force. To be concrete, we compute
the actual transition probability between labor market states s and s′ as the fraction of
individuals who where in state s in a given month and are in state s′ four months later.
Moreover, to be consistent with the subjective probability measure we do not consider
labor market transitions in the CPS that take place in between a four months period.
This is because the SCE asks explicitly about the probability to be in a given state
in four months and not about the probability to experience a labor market transition
within the next four months.

Clearly, for the comparison of the actual and the subjective transition probabilities
to be meaningful, we require the composition of the two samples (taken from the CPS
and SCE) to be similar in terms of demographic characteristics. Even though both
surveys are designed to be nationally representative, the two samples may differ in
terms of composition due to, for example, different sampling or non-random attrition.

4The details of these calculations, including the definition of labor market states and sample selection
criteria are in Appendix A.1.

5The CPS data are extracted from the IPUMS data repository; see Flood et al. (2020).
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Subjective Actual Subjective – Actual

E U N E U N E U N

E 96.1 2.5 1.4 95.2 1.5 3.3 0.9 1.0 -1.9
(0.17) (0.11) (0.10) (0.03) (0.02) (0.02) (0.17) (0.11) (0.11)

U 61.3 32.1 6.6 42.5 32.2 25.3 18.8 -0.1 -18.7
(2.24) (1.83) (1.22) (0.31) (0.30) (0.28) (2.27) (1.85) (1.25)

N 10.7 14.2 75.1 10.7 3.0 86.3 0.0 11.2 -11.2
(0.80) (1.04) (1.40) (0.08) (0.04) (0.08) (0.80) (1.04) (1.41)

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-11/2019. Source: SCE
and CPS. Standard errors in parentheses. E: employment, U: unemployment, N: not in the labor force.
Example: ”UE” represents the expectation of unemployed workers to be employed in four months.

Table 2.1: 4-Months subjective and actual transition probabilities

Consequently, if we used the sample weights provided by each survey to aggregate
the individual responses then the implied results would be subject to a composition
bias. To avoid such bias, we use the sample weights provided by the CPS to aggregate
the individual observations from the SCE. The details of these calculations can be
found in Appendix A.2.6

The results for the actual labor market transition probabilities together with the im-
plied standard errors are in Table 2.1 in the columns labeled ”Actual”. In addition,
we also report in the table the difference between subjective and actual probabilities.
We will refer to this differences as the individuals’ bias in their subjective labor mar-
ket expectations. A number of observations are worth highlighting. First, employed
workers tend to over-estimate the probability of remaining employed. The subjective
probability of being employed in four months is 96.1% whereas the actual probability
is 95.2%. The standard errors around the two probabilities are very small; hence, the
difference of 0.9 percentage points between the subjective and the actual probability
is statistically significant at the 1% level. Moreover, the results in the table indicate
that in case of job loss, workers underestimate the likelihood of leaving the labor
force by 1.9 percentage points. This difference is highly significant. Another impor-
tant finding is that unemployed individuals vastly over-estimate their re-employment
prospects.7 Job seekers expect to be employed in four months with a probability of
61.3%. This is 18.8 percentage points above the actual employment probability. At the
same time, unemployed workers substantially underestimate the likelihood of leaving
the labor force by a remarkable 18.7 percentage points. Furthermore, our results show
that individuals who are not in the labor force, generally over-estimate the probabil-

6In Table 2.18 we report the results obtained when the weights from the SCE are used. The patterns
are qualitatively the same as in the baseline case; even quantitatively the differences are small.

7This result is in line with Mueller et al. (2021) who also find evidence of an optimistic bias of
unemployed workers. Likewise, Conlon et al. (2018) find in the SCE that job seekers are generally
over-optimistic about future wage offers.
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ity of entering the labor force by 11.2 percentage points. While they correctly assess
the probability of employment, they strongly over-estimate the likelihood of starting
to look for a job. The pattern emerging from Table 2.1 suggests that individuals in
the U.S. are generally over-optimistic about their own labor market prospects. More
specifically, individuals tend to underestimate the likelihood of experiencing a transi-
tion into bad labor market states (for example, E → N, U → N) and they overestimate
the likelihood of moving to good states (U → E, N → ¬N).8

At this point it is important to discuss the robustness and the generality of these
findings. In our baseline, we compute the actual transition probabilities from the
CPS and not the SCE. This choice is mainly motivated by sample size. The CPS is
a large-scale survey with monthly information on roughly 120,000 respondents. As
a result, we observe a large number of individual labor market transitions and this
allows us to obtain precise estimates of the transition probabilities. In contrast, in the
SCE we observe a much lower number of individual labor market transitions than in
the CPS, and thus, the implied estimates of actual transition probabilities obtained
from the SCE are somewhat imprecise.9 Table 2.19 reports the results when the actual
transition probabilities are computed from the SCE. The smaller number of observed
transitions in the SCE is reflected by the sizable standard errors. Reassuringly, the
qualitative patterns for the bias in expectations are very similar to those obtained in
the baseline.

An often-raised concern regarding data on subjective expectations addresses the
reliability of such data due to both systematic and differential difficulties in in the
cognitive ability of individuals to deal with probabilities. First, if the assessment of
probabilities is systematically biased in a certain way, e.g. if subjective probabilities
are generally over-estimated, it is still valid to investigate the comparison of the rel-
ative bias across groups. Second, to address this concern, we use a set of control
questions in the SCE, which are meant to assess the respondents’ ability to calculate
and process probabilities.10 More concretely, we calculate the bias in subjective expec-
tations separately for those individuals who correctly answer all control questions,
and those individuals who give a wrong answer to at least one question. The results
are in Table 2.20. The qualitative patterns are very similar between the two groups

8The only exception from this pattern is the transition from employment to unemployment, about
which workers are overly pessimistic. In Balleer et al. (2021) we use data from the German Socio-
Economic Panel to document the expectations of employed workers and unemployed job seekers
in Germany. Like in the U.S., workers are overly pessimistic when transitioning from employ-
ment to unemployment, but unlike in the U.S. this pessimism also applies when transitioning from
employment to non-participation. For job seekers we find an optimistic bias in their job finding
expectations, which is similar to the pattern in the U.S.

9Notice that the number of transitions observed in the SCE (6,180) is also significantly below the
number of observations from which we compute the subjective transition probabilities (12,392).
This is because the calculation of the actual probabilities requires us to observe individuals in two
consecutive waves of the labor market module.

10See Appendix B for the list of control questions in the survey.
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and any differences in the value of the bias are minor. Generally, these findings alle-
viate the concern that individuals who are better able to deal with probabilities also
have a more precise perception of their labor market risk.

Lastly, we address the important question of whether U.S.-workers’ over-optimism
is a stable phenomenon over time or it applies only to specific years. As a first step,
we compute the actual and the subjective transition probabilities separately for each
year from 2014-2019. The results in Table 2.21 confirm that the baseline findings also
hold year-by-year. As to whether over-optimism is a long-run phenomenon, the SCE
cannot provide a definitive statement due to its relatively short time frame. However,
we can resort to earlier data on labor market expectations from the U.S. Survey of
Economic Expectations (SEE), which was conducted between 1994-2002. Even though
the SEE differs from the SCE in terms of design and survey questions, we can nev-
ertheless compare individuals’ subjective expectations about job loss with the actual
counterparts. See Appendix C for the details. Reassuringly, we find that workers’
over-optimism has been present consistently throughout the entire time period cov-
ered by the SEE. Interestingly, this time frame also includes a period of an economic
downturn (in year 2001), during which, however, we do not observe a reversal in the
observed bias in subjective labor market expectations.

2.2 Heterogeneity

In the next step, we explore whether the findings of the previous section generally
hold across different population groups or whether there is noteworthy heterogeneity
in the population in terms of the sign and the degree of the bias in expectations. To
this end, we consider different demographic groups. In particular, we disaggregate
the data according to gender, age, education, and income and compute the subjective
and the actual transition probabilities for each group separately (see Tables 2.22 – 2.25
in Appendix D). The results for gender do not indicate any systematic differences be-
tween men and women. If anything, women tend to be slightly more over-optimistic
than men. With respect to age, we find some evidence for a decrease in the level
of the bias with age, indicating that young workers have a less accurate perception
of their labor market situation than prime-age workers. However, this pattern is not
significant, primarily because the small number of observations for each age group
implies large standard errors around the subjective transition probabilities.
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EE EU EN UE UU UN NE NU NN

All 0.9 1.0 -1.9 18.8 -0.1 -18.7 0.0 11.2 -11.2
(0.17) (0.11) (0.11) (2.27) (1.85) (1.25) (0.80) (1.04) (1.41)

High school or lessXX 1.8 0.7 -2.5 21.7 -2.8 -18.9 1.3 12.4 -13.8
(0.45) (0.29) (0.26) (4.26) (3.27) (2.44) (1.40) (1.88) (2.51)

Some college 0.9 0.8 -1.6 21.4 0.1 -21.5 -0.3 10.4 -10.2
(0.26) (0.15) (0.19) (2.78) (2.56) (1.15) (0.92) (1.01) (1.48)

College and higher 0.3 1.2 -1.5 10.6 4.8 -15.4 -2.8 9.4 -6.6
(0.13) (0.09) (0.09) (2.67) (2.52) (1.01) (1.15) (1.07) (1.70)

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-11/2019. Source:
SCE and CPS. Standard errors in parentheses. E: employment, U: unemployment, N: not in the
labor force. XY: Transition from current labor market state X to future state Y. Example: ”UE”
represents the bias of unemployed workers’ expectation to be employed in four months.

Table 2.2: Expectation bias in 4-months transition probabilities (by education)

Interestingly, we find a systematic relationship between education and the level of
workers’ over-optimism.11 More concretely, we split the sample into three education
groups: low-skilled, medium-skilled and high-skilled individuals. We define low-
skilled individuals as those who have at least a high school degree, middle-skilled
as those with a high school degree, but no college degree, and high-skilled as those
with at least a college degree. To keep the exposition concise, we report in Table 2.2
for each education group only the difference between the subjective and the actual
transition probabilities. The probability levels and their standard errors can be found
in Table 2.22 in Appendix D. Importantly, the results in the table reveal that the level
of over-optimism is decreasing in the skill level. In other words, high-skill individuals
tend to have a more precise perception of their labor market perspectives than low-
skill individuals. This pattern applies to almost every labor market transition and it is
particularly pronounced for unemployed workers and non-participants. For example,
job seekers who are low-skilled overestimate the probability to be employed in four
months by 21.7 percentage points. In contrast, for the high-skilled the difference be-
tween the subjective and the actual reemployment probability is only half of that and
equal to 10.6 percentage points. We find a similar pattern among non-participants,
where all skill groups, but particularly the low-skilled individuals, are over-optimistic

11This result is complementary to previous findings in the literature showing that the accuracy of
beliefs is positively associated with individual income, wealth, or experience. For example, Exler
et al. (2020) show in SCF data that financially less literate individuals have less precise expectations
about future income, and they tend to underestimate the probability of experiencing bad income
realizations. Broer et al. (2021) find in the SCE that wealthier households in the U.S. have more
precise expectations about inflation and aggregate unemployment. Another example is Vissing-
Jorgensen (2003) who find that investors are generally optimistic about stock market returns but
the bias in beliefs is smaller for more wealthy investors. She finds the same pattern for investors’
age, where the young are more optimistic than experienced investors.
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about entering the labor force. The low-skilled over-estimate the probability by 13.8
percentage points, whereas the number for the high-skilled is only half of that and
equal to 6.6 percentage points. Lastly, among employed workers, the low-skilled over-
estimate the probability of being employed four months later by 1.8 percentage points,
whereas for the high-skilled the subjective reemployment probability is almost in line
with the actual probability.12

The expectation biases reported in Table 2.2 are based on the average expectations
of all individuals belonging to the same education group. One may be concerned
that these biases are blurred by compositional differences across education groups,
or by potential dependencies between education and other individual characteris-
tics. We address this concern in the following empirical analysis. In the first step
of this analysis, we estimate the Probit model, P(Yi = 1|xi) = Φ(x′i βY), in order
to predict the probability of an individual to experience a given labor market tran-
sition, Y, conditional on the observable variables x. The set of possible transitions
includes Y ∈ {EE, EU, EN, UE, UU, UN, NE, NU, NN}. As an example, consider the
UE-transition. The outcome variable Y is equal to one, if we observe an individual
moving from unemployment to employment, and it is equal to zero otherwise. The
characteristics we include in x control for age, gender, race, income, and year fixed
effects. Moreover, we include in x a set of dummy variables to represent our ed-
ucation groups from above. We use data from the CPS on actual individual labor
market transitions to estimate the coefficients βY separately for each type of transi-
tion. The estimated coefficients are used to compute for each individual observed in
the SCE the predicted actual labor market transition probability. That is, we evalu-
ate the estimated Probit model using in X the individual’s characteristics, and obtain
the predicted probability as the fitted value from the model. Next, we subtract the
predicted actual probability from the individual’s reported subjective transition prob-
ability to compute the individual’s expectation bias. Lastly, we estimate by OLS the
linear model ziY = x′iγY, where ziY is the expectation bias of individual i with respect
to the transition Y. The vector xi contains the same control variables as in the Probit
estimation.

In Table 2.3 we report the implied expectation bias by education group. The bias
is computed as the average marginal effect for each education group, where all other
control variables are set to their respective mean value.13 Clearly, the expectation bi-
ases would be identical to those in Table 2.2 when we included in X only the education
dummies. Hence, any difference to the previous results conditions on other variables

12We also explore the relationship between individual income and the bias in subjective expectations.
Not surprisingly, since income and educational attainment are strongly correlated, we find very
similar patterns for income groups as for education groups. That is, individuals with low income
are strongly over-optimistic, whereas high-income individuals have more precise expectations. See
Table 2.25 for the results.

13Appendix E provides further details of the empirical procedure.
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EE EU EN UE UU UN NE NU NN

High school or lessXX 2.4 0.5 -2.8 23.7 -2.4 -21.5 1.3 11.9 -13.1
(0.42) (0.27) (0.26) (3.42) (2.72) (1.81) (1.28) (1.63) (2.15)

Some college 1.0 0.6 -1.7 22.3 0.1 -22.4 0.3 10.1 -10.4
(0.25) (0.14) (0.18) (2.70) (2.45) (1.17) (0.92) (0.97) (1.43)

College and higher 0.2 1.4 -1.6 13.0 4.0 -17.0 -0.8 11.7 -10.9
(0.17) (0.12) (0.10) (2.78) (2.60) (0.99) (1.28) (1.37) (1.96)

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-11/2019. Source:
SCE and CPS. Standard errors in parentheses. E: employment, U: unemployment, N: not in the
labor force. XY: Transition from current labor market state X to future state Y. Example: ”UE”
represents the bias of unemployed workers’ expectation to be employed in four months.

Table 2.3: Expectation bias in transition probabilities (conditional, by education)

controls for compositional differences of, e.g., age, race, income or year between the
education groups. Most importantly, the expectation biases we obtain after control-
ling for worker observables are very similar to those in Table 2.2. Specifically, we
can confirm the positive expectation bias among individuals, as well as the robustly
negative relationship between the level of over-optimism and education.

2.3 Learning

Lastly, we address the question whether and to what extent individuals learn over
time and form increasingly accurate labor market expectations. While this is certainly
a relevant question to ask in the context of expectation biases, there are several rea-
sons why it is not straightforward to address it. First, the SCE offers a relatively short
panel dimension and follows an individual for a maximum of 12 months. Within this
narrow time frame, respondents are asked only every four months to report their sub-
jective transition expectations. At the same time, the attrition of survey participants
is high. As a result, we observe for only 17% of individuals in our sample more than
two interviews in which respondents report their transition expectations. With such
limited information at hand we refrain from analyzing expectation updating at the
individual level. An alternative way to explore learning is to make use of the time
dimension embedded in cross-sectional information. For example, learning may be
inferred from the variation in the expectation bias across individuals with different
job tenure, or unemployment duration. A decline in the (absolute value of the) bias
with increasing duration may be interpreted as individual learning. We proceed along
these lines and extend the previous empirical analysis to include in the regression as
additional control variables individual job tenure, unemployment duration, and dura-
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Ten EE EU EN Udur UE UU UN Ndur NE NU NN

<3 m 5.3 -0.6 -4.7 0-3 m 16.6 -1.4 -15.0 0-12 m -15.6 9.9 6.1
(1.04) (0.77) (0.55) (3.52) (2.25) (3.06) (2.37) (2.15) (3.12)

3-6 m 2.3 0.4 -2.7 4-6 m 23.7 -4.3 -19.6 >12 m 7.7 14.0 -21.7
(0.84) (0.77) (0.22) (7.65) (5.05) (4.03) (1.89) (1.80) (2.63)

6-12 m 1.6 -0.2 -1.4 7-12 m 36.1 -7.6 -29.0
(0.58) (0.32) (0.41) (2.89) (3.93) (1.91)

1-5 y 0.3 0.8 -1.0 >12 m 32.8 -1.0 -34.0
(0.21) (0.14) (0.13) (6.99) (4.88) (3.05)

>5 y -0.5 1.2 -0.7
(0.16) (0.10) (0.10)

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-11/2019. Source: SCE
and CPS. Standard errors in parentheses. E: employment, U: unemployment, N: not in the labor force.
XY: Transition from current labor market state X to future state Y. Example: ”UE” represents the bias of
unemployed workers’ expectation to be employed in four months. Ten: Tenure of current job, in months
(m) and years (y). Udur: Duration of current unemployment spell, in months (m). Ndur: Duration of
current non-employment spell, in months (m).

Table 2.4: Conditional expectation bias, by duration

tion of non-participation. In Table 2.4, we report the implied conditional expectation
biases for all nine labor market flows and different durations.14

The results in the table reveal a somewhat mixed pattern. The expectation bias of
employed workers to stay employed (EE) and to leave the labor force (EN) decreases
with job tenure. Since, generally, job security increases with job tenure and hence
EE flows are more and EN flows are less likely, this suggests constant beliefs about
labor market transitions out of employment of employed workers. However, there is
no clear relationship between job tenure and the expectation bias of becoming unem-
ployed (EU). For unemployed workers, the expectation bias to become employed (UE)
and to leave the labor force (UN) increase with unemployment duration. The pattern
is less clear for remaining unemployed (UU). This result is consistent with the find-
ings of Mueller et al. (2021) who use a different question in the SCE and establish that
unemployed workers are generally over-optimistic about their job finding prospects
and that they do not revise their beliefs downward when remaining unemployed.
Since, as is well known, the job finding hazard gradually declines with unemploy-
ment duration, this, again, suggests constant beliefs about labor market transitions
of job seekers. The learning pattern for individuals who are out of the labor force is
generally ambiguous. While the beliefs about finding employment (NE) become more
precise, the expectation bias related to entering job search (NU) increases with dura-
tion. Overall, non-participants tend to form increasingly less accurate beliefs about
remaining out of the labor force (NN).

14A detailed description of the analysis is in Appendix F.
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In the last step, we consider individuals’ age as the relevant time dimension and
we explore whether individuals learn as they grow older. For this purpose, we make
use of the Probit analysis from above to compute the conditional expectation bias for
different age groups. We report the results in Table 2.32. As before, the pattern is
not clear-cut. For some labor market transitions (EE, EN, NE, NU) the bias tends to
decline with age, but for other transitions (EU, UE, UN) the bias increases or shows no
systematic variation. In Appendix G, we use yet another set of expectation questions
from the SCE to provide more analysis of learning, and we obtain qualitatively similar
findings.

Taken together, our analysis reveals no clear-cut evidence of individuals systemat-
ically learning about the relevant labor market transitions. As a consequence, we
choose not to incorporate the feature of learning into our theoretical framework.
Looking ahead, in the quantitative analysis we are primarily interested in the im-
plications of biased labor market expectations on aggregate long-run outcomes, such
as the distribution of wealth. For this purpose, it is rather inconsequential whether
and to what extent individuals update their expectations over time.

3 Model

Motivated by our empirical findings, we proceed to explore the effects of individuals’
over-optimism on individual decision making and macroeconomic outcomes. In the
first step of our analysis, we lay out a stylized two-period general equilibrium model
in order to illustrate theoretically how a positive bias in subjective labor market ex-
pectations shapes individual choices of consumption and asset holdings, and thereby
affects aggregate wealth inequality. The purpose of the simple model is to provide a
conceptual framework that allows for an analytical characterization of the main forces
at work. The main insights of this analysis will be useful for the interpretation of the
results of the quantitative analysis that we perform in Section 3.2. In this analysis,
we use a calibrated general equilibrium model to explore to what extent the observed
differences between subjective and actual labor market expectations matter quantita-
tively for individual life cycle profiles of asset accumulation and consumption, as well
as welfare and wealth inequality.

3.1 Two-Period Model

The model economy is populated by a unit mass of risk averse individuals who live
for two periods. In the first period, every individual is employed and receives de-
terministic income 0 < y1 < ∞. Income in the second period, y2, depends on an
individual’s labor market state. With (true) probability p > 0, an individual is em-
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ployed and receives income y2 = ȳ. With (true) probability 1 − p the individual has
no job in the second period and receives income y2 = y > 0; where y < y. Individuals
know the values of y and y but they have subjective expectations about the realiza-
tions of the labor market states. These subjective expectations are given by (p + ∆)
and (1 − p − ∆), respectively. ∆ denotes the degree of the individual’s bias in expec-
tations and ∆ > 0 represents the case of over-optimism. Moreover, we assume that
individuals start with zero initial assets but they can save part of their first-period
income and consume it in the second period. The period budget constraints are

c1 + k = y1 c2 = y2 + rk

where c1 and c2 denote period consumption, k is savings and r is the interest rate.
Agents live for two periods, hence, they do not leave any capital for after their demise.
Let u(c) denote the agent’s period utility function and assume that it satisfies the usual
regularity and Inada conditions. We assume that there is a firm which –in the second
period only– rents capital and produces output. All markets are competitive. Using
the period budget constraints and assuming time-separable utility, we can formulate
the agent’s expected utility maximization problem

max
0≤k≤y1

u
(
y1 − k

)
+ β(p + ∆)u

(
y + rk

)
+ β(1 − p − ∆)u

(
y + rk

)
where 0 < β < 1 is the personal discount factor. The associated Euler equation reads

βr
[
(p + ∆)u′(y + rk) + (1 − p − ∆)u′(y + rk)

]
= u′(y1 − k)

A unique interior k with 0 < k < y1 exists iff βr
(
(p + ∆)u′(y) + (1 − p − ∆)u′(y)

)
>

u′(y1
)
. This condition holds and agents’ savings are positive if, for example, the

interest rate is sufficiently large relative to agents’ impatience r > 1/β, or the bad
realization of income y is sufficiently small which induces agents to self-insure. Next,
we use the Euler equation to demonstrate how the optimal savings choice is affected
by the bias in expectations ∆. To this end, we compute dk

d∆ , keeping the interest rate r
constant. After a few lines of algebra, we obtain

dk
d∆

=
u′(y + rk)− u′(y + rk)

u′′(y1 − k)/(βr) + r(p + ∆)u′′(y + rk) + r(1 − p − ∆)u′′(y + rk)

Since y < y, u′ > 0 and u′′ < 0, we obtain that dk
d∆ < 0. This is a standard result in

expected utility theory going back to the work by Bernoulli (1738) and Savage (1954).
It says that over-optimism, represented by ∆ > 0, induces agents to build up less pre-
cautionary savings. An immediate implication is that over-optimistic agents,i.e., those
who underestimate the probability of receiving a bad income realization, engage less
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in self-insurance and are more exposed to income fluctuations than rational agents
(for whom ∆ = 0). This is reflected by the fact that the difference in second-period
utilities between the good state and the bad state, u(y + rk) − u(y + rk) > 0, is in-
creasing with ∆. Moreover, it is straightforward to show that, if an interior solution
exists, consumption in the second period, c2, and total lifetime consumption (c1 + c2)

decrease with ∆ irrespective of the realization of income in the second period. That
is, individuals with a positive bias in their subjective expectations enjoy a lower level
of total consumption and of welfare as measured by the discounted sum of lifetime
utility.

Next, we derive the implications for the equilibrium interest rate. For concreteness,
we assume that a fraction 0 < ϕ < 1 of the population is over-optimistic and has
0 < ∆ < 1 − p, whereas the remaining fraction (1 − ϕ) of the population has correct
beliefs (∆ = 0). Therefore, aggregate capital, K, in the economy is given by

K = (1 − ϕ)kr + ϕko

where kr and ko are the capital holdings by the realist and the optimist individual,
respectively. The result from above implies that kr > ko. Let F(K) denote the produc-
tion technology of the firm with F′(K) > 0 and F′′(K) < 0. With competitive pricing,
we obtain the usual interest rate rule r = F′(K). To explore the aggregate effects of a
bias in expectations, suppose that ∆ = 0 for both types of agents. An increase in ∆ for
the optimist leads to a reduction in ko. This reduces aggregate capital K and leads to
an increase in the interest rate r. A higher interest rate affects agents’ savings choice.
The sign of dk

dr depends on the functional form of u(·). For example, with log-utility
we get that dk

dr > 0, which implies that both types of agents save more and this partly
offsets a lower capital choice of the optimist agent.

To sum up, our analysis reveals the following insights: First, over-optimistic agents
hold fewer assets than rational agents; hence, a positive bias in expectations for some
individuals per se leads to wealth inequality. Lower savings imply a lower aggre-
gate capital stock and a higher equilibrium interest rate. Looking ahead to the full
model, these results imply that wealthier individuals enjoy higher asset returns and,
hence, they can benefit from the bias of the optimistic agents. This channel further
amplifies aggregate wealth inequality. A similar effect materializes in the full model
where wages are endogenous. A lower aggregate capital stock lowers the marginal
product of labor and thereby depresses wages. This hits primarily the asset-poor indi-
viduals whose primary income source is labor earnings. Second, our findings imply
that less self-insurance due to over-optimism impedes individual’s ability to smooth
consumption across states and over the life cycle.
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3.2 Full Model

In this section, we present the full model that we use in our quantitative analysis. The
theoretical framework builds on the canonical Bewley–Huggett–Aiyagari model, and
it shares many features of the stationary version of the model in Krueger et al. (2016);
henceforth KMP. In a nutshell, the agents in our model economy have a life cycle
including working-age and retirement, they have different levels of human capital,
and they face idiosyncratic labor market risk. Insurance markets are incomplete and
agents accumulate assets to self-insure against labor market risk and longevity risk,
and to save for retirement. Agents have a subjective probability distribution over indi-
vidual labor market states and this distribution can differ from the actual probability
distribution. Aggregate output is produced by a representative firm that rents capital
and labor from households at competitive factor prices. In equilibrium, individuals’
asset holdings are characterized by a stationary non-degenerate distribution function.

Lifecycle

We follow KMP and assume that individuals are either working-age (denoted by W)
or retired (denoted by R). The age of an individual is denoted by j ∈ {W, R}. With
the constant probability 1 − θ working-age individuals retire, and with probability
1 − ν retired individuals die. Deceased individuals are replaced by new working-
age individuals. Stochastic aging and death imply that the population shares of both
types of individuals are given by:

ΠW =
1 − ν

1 − θ + 1 − ν
ΠR =

1 − θ

1 − θ + 1 − ν

Preferences and Assets

We assume that an individual’s preferences are given by a CRRA utility function over
current consumption:

u(c) =
c1−σ − 1

1 − σ

where σ > 0. As is standard, we assume that insurance markets are incomplete, but
as a means of self-insurance, agents can accumulate assets, denoted by a > ā, which
yield a non-state-contingent return, denoted by r. ā ≥ 0 is a borrowing constraint.
Individuals are born with zero assets.

Human Capital

Individuals are ex-ante heterogeneous with respect to human capital. We introduce
differences in human capital across individuals because we want our model to capture
the empirical finding of Section 2 that the size of the bias in subjective expectations
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varies substantially across education groups. A worker’s level of human capital is de-
noted by h. We allow for three levels of human capital: low-skill, (hL), medium-skill,
(hM), and high-skill, (hH). h is assumed to stay constant over time and, hence, there
is a constant population share for each h-type, given by P(h), with ∑h P(h) = 1. At
birth, workers draw their human capital level according to the stationary probabilities
P(h).

Idiosyncratic Employment Risk

We assume that a working-age individual can be either employed, unemployed, or not
in the labor force. Idiosyncratic transitions between labor market states are stochas-
tic and governed by transition probabilities that are denoted by ph(s′|s). In partic-
ular, ph(s′|s) is the actual per-period probability that a worker with human capital
level h will transit from state s to state s′, where s, s′ ∈ {e(mployed), u(nemployed),
n(ot in the labor f orce)} denotes the labor market state. The invariant distribution of
s among workers with human capital h is given by Ph(s), with ∑s Ph(s) = 1.

Two aspects of our modeling of the labor market deserve further explanation. First,
we allow the transition probabilities to differ across workers with different levels of
human capital. This choice is motivated by the empirical observation that actual
labor market transition rates differ substantially across workers with different levels
of education. We want the model to be flexible enough to capture this empirical
feature. Second, we depart from the conventional way to consider only employment
and unemployment as labor market states, and instead we also allow individuals to
be not in the labor force. This approach has several advantages: (i) in the data the
flows in and out of the labor force are just too big to ignore; (ii) having three labor
market states allows for a precise mapping of the model to the data on individual
labor market expectations which features the same three states; (iii) being out of the
labor force is a fundamentally different state for an individual in terms of income and
job finding prospects than being in unemployment. Hence, we want the model to be
able to capture the potential individual expectation bias of the probability of being in
this labor market state.

Idiosyncratic Labor Productivity

We follow KMP and introduce idiosyncratic labor productivity risk. An individual’s
labor productivity, denoted by z, is stochastic and governed by a first-order Markov
process. πh(z′|z) is the conditional probability that a worker with human capital h
will transit from state z today to state z′ tomorrow. The invariant distribution of z for
workers with human capital h is Πh(z). Given the focus of our analysis it is useful
to include productivity risk into the model because it allows us to obtain a realistic
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representation of individual labor income processes and, thus, we are able to match
the degree of actual labor market risk that individuals face. Moreover, as shown by
KMP, idiosyncratic productivity is the key feature for matching the observed wealth
distribution.

Production

A representative firm rents capital from households and hires labor to produce output
with the production function:

F(K, N) = KαN1−α

where α ∈ [0, 1]. K denotes aggregate capital (defined below). N denotes total labor
in efficiency units which is computed as the sum of all employed workers’ effective
labor supply

N = ΠW ∑
h

PhPh(e)∑
z

Πh(z)hz

where ΠW is the total mass of working-age individuals, Ph is the fraction of individ-
uals with human capital h, Ph(e) is the fraction of individuals with human capital h
who are employed, and Πh(z) is the fraction of workers with human capital h that
have productivity z. Since, ∑z Πh(z) = 1, the term ΠW ∑h PhPh(e) represents aggre-
gate employment.

Factor markets are competitive, which implies the usual marginal product pricing

r = FK
(
K, N

)
= α

(
K
N

)α−1

w = FN
(
K, N

)
= (1 − α)

(
K
N

)α

(2.1)

w is the wage per efficiency unit of labor.

Optimization Problem of a Retired Individual

Retirees earn income on their asset holdings and they collect social security payments.
In particular, we assume that social security benefits, denoted by bss(h), are a fixed
fraction ρss ∈ [0, 1] of the average wage of a worker with the same human capital.

bss(h) = ρsswh ∑
z

Πh(z)z

That is, pension benefits depend only on the individual’s human capital but not on
her actual history of past contributions.15 Moreover, we follow KMP and assume
15The decoupling of benefits from actual contributions helps to keep the state space at a manageable

size.
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that households have access to perfect annuity markets which implies that the assets
of the deceased individuals are used to pay an extra return of 1/ν to the retired
survivors. A retired individual with asset holdings a and human capital h chooses
current-period consumption c and next-period’s assets a′ to solve the inter-temporal
utility maximization problem

WR(a, h) = max
a′

{
u(c) + νβWR(a′, h)

}
(2.2)

subject to
c + a′ = (1 + r − δ)

a
ν
+ bss(h) and a′ ≥ a

Retirees die with probability 1 − ν; hence, the effective discount factor is νβ. Agents
leave no bequests and, thus, the payoff in case of death is zero. δ ∈ [0, 1] is the
depreciation rate of physical capital and r − δ is the net return on asset holdings.
Retired individuals do not participate in the labor market and, hence, they do not
face employment or productivity risk.

Optimization Problem of the Working-Age Individual

A working-age individual with assets a, human capital h, labor market state s, and
productivity z, chooses consumption and next period’s assets to solve:

WW(a, h, s, z) = max
a′

{
u(c) +βθ ∑

s′
∑
z′

p̂h(s′|s)πh(z′|z)WW(a′, h, s′, z′)

+β(1 − θ)WR(a′, h)
} (2.3)

subject to
c + a′ = (1 + r − δ)a + y and a′ ≥ a

With probability 1 − θ, working age individuals retire and obtain the value of retire-
ment, WR, next period. An individual expects to move from its current labor mar-
ket state s to s′ with the subjective probability p̂h(s′|s). Crucially, we allow p̂h(s′|s),
to differ from the actual probability, ph(s′|s). As before, in the context of the toy
model, we refer to the difference between the subjective and the actual probability,
∆ = p̂h(s′|s)− ph(s′|s), as the bias in individuals’ expectations. The case ∆ > 0 re-
flects an optimistic bias and ∆ < 0 a pessimistic bias, and ∆ = 0 corresponds to
rational expectations.

Lastly, individual labor productivity, z, can change as captured by πh(z′|z). Further-
more, guided by the findings of our empirical analysis we assume p̂h to be constant
over time. In other words, we do not allow for changes in individual labor market
expectations, for example, due to learning.
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Labor earnings, y, depend on the individual’s labor market state as follows:

y =


(1 − τ − τss) · w · z · h employed

(1 − τ) · b(z, h) unemployed

T not in the labor force

When employed, a worker with human capital h and productivity z earns z · h · w,
where w is the wage per efficiency unit of labor and z · h is the worker’s labor supply in
efficiency units. Labor earnings are subject to a proportional labor income tax τ and a
social security tax τss. Unemployed workers receive benefits b(z, h) which are taxed at
rate τ but exempt from social security taxes. We follow KMP and assume that benefits
are a constant fraction ρu of the individual’s potential wage, that is b(z, h) = ρuz · h ·w.
Furthermore, individuals who are not in the labor force receive welfare transfers,
denoted by T. We model T as a constant fraction ρn ∈ [0, 1] of average labor earnings
per worker in the economy.16 T is an unconditional transfer and does not depend on
worker’s characteristics, hence, all individuals who are not in the labor force receive
the same welfare benefits.

As usual, we impose that individuals take factor prices (w, r) and taxes (τ, τss) as
given when they optimize. Lastly, we assume about the timing of events at birth
that a newborn individual first draws its human capital level according to P(h), and
conditional on the realization of h, she draws the labor market state according to Ph(s)
and the initial labor productivity level according to Πh(z).

Government Policy

Government policy in our model economy consists of three parts: unemployment
insurance, welfare transfers and social security. Unemployment benefits and welfare
transfers are financed by the revenues accruing from the labor income tax τ. We
assume government budget balance which requires the following condition to hold:

τ ∑h ∑z PhΠh(z)

[
Ph(e)wzh + Ph(u)b(z, h)

]
= ∑

h
∑
z

PhPh(u)Πh(z)b(z, h)︸ ︷︷ ︸
Unemployment benefits

+∑
h

∑
z

PhPh(n)Πh(z)T︸ ︷︷ ︸
Welfare benefits

(2.4)

16Average labor earnings are computed as w ∑h PhPh(e)∑z Πh(z)zh
(∑h PhPh(e))

, which is the wage per efficiency unit
of labor times the efficiency labor per employed worker.
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We use the definitions of b(z, h) and T and rewrite this expression to obtain the
budget balancing tax rate

τ =
∑h ∑z PhΠh(z)

(
Ph(u)ρuzh + Ph(n)ρnz̄h

)
∑h ∑z PhΠh(z)zh

(
Ph(e) + Ph(u)ρu

) ,

which is equal to total benefits (for UI and welfare) divided by total before-tax labor
income (worker’s earnings and unemployment income).

The social security program is run as a balanced budget PAYGO system. Pension
benefits are financed by the receipts of the payroll tax τss which is levied on the labor
earnings of employed workers. Hence, the budget constraint of the social security
program is:

ΠR ∑
h

Phbss(h) = τssΠW ∑
h

PhPh(e)wh ∑
z

Πh(z)z (2.5)

Using the definition of bss(h), we can express the social security tax rate as:

τss = ρss ·
ΠR

ΠW
· ∑h ∑z PhhΠh(z)z

∑h ∑z PhPh(e)hΠh(z)z

Recursive Competitive Equilibrium

The state space of the economy is described by a time-invariant cross-sectional dis-
tribution, Φ, of individuals across age j ∈ {W, R}, labor market status s ∈ {e, u, n},
labor productivity z ∈ Z, human capital h ∈ {hL, hM, hH} and assets a ∈ A.

Definition 1. The recursive competitive equilibrium in the model economy is defined as a
collection of value functions (WW , WR), policy functions (c, a′), factor prices (r, w), and
taxes (τ, τss) such that

• given factor prices and taxes, the value functions are the solution to the individuals’
optimization problem stated in Equations (2.2) and (2.3) and (c, a′) are the optimal
policy functions for consumption and next period’s assets.

• the factor prices satisfy the firm’s optimality conditions stated in (2.1)

• the government budget constraints in (2.4) and (2.5) are satisfied

• markets clear
N = ΠW ∑

h
PhPh(e)∑

z
Πh(z)hz

K =
∫

adΦ

Lastly, it is important to mention that we assume a veil of ignorance to exist imply-
ing that individuals have an incomplete model of the macroeconomy. That is, they
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do not know the equilibrium mapping between primitives and the aggregate state. If
individuals knew the expectations of all others, they could infer that there is a dis-
crepancy between the actual and the subjective probability distribution because the
aggregate variables are not consistent with how the individuals perceive the economy.

4 Quantitative Analysis

4.1 Calibration

Next, we calibrate the full model to quarterly U.S. data. All calibrated values are
reported in Table 2.5. The probability of retiring 1 − θ = 1

160 and the probability of
dying 1 − ν = 1

60 are set so that individuals can expect 40 years of work life and 15
years in retirement. The probability that an individual is born with human capital
h is given by Ph. Since, death and retirement are random and independent of h, the
probability Ph is equal to the population share of working-age individuals with human
capital h. We exploit this feature and calibrate Ph to match the observed share of low-
skilled, medium-skilled or high-skilled individuals in the working-age population.
We define low-skilled individuals as those who have at least a high school degree,
middle-skilled as those with a high school degree, but no college degree, and high-
skilled as those with at least a college degree. To compute the population shares, we
use the data from the 2014-2019 American Community Survey (ACS) and we restrict
the sample to individuals aged between 25-60 years.17

The quarterly depreciation rate of physical capital δ is set equal to 2.5%. As is
standard, we set α = 0.36 which implies a capital share of 36%. We calibrate the
personal discount factor to match a 4% annual net return to capital. The implied
value of β is 0.9878. In the baseline calibration we set the borrowing limit a equal to
zero, and the coefficient of relative risk aversion σ to unity, which implies log-utility.

Government policy in our model economy is parameterized by the three replace-
ment rates ρu, ρss, ρn. We follow KMP and set the replacement rate for retirement
benefits, ρss, to 0.40 and the replacement rate for unemployment benefits ρu to 0.5.
We calibrate the replacement rate for welfare benefits ρn to match the ratio of aver-
age income of welfare recipients to average labor earnings in the U.S. economy. We
compute this ratio from the 2015-2019 waves of the March supplement of the Current
Population Survey. Welfare income includes income from public assistance, survivor’s
and disability benefits, worker’s compensation (due to job-related injury or illness),
educational assistance, or child support. We define the sample of welfare recipients
as non-retired individuals who did not work and were not looking for work and who

17ACS data are extracted from the IPUMS data repository; see Ruggles et al. (2021).
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reported to have received no labor earnings or retirement income. The details of the
calculation are in Appendix H.1.

To calibrate ph(s′|s) and p̂h(s′|s) for all three skill groups, we use the values on the
actual and the subjective labor market transition probabilities from Section 2, and we
adjust these probabilities to fit the quarterly calibration.18

Next, we calibrate the Markov process that governs the evolution of idiosyncratic
labor productivity. This involves finding values for the levels of labor productivity
z and the transition probabilities πh(z′|z). It is important to notice that idiosyncratic
labor productivity, z, is the only source of changes in individual labor earnings –given
by w · z · h– because worker’s human capital h and the wage per efficiency unit w are
both constant in equilibrium. Following much of the related literature, we exploit
this feature and use data on individual labor earnings to calibrate the process of z.
In particular, we follow KMP and assume that individual labor earnings follow a
continuous stochastic process with a transitory and a persistent component:

log(zt) = pt + ϵt, where pt = ϕh pt−1 + ηt.

Here, ϕ governs the persistence of the process. ϵt and ηt are the innovations of
the persistent and the transitory shocks, respectively, with variances σ2

ϵ,h and σ2
η,h.

Importantly, we allow the stochastic income process to be different across human
capital types. Consequently, the parameters governing the process are indexed by
h. We estimate the parameters (ϕh, σ2

ϵ,h, σ2
η,h), with data on annual individual labor

earnings from the Panel Study of Income Dynamics (PSID). See Appendix I for the
details of the estimation procedure. Table 2.5 contains the estimated parameters.

Overall, we find that the estimated income processes are very similar for different
education groups. The persistent parameters, ϕh, are not statistically different from
each other and, if anything, the variance of the transitory and the persistent compo-
nent, σ2

ϵ,h and σ2
η,h slightly increase with education. The parameter estimates in the

table are at an annual frequency. To make the estimates consistent with the quar-

terly calibration, we convert the values to quarterly frequency by calculating ϕh = ϕ̂
1
4
h

as well as
σ2

η

1−ϕ2 =
σ̂2

η

1−ϕ̂2 . Next, we use our estimates to approximate the continuous
stochastic process for z with a discrete Markov chain with 21 states. More concretely,
we approximate the persistent component of the process by a discrete seven-state
Markov chain using the Rouwenhorst method (see Kopecky and Suen (2010)) and we
discretize the transitory component using the Tauchen method (Tauchen (1986)) with
three grid points.

Lastly, we calibrate the deterministic part of individual labor productivity h. We
normalize the value of h for the lowest education group to hL = 1. Since the wage w is

18The details of the adjustment procedure are in Appendix H.2.
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Explanation Parameter Value Source/Target

Life cycle

Probability of retiring 1 − θ 0.0063 40 years of work life
Probability of dying 1 − ν 0.0167 15 years in retirement

Technology

Depreciation rate δ 2.5%
Y = KαN1−α α 0.36 Capital share of 36%

Preferences

Personal discount factor β 0.9878 4% annual net return
Coefficient of RRA σ 1 log utility
Borrowing limit a 0 No borrowing

Government policy - replacement rates

Retirement benefits ρss 0.40 KMP
Unemployment benefits ρU 0.50 KMP
Welfare benefits ρn 0.022 CPS

Human capital specific parameters L M H

Probability of being born with h Ph 0.37 0.30 0.33 ACS
Persistence of labor productivity ϕ 0.9677 0.9614 0.9661 PSID
Variance of persistent component σ2

η 0.0126 0.0135 0.0147 PSID
Variance of transitory component σ2

ϵ 0.0640 0.0767 0.0847 PSID
Deterministic productivity level h 1.00 1.29 1.76 PSID

L: Low-skill, M: Medium-skill, H: High-skill.

Table 2.5: Calibrated parameter values

the same across skill groups, hM and hH determine the education premium of earnings
of medium-skilled workers and high-skilled workers, respectively. We exploit this
feature to calibrate hM and hH. More concretely, we use data from the 1968-2019 waves
of the PSID to estimate a Mincer regression of log hourly earnings on age controls,
education dummies and year fixed effects. For consistency, we apply the same sample
selection criteria as before and apply our previous definition of education groups. In
the regression, we use the low-skilled as reference group. The estimated coefficients
on the education dummies imply values of hM = 1.29 and hH = 1.76.

4.2 Results

First, we report the quantitative properties of the equilibrium in terms of individual
and aggregate outcomes.19 Whenever possible, we compare the model outcome with
the counterpart in the data to gauge the empirical fit of the model. Our calibration
implies an equilibrium quarterly net interest rate of r − δ = 1.02%, as well as unit
wage equal to w = 2.37. The tax rates that balance the government budget constraints

19The equilibrium of the model is solved numerically. See Appendix J for the details of the numerical
algorithm.
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Wealth share s/y

Data Model Model

Q1 -0.9 0.2 4.1
Q2 0.8 1.5 7.3
Q3 4.4 5.1 13.1
Q4 13.0 15.3 20.8
Q5 82.7 77.9 34.3

90-95 13.7 17.5
95-99 22.8 26.3
Top 1% 30.9 15.1

Gini 0.77 0.74

Wealth share: Share of each quintile,
or percentile in total wealth.
s/y: Average savings rate, in %

Table 2.6: Wealth inequality – model and data

(2.4) and (2.5) are equal to τ = 2.3% and τss = 19.7%. Moreover, we obtain a quarterly
capital to output ratio of K/Y = 10.2 and an investment to output ratio of I/Y = 0.26.
These values are in line with those typically applied in the RBC/DSGE literature. For
example, Cooley and Prescott (1995) obtain values of K/Y = 9.76 and I/Y = 0.252.

In our calibration, we use the empirical labor market transition probabilities, ph(s′|s).
Hence, not surprisingly, the model matches the observed 2014-2019 average
employment-to-population ratio as well as the unemployment rate for each education
group. Table 2.6 shows that the wealth distribution implied by the model matches
very well the high degree of wealth inequality in the U.S. economy.20 In particular,
the model can account for the empirical feature that individuals in the first two quin-
tiles essentially hold no significant amount of wealth and that most of the wealth is
concentrated in the top quintile. The implied Gini coefficient of 0.74 is very close to
that of the U.S. economy of 0.77. The model’s success to account for the observed in-
equality in wealth is based on its ability to generate a realistic saving behavior across
wealth quintiles. As shown by Dynan et al. (2004) there exists a strong positive asso-
ciation between wealth and saving rates in U.S. data. Our model can reproduce this
pattern as shown in the column labeled s/y in Table 2.6.

In the model, we distinguish between three education groups: low-, medium-, and
high-skilled individuals. According to our calibration, these groups differ in terms of
various dimensions that matter for individual asset accumulation. This includes, for
example, the value of the deterministic component of labor productivity h, and the

20The empirical wealth distribution is taken from Krueger et al. (2016) who compute the distribution
from PSID data.
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Data Model

L M H L M H

Share in wealth, total 0.18 0.18 0.64 0.20 0.25 0.55
Share in wealth, 1st quintile 0.53 0.25 0.22 0.46 0.29 0.25
Share in wealth, 5th quintile 0.14 0.16 0.69 0.16 0.23 0.61

L: Low-skill, M: Medium-skill, H: High-skill.

Table 2.7: Share of wealth by education group – model and data

process of the stochastic component of labor productivity z. As a result, the wealth
holdings differ, on average, across education groups. Table 2.7 reports the share of
wealth held by each education group. The first row shows that more than half of
aggregate wealth is held by high-skilled individuals whereas the low-skilled account
for only about one fifth. This pattern is quite different across the quintiles of the
wealth distribution. In the first quintile, the largest share is held by the low-skilled
(second row) whereas the asset rich individuals are predominately high-skilled (third
row). To compute the empirical analogue of these statistics, we use data from the 2017-
wave of the PSID on individual net worth. Table 2.7 shows that overall, the model can
replicate the pattern in the data remarkably well, even though in our calibration we
did not target any data moments related to aggregate inequality or asset holdings by
education group.

Next, we explore the model fit in terms of outcomes at the individual level. In
particular, we focus on the life cycle pattern of individual (pre-tax) income, asset
holdings and consumption. The individual life cycle in the model consists of two
parts: working-age and retirement. To compute individual life cycle patterns, we sim-
ulate the equilibrium of the model over a long time horizon and for a large number of
individuals. In this simulation, we keep track of each individual’s age, as well as her
income, assets and consumption in each period of its life cycle. This procedure allows
us to compute individual life cycle statistics that we can compare to the data. To com-
pute the data counterparts, we use information on individual income, consumption
expenditures and net worth from the 2017-wave of the PSID. Figure 2.1 shows the
results for the five age groups [25 − 30), [30, 40), [40, 50), [50, 60), [60, 70). Newborn
individuals in the model correspond to age 25 in the data. In each of the panels,
we normalize the series by the value for the low-skilled individuals belonging to age
group [25 − 30). Generally, the model (dashed line) can match very well the observed
life cycle profiles of individual income, asset holdings and consumption for the differ-
ent education groups. Again, this is not evident, as our calibration did not target any
data moment related to individual life cycle outcomes. In particular, the model can
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(a) Wealth (b) Consumption

(c) Income

Figure 2.1: Lifecycle path of income, wealth and consumption;
Model (dashed) and Data (solid)

account for the very large –almost 8-fold increase– in asset holdings for high-skilled
individuals and the comparatively modest increase for the low-skilled. Individual
consumption rises much less than asset holdings over the life cycle, which is im-
plied by the consumption-smoothing motive. By and large, the increase in individual
consumption is similar across education groups but, of course, there are important
differences in the level –both in the model and in the data. Lastly, the model also gets
very close in matching the slope and the level differences across education groups in
the empirical life cycle path of individual income.

According to our calibration, individuals tend to over-estimate the probability of
favorable labor market events (such as remaining or becoming employed) and under-
estimate the probability of adverse events (leaving or remaining out of the labor force).
As a result, individuals systematically over-predict their future income. For example,
an unemployed individual expects to become employed and to earn labor income next
period with a probability that is higher than the actual probability. Since labor earn-
ings are generally higher than unemployment benefits, the individual over-predicts
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All L M H

Ê(y′)− E(y′) 1.80 2.54 1.58 1.19
Ê(c′)− E(c′) 0.69 1.05 0.59 0.39

In percent of actual future income.
L: Low-skill, M: Medium-skill, H: High-skill.

Table 2.8: Bias in expected income and consumption (model)

its next period’s income. The same logic also applies to next period’s consumption.
In the absence of complete markets, the level of consumption in each period depends
on the individual’s period income. As a consequence of higher expected income, in-
dividuals also over-predict their future consumption. Table 2.8 shows by how much
individuals over-predict their next-period’s income and consumption. The findings in
the table imply that, on average, individuals’ expected future income is 1.80% higher
than their actual future income. As before, the low-skilled are more over-optimistic
which is reflected by their higher forecast error with respect to future labor income
and consumption.

It is of interest to explore the extent to which these model predictions are confirmed
by data. Unfortunately, the exact empirical counterparts of the model variables are
not available in the SCE. Nevertheless, we resort to data outcomes which are arguably
closely related in order to gauge the empirical validity of the model predictions –at
least qualitatively. Concretely, we use information on individual’s expected earnings,
household income and consumption expenditure growth from the SCE and compute
a 4-months growth rate of these measures. Moreover, we use the information from the
SCE on individuals’ expected inflation to obtain the growth rate of real variables.21

The results of these calculations are in Table 2.9 in the rows labeled ”Expected”. We
report the expected growth rates for the full sample and separately by skill group and
labor market status. In order to assess the expectation bias, the table also shows the
realized growth rates of the respective variables (”Actual”). We compute these growth
rates using panel data from the PSID on individual earnings, household income and
expenditures. For consistency, we deflate all nominal variables to express growth in
real terms.

Clearly, there are conceptual differences between the measures of labor income and
consumption expenditures in the model and the data-outcomes reported in the table.
For example, in the model, the expectation of employed individuals concerning fu-
ture labor income includes their perception of idiosyncratic productivity changes, as
well as the effect on earnings of potential intermittent periods of non-employment. In

21In Appendix K we describe the calculation of expected and actual growth of individual income,
earnings, and expenditures.
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by skill by state

All L M H E (U, N)

Earnings (real, 4-months growth, in %)

Actual 0.67 0.36 0.70 0.89
Expected 1.39 1.40 1.16 1.51

Income (real, annual growth, in %)

Actual 1.15 0.03 1.36 2.05 1.36 -0.81
Expected 1.55 1.30 1.46 1.95 1.80 1.36

Expenditures (real, annual growth, in %)

Actual 0.05 -0.10 -0.36 0.39 0.13 -0.65
Expected 0.89 0.95 0.85 0.90 0.94 0.90

L: Low-skill, M: Medium-skill, H: High-skill.

Table 2.9: Bias in expected earnings, income and expenditures (data)

the data, individuals’ earnings expectations may be based also on additional factors
which are not present in the model, for example their expectations of future changes
in hours worked. Moreover, income and expenditures in the model are measured at
the individual level whereas in Table 2.9 these variables are measured at the house-
hold level. A discrepancy may arise because in the data the expectation about future
household income (or expenditures) may reflect not only how individuals perceive
their own future income but also that of other household members. These conceptual
differences should be kept in mind in the following comparison.

For all three variables displayed in Table 2.9 we find a substantial positive expecta-
tion bias. That is, individuals’ expected growth of earnings, income and consumption
expenditures consistently exceeds the realized growth. As such, these findings are
in line with the model’s prediction of over-optimism concerning future income and
consumption expenditures. Moreover, according to the results, the expectation bias
differs substantially across skill groups and it is largest for the low-skilled, whereas
high-skilled individuals tend to have more accurate expectations. For example, low-
skilled individuals expect real income to grow at 1.3% p.a., whereas realized growth
is only 0.03% p.a. This difference amounts to a substantial positive expectation bias
of 1.27%. Instead for middle- and high-skilled individuals, the difference between ex-
pected and actual income growth is substantially smaller and equal to 0.10% (in abso-
lute value). This pattern is consistent with the predictions of our quantitative analysis
that low-skilled individuals are strongly over-optimistic about favorable labor market
transitions and, hence, they tend to over-estimate future income and consumption.
In contrast, the high-skilled have more precise labor market expectations and, as a
result, they have a smaller expectation bias about income and consumption. Lastly, it
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by state by skill

Baseline p̂ = p Baseline p̂ = p

E 37.3 40.1 L 28.0 36.1
U 19.3 29.3 M 29.7 33.6
N -55.5 -45.2 H 33.6 33.6
E: Employed, U: Unemployed, N: Not in labor force.
L: Low-skill, M: Medium-skill, H: High-skill.

Table 2.10: Saving rate with and without expectation bias

is worthwhile to notice that the optimistic bias in the data is particularly pronounced
for jobless individuals. This is qualitatively consistent with the model because there
unemployed individuals and non-participants overestimate the probability of find-
ing employment or to enter the labor force. Both transitions are associated with an
increase in income. Thus, the over-optimism regarding the favorable labor market
transition translates into an optimistic bias regarding future income and consump-
tion.

4.3 Eliminating the Expectation Bias

Given the focus of the paper, we are primarily interested in exploring how the bias
in labor market expectations affects individual and macroeconomic outcomes. To
address this question, we run the experiment in which we eliminate the bias altogether
and assume that all individuals know the correct labor market transition probabilities.
That is, we set p̂h(s′|s) = ph(s′|s) for every h. All other model parameters are as
before.

When agents have correct beliefs, they assign higher probabilities to the transition
into bad states and they expect good states to realize with a lower probability than in
the baseline case. As Table 2.10 shows, over-optimism in the subjective probabilities
implies that agents save more and build up more asset holdings than in the baseline
case. This is in line with the toy model in Section 3.1. The left-hand panel in Table
2.10 shows the average savings rates conditional on the labor market state. Employed
agents and especially job seekers save more in the counterfactual economy than in the
baseline economy. Moreover, when out of the labor force agents run down their assets
less quickly because they expect to remain longer in this state than in the baseline
case. The right-hand panel in Table 2.10 reports the savings rate by skill level. Since
low-skilled individuals are relatively more over-optimistic in the baseline case than
medium- and high-skilled, they experience the largest change in their expectations
and, thus, they increase their savings rates by more than the other skill groups. As
a consequence, asset holdings increase for all education groups but more so for the
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Age [25 − 30) [30 − 40) [40 − 50) [50 − 60) At retirement

∆ Assets
L 46% 49% 49% 48% 49%

M 34% 31% 26% 22% 23%
H 21% 14% 6% 1% 1%

L: Low-skill, M: Medium-skill, H: High-skill.

Table 2.11: Change in asset holdings (in %) after elimination of expectation bias

low-skilled. This is shown in Table 2.11 which reports the change in the life cycle
path of asset holdings with respect to the baseline economy. For example, for the age
group [30 − 40) years the asset holdings of the low-skilled increase, on average, by
49% whereas that of the high-skilled increase by 14%.

As low-skill individuals are primarily concentrated at the lower end of the wealth
distribution (see Table 2.7), the relatively larger increase of their asset holdings implies
that wealth is distributed more equally and aggregate wealth inequality is lower than
in the baseline economy.22 Table 2.12 shows that the Gini coefficient of 0.67 in the
economy without the bias in expectations is substantially lower than that in the base-
line economy. This result has two important implications. First, the finding suggests
that a substantial part of the inequality in U.S. wealth holdings is due to individuals
having biased labor market expectations. Second, the bias in expectations is a key
feature that allows the quantitative model to match the observed inequality in the
data. In contrast, the version of the model with rational expectations fails to generate
the high wealth concentration at the top.23

4.4 Welfare Effects of Biased Expectations

Next, we evaluate the welfare effects of the bias in subjective expectations. First, we
address the question whether the optimist agents in our baseline economy would be
better off being a realists. That is, we compute the equivalent variation in expected
lifetime consumption that would make a new-born agent as well off in the baseline
economy than in the counterfactual economy. However, it is important to notice that

22More asset accumulation implies a higher equilibrium capital stock in the counterfactual economy.
The K/Y ratio increases from 10.2 in the baseline to 10.9. Since aggregate labor is unchanged, the
equilibrium quarterly net interest rate drops from r − δ = 1.02% to 0.81% and the unit wage rises
from w = 2.37 to 2.45. The change in the factor prices adds to decline in aggregate inequality. Labor
earnings are the primary source of income for asset poor individuals and, hence, they gain from the
increase in the wage rate. In contrast, asset income plays an important role for the rich and thus,
they loose from the lower interest rate.

23To allow for a fair comparison with the rational expectations approach, we also consider the case
where we eliminate the expectation bias and recalibrate β (which is the only parameters calibrated
internally). We obtain a similar result than before that the model with rational expectations cannot
match the empirical wealth concentration.
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Data Baseline p̂ = p

Q1 -0.9 0.2 0.7
Q2 0.8 1.5 3.2
Q3 4.4 5.1 7.9
Q4 13.0 15.3 18.3
Q5 82.7 77.9 69.9

90-95 13.7 17.5 16.1
95-99 22.8 26.3 22.6
Top 1% 30.9 15.1 12.3

Gini 0.77 0.74 0.67

Table 2.12: Wealth inequality with and without expectation bias

the welfare calculations are based on the equivalent variation that is computed from
the actual expected lifetime consumption. That is, we calculate the expected value
E0 using the actual labor market transition probabilities ph(s′|s). Hence, the com-
pensating variation expressed in this way describes the benefit from removing the
expectation bias, which is structural in this model, from the viewpoint of the social
planner. More concretely, we compute for a newborn agent with human capital h the
value of ϕ that satisfies

E0

[
∑

t
βtu
(
(1 + ϕ)cit

)]
︸ ︷︷ ︸

Economy w/ bias

= E0

[
∑

t
βtu
(
c̄it
)]

︸ ︷︷ ︸
Economy w/o bias

The first row in Table 2.13 shows that ϕ > 0 for all education groups. That is,
agents attain a higher level of welfare in the counterfactual economy. On average,
the welfare gain is equal to 4.1%. This result is equivalent to that obtained in the
context of the simple model in Section 3.1: without the bias in expectations agents
have higher asset holdings and this allows them to sustain a higher path of lifetime
consumption. To build up the higher level of assets, agents consume less in the initial
phase of their life cycle and this has a negative effect in terms of utility. However, this
negative effect is more than offset by the positive effect that results from higher levels
of consumption in the later periods of life. As expected, the welfare gain is largest
and equal to 5.4% for low-skill individuals who experience the largest adjustment in
their savings behavior.

If instead of a social planner, we adopt the viewpoint of the agent in our model, then
we should compute the expected value using the subjective labor market probabilities.
In other words, we ask the agent in our model to report the value of ϕ that makes her
indifferent between the baseline and the counterfactual economy. The results for this
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All ϕL ϕM ϕH

E0 0.041 0.054 0.038 0.028
Ê0 -0.199 -0.281 -0.186 -0.110

First (second) row: the expected value, E0 (Ê0), is
computed with the actual (subjective) transition
probabilities ph (p̂h).

Table 2.13: Consumption equivalent variation

case are in the second row of Table 2.13. Not unexpectedly, we obtain that ϕ < 0 for
all agents. The reason is simple: agents are over-optimistic in the baseline, hence, the
counterfactual economy seems unattractive to them since there they face labor market
transition probabilities which put more weight on the transitions into bad states.

In our model economy assets serve as a means of self insurance against adverse
shocks. Hence, the stock of assets of an individual determines its ability to smooth
consumption during bad states. Our previous findings imply that without the bias
in expectations individuals have higher buffer stock savings, which generally leads to
better self-insurance than in the baseline economy. To quantify the degree of individ-
ual consumption smoothing, we simulate the equilibrium of the model and we use
the simulated data on individual income and consumption to estimate the following
model

∆cit = a + b · ∆yit + eit

∆cit is the log-difference of individual i’s consumption between periods t and t − 1
and ∆yit is the log-difference of the individual’s after-tax labor earnings. Of interest
to us is the estimate of b which measures how changes in labor income translate into
changes in consumption. Large values of b indicate a high dependence of period con-
sumption on period income and thus reflect a low degree of consumption smoothing.
We estimate the equation separately for each education group and show the results
for b in Table 2.14.

All coefficient estimates reported in the table are statistically significant at the 1%
level. The values indicate that both, in the baseline and in the counterfactual economy,
less-skilled individuals are more exposed to income fluctuations and thus achieve a
lower degree of smooth consumption. In the counterfactual economy without the
bias in expectations, all agents hold more assets and, thus, they can better self-insure
against bad shocks. This particularly applies to low skilled individuals who experi-
ence the largest drop in b and attain a level of consumption smoothing that is compa-
rable to that of the high-skilled individuals.

Generally, according to our results, over-optimism induces agents to hold less pri-
vate insurance against adverse labor market shocks than in an economy without bi-
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Baseline p̂ = p

L M H L M H

b 0.133 0.095 0.075 0.077 0.071 0.069

Table 2.14: Consumption smoothing with and without expectation bias

ased expectations. This suggests that there is potentially room for welfare improving
policies which counteract the lack of private insurance. However, arguably simply
substituting public insurance for private insurance, for example by providing higher
public benefits (for unemployment or retirement) would be ineffective as such mea-
sures would just crowd out private insurance. Likely more effective are incentives
that improve private insurance via stimulating savings.

4.5 Robustness and Extensions

In this section we consider extensions to the baseline economy and modifications of
the quantitative analysis in an effort to assess the robustness of our main findings.
The results of the robustness checks are succinctly summarized in Table 12. Each
column in the table corresponds to a specific robustness exercise. For comparability,
we include in the column labeled ”Benchmark” the outcomes of the baseline economy.
The subcolumns ”w” and ”w/o” refer to the economy with and without expectation
bias, respectively.

In the first step, we use in the quantitative analysis the subjective and the actual
transition probabilities which are both computed from the same sample of individu-
als taken from the SCE. This is different from the baseline case where we compute the
actual transition probability matrix from the CPS. As mentioned in Section 2 the SCE
and the CPS generate qualitatively very similar patterns for the bias in expectations.
There are, however, subtle differences in terms of magnitudes across the two datasets
(see Table 2.19). For example, according to the results obtained from the SCE, job
seekers underestimate the probability of dropping out of the labor force by 14.7 per-
centage points, which is 4 percentage points higher than the number computed from
the CPS. Given these differences, we now want to assess whether the choice of the
CPS instead of the SCE for computing the actual probabilities matters quantitatively
through the lens of our model. Reassuringly, we can observe from the column labeled
”SCE” in Table 2.15 that the properties of the equilibrium are very similar to the ones
of the baseline case. Importantly, this includes the life cycle profile of individual con-
sumption and asset accumulation and the aggregate wealth distribution. Moreover,
when we eliminate the bias in subjective expectations we obtain very similar results
compared to the same counterfactual exercise conducted in the baseline case. In view



4. QUANTITATIVE ANALYSIS 87

Benchmark SCE σ = 2 Labor Bias for E, U, or N

w w/o w w/o w w/o w w/o E U N

Panel (a): Savings rate, in %

L 28.0 36.1 26.5 37.3 28.9 38.8 29.7 35.6 32.7 34.9 32.6
M 29.7 33.6 30.9 34.3 30.1 36.1 30.3 33.3 32.1 32.4 32.7
H 33.6 33.6 33.6 31.1 34.0 35.9 34.4 34.3 32.9 33.7 34.5

Panel (b): Assets at retirement entry

L 23.3 34.6 20.9 35.1 24.5 38.8 9.7 13.3 29.5 32.7 29.4
M 35.9 43.9 40.8 48.2 37.0 49.2 13.7 16.2 40.7 41.5 41.9
H 70.0 70.8 77.8 69.7 71.8 79.1 25.9 26.3 68.2 71.0 73.7

Panel (c): Consumption at retirement entry

L 2.2 2.7 2.2 2.7 2.3 2.9 0.9 1.1 2.4 2.6 2.5
M 2.9 3.3 3.1 3.5 3.1 3.6 1.2 1.3 3.2 3.2 3.2
H 4.8 5.1 5.2 5.1 5.0 5.5 1.8 2.0 4.9 5.1 5.1

Panel (d): Labor supply, in %

L 33.8 34.5
M 32.5 33.0
H 30.6 31.1

Panel (e): Gini coefficient

0.74 0.67 0.74 0.68 0.71 0.64 0.75 0.68 0.70 0.68 0.69

Panel (f): Consumption smoothing

ball 0.10 0.07 0.10 0.09 0.09 0.07 0.06 0.04 0.09 0.08 0.07

Panel (g): Welfare, in %×100

ϕL 5.37 5.95 12.1 5.29 3.77 4.89 4.35
ϕM 3.81 2.94 9.94 3.63 2.48 3.25 3.26
ϕH 2.80 1.62 7.74 2.55 1.40 2.35 2.36

SCE: Actual and subjective transition probabilities are computed from SCE;
σ= 2: Coefficient of relative risk aversion is set equal to 2.0;
Labor: Model economy with endogenous labor supply;
Bias for E, U, or N: Only employed individuals (E), or unemployed individuals (U),
or non-participants (N) have biased expectations
w (w/o): subjective expectations in the model are with (without) bias;
L, M, H: Low-, middle-, high-skilled.
Panel (a): Average savings rate of working-age individuals.
Panels (b,c): Average level of assets and consumption of new retirees.
Panel (d): Average labor supply by employed working-age individuals.
Panel (f): Coefficient estimate of b from ∆cit = a + b · ∆yit + eit.
Panel (g): Consumption equivalent variation required to make a new-born individual
in the economy with the bias as well off as in the economy without the bias.

Table 2.15: Results of robustness analysis

of these findings, we conclude that the choice of the CPS, instead of the SCE, as a
dataset for calculating the actual transition probabilities has no significant relevance
for our main findings.

In the baseline, the coefficient of relative risk aversion, σ = 1, implies log-utility.
Quite naturally, in the context of our model, agents’ attitude towards risk arguably
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plays an important role. Thus we consider in the quantitative analysis the alternative
value of σ = 2 to test the robustness of the baseline results with respect to the degree
of the risk aversion. The results are reported in the column labeled ”σ = 2” in Table
2.15. As can be observed from the table a higher value of risk aversion leads to more
asset accumulation. This is in line with standard intuition. Interestingly, for a higher
value of σ the elimination of the bias in expectation leads to a larger adjustment in
individual savings than in the baseline and to a larger reduction in aggregate wealth
inequality. Also the implied effect of expectation bias on welfare is higher because
due to higher asset holdings, individuals in the counterfactual scenario are able to
sustain a higher level of consumption.

Next, we extend the baseline economy to include an endogenous labor supply
choice by employed individuals. The purpose of this extension is twofold. First,
we want to study whether the observed bias in subjective labor market expectations
per se has a sizable quantitative effect on individual labor supply. Second, we want
to generally assess whether the baseline results of Section 4.2 are robust to allow
for an endogenous labor choice. We assume additively separable preferences in con-
sumption and leisure. As in the baseline economy, transitions between the labor
market states are governed by the Markov process but, unlike before, employed in-
dividuals can optimally choose the amount of hours to work. See Appendix L for
the full description of the framework and the calibration of the extended model. The
results are reported in the column labeled ”Labor” in Table 2.15. The pattern for
individual labor supply shown in Panel (d) of the table are in line with basic intu-
ition: over-optimism induces individuals to work less hours because they expect to
stay employed for longer, and in case of job loss, they expect to be reemployed faster
than it is actually the case. Generally, the low-skilled individuals hold little assets and
thus, when the bias in subjective expectations is eliminated, they react more strongly
and increase their hours by more than the high-skilled. This is particularly the case
for younger individuals who hold little wealth. While the increase in hours worked
for the low-skilled is, on average, relatively modest and equal to 34.5 − 33.8 = 0.7
percentage points, it is much more pronounced and equal to 3.7 percentage points for
the age group 25 − 30 years. Importantly, as can be seen from the table the results
obtained for our baseline economy are generally robust to the inclusion of an endoge-
nous labor supply choice. If anything, the welfare effects are slightly lower which can
be explained by the higher labor supply in the counterfactual economy that implies
larger disutility of working.

Lastly, an important empirical finding of Section 2 was that employed and unem-
ployed individuals, as well as non-participants, all have biased expectations about
labor market transitions. Now, we want to understand whether the expectation bias
of one of these three groups is quantitatively more important than that of the others
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for explaining the results. To this end, we re-run the quantitative analysis but allow
only a given labor market group to have biased subjective expectations. The two other
groups are assumed to have the correct expectations.24 In the column labeled ”Bias for
E, U, or N” in Table 2.15 we report the properties of the implied equilibria when only
the employed individuals (column E), or the unemployed individuals (U), or the non-
participants (N) have a bias in their expectations. Clearly, the equilibrium values of
these hypothetical scenarios lie in between the values of the baseline economy where
all individuals have biased expectations (column ”Baseline w”) and the counterfac-
tual economy where no group has a bias (column ”Baseline w/o”). According to the
findings in the table none of the three groups stands out particularly prominently but
the bias of each groups is quantitatively important.

5 Conclusion

In this paper we use survey data from the U.S. Survey of Consumer Expectations
to document household expectations about individual labor market transitions. We
find evidence for a substantial optimistic bias in expectations. Households tend to
overestimate the probability of experiencing a transition into a favorable labor market
state (finding a job, remaining employed) and they underestimate the probability of
transiting into a bad state (leaving the labor force). Furthermore, we document the
heterogeneity in the bias across different demographic groups and we find a strongly
negative relation between education and the degree of over-optimism. Individuals
with a high-school degree (or less) tend to be strongly over-optimistic about their
labor market prospects. In contrast, college educated individuals –who are still over-
optimistic– have substantially more precise beliefs.

We explore the implications of biased labor market expectations on individual
choices and aggregate outcomes; first, within a stylized two-period model, and sec-
ond in the context of a calibrated quantitative life cycle model. We show that the
optimistic bias generally discourages individual savings and thereby dampens wealth
accumulation. The effect on life cycle consumption allocation is quantitatively sizable
and implies a substantial loss in welfare of individuals compared to the allocation
under full information. As a key result, we establish that the heterogeneity in the bias
leads to pronounced differences in the accumulation of assets across individuals, and
is thereby a quantitatively important driver of inequality in wealth.

Our results have important implications for economic policy. Generally, in the pres-
ence of positively biased expectations, agents hold less private insurance (in the form
of wealth) than under full information, which impedes their ability to smooth con-

24We also consider the alternative approach, where we turn-off the bias for one group but keep it for
the other two. This approach leads to very similar conclusions.
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sumption over the life cycle and against income fluctuations. Providing (more) public
insurance to compensate for the lack in private insurance would not be an adequate
policy measure because of crowding out. An arguably more promising approach is
to provide incentives to increase private insurance by stimulating savings and wealth
accumulation. We consider the analysis of such policies a promising avenue for future
research.



Appendices

A Descriptive Statistics and Calculation of Subjective

and Actual Probabilities

A.1 Subjective Probabilities

We use the ”Labor Market Module” of the Survey of Consumer Expectations (SCE).
This supplement is conducted every four months. The question of interest was first
introduced into the survey in July 2014; thus, our dataset covers the period from July
2014 until November 2019, which is the date with the most recent available data (as
of writing). We consider the sample of individuals aged 25 to 60 year, who report
not to be enrolled in school or college. We define individuals as employed, if they
report as their current employment status either ”Working full-time”, ”Working part-
time”, or ”sick or other leave”. Unemployed individuals are those who report to be
(i) ”temporarily laid off”, or (ii) ”not working, but would like to work” and who
state that they have ”done something in the last 4 weeks to look for work”. Lastly,
individuals are defined as non-participants if they report to be ”Permanently disabled
or unable to work”, ”Retiree or early retiree”, ”Student, at school or in training”, or
”Homemaker”. In addition, we classify individuals as non-participants if they report
that they would like to work but haven’t searched for employment during the last 4
weeks. Note that the question about the past job search is only available every four
months as part of the Labor Market Module. We exclude all observations for which
we cannot determine the labor market status.

Table 2.16 reports the number of observations in the sample for different demo-
graphic groups and labor market states. The first two columns represent the sub-
sample of individuals for which we have information about the individual actual
labor transitions. Columns three and four represent the sample of individuals from
which we compute the subjective expectations.
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SCE CPS

Actual Subjective Actual

Obs %-share Obs %-share Obs %-share

Men 3,044 49.27 6,044 48.52 1,821,125 49.04
Women 3,136 50.73 6,348 51.48 1,967,713 50.96

25–29 750 11.62 1,534 12.16 496,254 14.56
30–39 1,606 25.07 3,279 25.48 1,041,851 27.65
40–49 1,716 28.21 3,419 28.15 1,010,370 26.54
50–54 914 15.06 1,841 14.96 555,329 14.16
55–60 1,194 20.04 2,320 19.26 685,034 17.09

≤HS 649 33.48 1,327 33.82 1,386,627 36.91
C 1,926 29.44 3,966 29.99 1,038,170 26.91
≥Bachelor 3,605 37.07 7,096 36.18 1,364,041 36.18

White 5,046 80.63 10,104 80.72 3,035,009 76.92
Non-white 1,134 19.37 2,289 19.28 753,829 23.08

Single 2,085 34.10 4,175 33.85 1,512,200 40.78
Married 4,095 65.90 8,218 66.15 2,276,638 59.22

<30,000 947 22.91 1,905 22.51 753,842 20.05
30,000–49,000 946 16.52 1,928 17.17 660,401 17.57
50,000–99,000 2,243 31.74 4,461 31.81 1,264,007 32.84
≥100,000 2,021 28.83 4,052 28.51 1,110,588 29.54

E 5,256 81.19 10,553 81.54 2,920,734 77.00
U 188 3.38 365 3.37 111,747 3.05
N 736 15.43 1,475 15.09 756,357 19.95
Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-11/2019.
Obs: Number of observations. %-share: Population shares in sample using weights.

Table 2.16: Descriptive statistics for subjective and actual transition rates
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A.2 Actual Probabilities

The actual transition probabilities are computed from CPS data on individual labor
market transitions.The CPS is a monthly, nationally representative survey of around
60,000 households. It is conducted by the Bureau of Labor Statistics and its primary
purpose is to evaluate the current state of the U.S. labor market. Every individual in
the CPS is interviewed for 4 successive months and, after a break of 8 months, it is
interviewed again for 4 months. This structure implies that we can directly observe
1–3 months as well as, 9–15 months labor market transition rates. To stay as close as
possible to the SCE, we consider the same sample restrictions and period of time. That
is, we consider individuals who are 25-60 years old, who are not enrolled in school or
college, and who are not a member of the armed forces. We use waves from July 2014
to November 2019. The last two columns of Table 2.16 report the characteristics of
the CPS-sample for different demographic groups. We compute the average m-month
transition rate as the share of individuals who report to be in state s in one month and
in state s′ m months later. We use the CPS-survey weights to aggregate the individual
observations. To obtain the 4-months transition probabilities, we interpolate linearly
between the values for the 4-months, and the 9-months transition probabilities.

Both, the SCE and the CPS are designed to be nationally representative. However,
Table 2.16 documents a number of differences in the composition of both samples. For
example, the share of married individuals is higher in the SCE. This can be explained
by the fact that respondents in the SCE are asked whether they are married or live
together, whereas in the CPS the legal status of the respondent matters. Furthermore,
individuals in the SCE are, on average, slightly older, better educated, and more likely
to be employed than out of the labor force. The difference to the CPS could be due
to the survey design of the SCE which requires respondents to have access to internet
and to be able to fill out an online-questionnaire. A noteworthy feature of the SCE
is that the labor market status is not considered in the construction of the sample
weights. Consequently, there are notable differences between the SCE and the CPS in
the joint distribution of age and education conditional on the labor market state. See
Table 2.17 for an illustration of this discrepancy between the two datasets. To correct
for these compositional differences, we use the CPS sample weights –listed in Table
2.17– to re-normalize the weights from the SCE for each education-age-labor cell.

The standard errors for the subjective transition probabilities –reported in Tables
2.1, 2.2, 2.20, 2.18, 2.22, 2.23, 2.24, 2.25, 2.19– are expressed as so-called linearized
Taylor standard error and they are computed with the Stata command ”svy” (with
”pweights”). We use the same method to compute the standard errors for the actual
3-months and 9-month transition probabilities from the CPS. Then, we interpolate
linearly between those two to obtain an approximation of the standard error for the
4-months transition probability.
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SCE CPS

E U N E U N

Age Education

25–29 ≤HS 0.78 2.20 0.41 3.72 8.89 5.15
25–29 C 2.71 2.75 2.65 3.77 4.85 3.13
25–29 ≥Bachelor 9.93 3.57 2.85 5.03 3.70 2.58

30–39 ≤HS 2.15 4.40 2.85 8.23 14.57 11.25
30–39 C 6.92 6.59 6.45 7.54 8.65 6.10
30–39 ≥Bachelor 18.86 13.46 7.12 12.21 6.42 6.23

40–49 ≤HS 2.68 3.85 5.83 8.95 11.54 12.00
40–49 C 8.86 11.26 10.04 7.59 6.68 5.98
40–49 ≥Bachelor 16.81 11.26 6.45 11.55 6.49 5.53

50–54 ≤HS 1.77 1.37 3.05 5.23 6.18 8.88
50–54 C 5.53 8.24 8.01 4.22 3.80 4.00
50–54 ≥Bachelor 7.47 6.59 4.14 5.60 3.73 2.95

55–60 ≤HS 1.79 3.30 8.48 5.96 6.24 14.22
55–60 C 5.86 9.62 18.59 4.64 4.28 6.95
55–60 ≥Bachelor 7.88 11.54 13.09 5.76 3.97 5.05

Total 100 100 100 100 100 100
Sample: Individuals with age 25-60 years, non-school or -college;
Period: 07/2014-11/2019.

Table 2.17: Sample composition conditional on labor market state
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Panel (a): Baseline (CPS-weights)

Subjective Actual Subjective - Actual

E U N E U N E U N

E 96.1 2.5 1.4 95.2 1.5 3.3 0.9 1.0 -1.9
(0.17) (0.11) (0.10) (0.03) (0.02) (0.02) (0.17) (0.11) (0.11)

U 61.3 32.1 6.6 42.5 32.2 25.3 18.8 -0.1 -18.7
(2.24) (1.83) (1.22) (0.31) (0.30) (0.28) (2.27) (1.85) (1.25)

N 10.7 14.2 75.1 10.7 3.0 86.3 0.0 11.2 -11.2
(0.80) (1.04) (1.40) (0.08) (0.04) (0.08) (0.80) (1.04) (1.41)

Panel (b): Survey-specific weights

Subjective Actual Subjective - Actual

E U N E U N E U N

E 96.1 2.5 1.4 95.2 1.5 3.3 0.9 1.0 -1.9
(0.16) (0.10) (0.10) (0.03) (0.02) (0.02) (0.16) (0.10) (0.10)

U 59.5 34.1 6.4 42.5 32.2 25.3 17.0 1.9 -18.9
(2.10) (1.81) (1.10) (0.31) (0.30) (0.28) (2.12) (1.83) (1.14)

N 10.0 12.6 77.3 10.7 3.0 86.3 -0.7 9.6 -9.0
(0.72) (0.79) (1.17) (0.08) (0.04) (0.08) (0.72) (0.79) (1.17)

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-
11/2019. Source: SCE and CPS. Standard errors in parentheses. Panel (a): Observa-
tions from the SCE and CPS are both aggregated using sample weights from the CPS.
Panel (b): Observations from the SCE (CPS) are aggregated using sample weights from
the SCE (CPS).

Table 2.18: 4-Months subjective and actual transition probabilities
(with survey-specific weights)



96 APPENDICES

Panel (a): Actual transition probabilities calculated from CPS

Subjective Actual (CPS) Subjective - Actual

E U N E U N E U N

E 96.1 2.5 1.4 95.2 1.5 3.3 0.9 1.0 -1.9
(0.17) (0.11) (0.10) (0.03) (0.02) (0.02) (0.17) (0.11) (0.11)

U 61.3 32.1 6.6 42.5 32.2 25.3 18.8 -0.1 -18.7
(2.24) (1.83) (1.22) (0.31) (0.30) (0.28) (2.27) (1.85) (1.25)

N 10.7 14.2 75.1 10.7 3.0 86.3 0.0 11.2 -11.2
(0.80) (1.04) (1.40) (0.08) (0.04) (0.08) (0.80) (1.04) (1.41)

Panel (b): Actual transition probabilities calculated from SCE

Subjective Actual (SCE) Subjective - Actual

E U N E U N E U N

E 96.1 2.5 1.5 96.7 1.8 1.6 -0.6 0.7 -0.1
(0.23) (0.14) (0.15) (0.38) (0.27) (0.28) (0.44) (0.30) (0.32)

U 57.0 37.3 5.7 38.2 41.4 20.4 18.8 -4.1 -14.7
(2.93) (2.60) (1.06) (4.46) (4.67) (4.37) (5.34) (5.35) (4.50)

N 10.5 12.2 77.3 6.8 2.6 90.6 3.7 9.6 -13.3
(1.03) (1.06) (1.67) (1.19) (0.80) (1.40) (1.57) (1.33) (2.18)

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-
11/2019. Source: SCE and CPS. Standard errors in parentheses. Panel (a): Baseline
case, actual transition probabilities computed from the CPS. Panel (b): Actual transition
probabilities computed from the SCE.

Table 2.19: 4-Months subjective and actual transition probabilities.
(actual probabilities computed from CPS and SCE)
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B Ability to Process Probabilities in SCE

The following three questions in the SCE ask the respondents to calculate and process
probabilities

• QNUM3: ”In the BIG BUCKS LOTTERY, the chances of winning a $10.00 prize are
1%. What is your best guess about how many people would win a $10.00 prize if 1,000
people each buy a single ticket from BIG BUCKS?”

• QNUM5: ”If the chance of getting a disease is 10 percent, how many people out of
1,000 would be expected to get the disease?”

• QNUM6: ”The chance of getting a viral infection is 0.0005. Out of 10,000 people,
about how many of them are expected to get infected?”

The fraction of individuals in our sample who answer correctly is equal to: 83% for
QNUM3, 89% for QNUM5, and 78% for QNUM6. We want to explore whether the
bias in subjective expectations is significantly different for those individuals who are
less able to deal with probabilities. To this end, we first split the sample into two
groups: one group is composed of those individuals who gave an incorrect answer to
at least one of the three control questions. The second group consists of the remaining
58% of individuals who answered all questions correctly. Then, we calculate the
subjective probabilities for each group and compare them to the actual probabilities
to assess the bias in expectations. For the actual probabilities we consider two cases.
In the first case, we use –as in the baseline– the transition probabilities calculated
from the CPS. In the second case, we account for the fact that the two groups of
individuals could in principle differ in terms of the actual transition probabilities.
Thus, we calculate the actual probabilities from the SCE. Hence, in this second case,
the subjective and the actual probabilities for both groups are calculated from the
same sample of individuals. Table 2.20 shows the results.



98 APPENDICES

Actual probabilities calculated from CPS

Subjective Actual (CPS) Subjective – Actual

E U N E U N E U N

Panel (a): Wrong answer to at least one control question

E 94.8 3.2 2.1 95.2 1.5 3.3 -0.4 1.7 -1.2
(0.35) (0.22) (0.20) (0.03) (0.02) (0.02) (0.35) (0.22) (0.20)

U 60.0 31.5 8.5 42.5 32.2 25.3 17.5 -0.7 -16.8
(3.35) (2.64) (1.88) (0.31) (0.30) (0.28) (3.36) (2.66) (1.90)

N 11.5 16.4 72.1 10.7 3.0 86.3 0.8 13.4 -14.2
(1.17) (1.59) (2.09) (0.08) (0.04) (0.08) (1.17) (1.59) (2.09)

Panel (b): All control questions answered correctly

E 97.0 2.0 1.0 95.2 1.5 3.3 1.8 0.5 -2.3
(0.15) (0.10) (0.10) (0.03) (0.02) (0.02) (0.15) (0.10) (0.10)

U 63.5 32.9 3.6 42.2 32.8 25.0 21.3 0.1 -21.4
(2.43) (2.23) (0.85) (0.31) (0.30) (0.28) (2.45) (2.25) (0.89)

N 9.4 11.1 79.4 10.6 3.0 86.4 -1.2 8.1 -7.0
(1.01) (1.07) (1.64) (0.08) (0.04) (0.08) (1.01) (1.07) (1.64)

Actual probabilities calculated from SCE

Subjective Actual (SCE) Subjective – Actual

E U N E U N E U N

Panel (c): Wrong answer to at least one control question

E 94.4 3.3 2.3 95.2 2.6 2.2 -0.8 0.7 0.1
(0.51) (0.31) (0.30) (0.76) (0.55) (0.54) (0.91) (0.63) (0.61)

U 54.4 38.5 7.0 33.7 45.1 21.2 20.7 -6.6 -14.1
(4.35) (3.86) (1.58) (5.97) (6.56) (5.87) (7.39) (7.61) (6.08)

N 11.9 14.6 73.5 7.2 3.7 89.1 4.7 10.9 -15.6
(1.51) (1.64) (2.49) (1.80) (1.35) (2.18) (2.35) (2.13) (3.31)

Panel (d): All control questions answered correctly

E 97.0 2.0 1.0 97.5 1.3 1.2 -0.5 0.7 -0.2
(0.20) (0.11) (0.15) (0.40) (0.27) (0.31) (0.45) (0.29) (0.34)

U 61.2 35.2 3.6 45.5 35.5 19.0 15.7 -0.3 -15.5
(3.13) (2.89) (0.88) (6.40) (5.91) (6.43) (7.12) (6.58) (6.49)

N 8.6 8.8 82.6 6.2 1.1 92.7 2.4 7.7 -10.1
(1.32) (1.06) (1.94) (1.40) (0.40) (1.46) (1.92) (1.14) (2.42)

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-
11/2019. Source: SCE and CPS. Standard errors in parentheses. Panel (a): Baseline
case. Panel (b): Subjective expectations of individuals who answered wrongly to
at least one control question. Panel (c): Subjective expectations of individuals who
answered correctly to all control questions.

Table 2.20: 4-months subjective and actual transition probabilities
(control questions)
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C Results from the Survey of Economic Expectations

The Survey of Economic Expectations (SEE) was conducted as national telephone sur-
vey by the University of Wisconsin Survey Center (UWSC) during the period from
1994-2002. The purpose of the SEE was to elicit probabilistic expectations of signif-
icant personal events. For example, respondents were asked to report expectations
for crime victimization, health insurance, employment, and income. In addition, in
some waves, respondents were asked about returns on mutual-fund investments and
about their future Social Security benefits. See Dominitz and Manski (2020) for an
introduction into the SEE. We consider the sample of individuals with 25-60 years of
age. The survey question of interest to us asks employed respondent to report their
expectations of future job loss. The specific survey question reads: ”I would like you
to think about your employment prospects over the next 12 months. What do you think is
the PERCENT CHANCE that you will lose your job during the next 12 months?”. For the
period 1994-2002, the average value of the subjective (12-months) probability of job
loss is 14.6%.

As before, we measure the bias in expectations by comparing the subjective prob-
abilities with the actual probabilities. As in the baseline, we use the CPS to compute
the actual transition probabilities (the SEE does not have a panel dimension). Accord-
ing to our interpretation, the survey question in the SEE asks respondents about their
expectation of an involuntary layoff and not a voluntary quit. Identifying involuntary
layoffs in the CPS is challenging because individuals are not asked about the reason
of the job separation. Thus, we use as an indicator whether and for how long indi-
viduals move into unemployment after a job separation. The underlying idea is as
follows. First, workers who get fired move to unemployment rather than leave the
labor force. This allows us to distinguish involuntary job separations from voluntary
quits, which are followed by a transition out of the labor force. Second, the duration
of the spell of unemployment after a separation likely depends on the reason of sep-
aration. Voluntary quits, which are induced by a job-to-job transition likely result in
no, or only short spells of unemployment, while involuntary layoffs likely results in
longer spells.

We use the Annual Social and Economic Supplement to the CPS (ASEC) for the pe-
riod from 1994-2003 and we apply the same sample restrictions than in the SEE. The
ASEC is conducted every 12 months. This allows us to calculate the actual probability
of job loss for the same 12-months horizon, for which we calculate the subjective prob-
ability from the SEE. More concretely, we calculate the actual probability as the share
of individuals who are employed in period t and who report to have experienced at
least x weeks of unemployment in the period t and t + 12 months. We consider dif-
ferent values of x ∈ {1, 3, 5, 10} to account for more or less stringent definitions of job
loss. For the case of x = 1, the sample likely contains also observations of job-to-job
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Probability of job loss (in %)

94-02 1994 1996 1997 1998 1999 2000 2001 2002

Actual (CPS) x = 1 29.9 38.1 30.6 28.1 26.0 25.2 24.6 33.6 33.5
x = 3 28.7 36.8 29.1 27.0 24.5 24.2 23.3 32.2 32.4
x = 5 24.2 31.6 24.6 22.4 20.4 20.0 19.1 28.2 27.7
x = 10 18.3 24.0 19.2 16.4 15.0 14.8 13.7 21.3 22.2

Subjective (SEE) 14.6 15.1 13.8 13.9 13.7 12.9 12.9 13.5 18.8

Sample: Individuals with age 25-60 years; Period: 1994-2002. Source: SEE and CPS.

Table 2.21: 12-Months subjective and actual probability of job loss

transitions, whereas individuals who have experienced x = 10 weeks and more in
unemployment are likely to be displaced workers. Table 2.21 reports the results for
the subjective probability of job loss and the actual probability for the different cases.

D Expectation Bias for Different Demographic Groups

XXX
XXX
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Education

Subjective Actual Subjective – Actual

E U N E U N E U N

High school or less

E 95.28 2.87 1.85 93.46 2.16 4.38 1.82 0.71 -2.53
(0.45) (0.29) (0.26) (0.05) (0.03) (0.04) (0.45) (0.29) (0.26)

U 61.35 29.03 9.61 39.63 31.85 28.52 21.72 -2.82 -18.90
(4.23) (3.25) (2.41) (0.45) (0.43) (0.42) (4.26) (3.27) (2.44)

N 10.45 15.26 74.29 9.12 2.82 88.06 1.33 12.44 -13.77
(1.39) (1.88) (2.51) (0.10) (0.06) (0.11) (1.40) (1.88) (2.51)

Some college

E 95.91 2.40 1.69 95.07 1.62 3.31 0.85 0.77 -1.62
(0.25) (0.15) (0.18) (0.05) (0.03) (0.04) (0.26) (0.15) (0.19)

U 63.80 32.62 3.59 42.38 32.49 25.13 21.41 0.13 -21.54
(2.72) (2.50) (1.03) (0.58) (0.56) (0.52) (2.78) (2.56) (1.15)

N 10.77 13.82 75.41 11.05 3.38 85.57 -0.28 10.44 -10.16
(0.90) (1.01) (1.47) (0.15) (0.09) (0.17) (0.92) (1.01) (1.48)

College or higher

E 96.93 2.22 0.84 96.66 1.00 2.34 0.27 1.22 -1.49
(0.13) (0.09) (0.08) (0.03) (0.02) (0.03) (0.13) (0.09) (0.09)

U 58.46 37.35 4.19 47.90 32.55 19.54 10.56 4.79 -15.35
(2.60) (2.45) (0.87) (0.63) (0.60) (0.50) (2.67) (2.52) (1.01)

N 11.07 12.24 76.68 13.88 2.85 83.27 -2.81 9.39 -6.59
(1.13) (1.07) (1.69) (0.18) (0.09) (0.19) (1.15) (1.07) (1.70)

Gender

Subjective Actual Subjective – Actual

E U N E U N E U N

Male

E 96.24 2.40 1.37 96.03 1.58 2.39 0.20 0.82 -1.02
(0.23) (0.13) (0.15) (0.03) (0.02) (0.03) (0.23) (0.13) (0.15)

U 64.22 33.10 2.68 44.12 34.57 21.31 20.10 -1.47 -18.63
(3.44) (3.28) (0.78) (0.44) (0.42) (0.36) (3.47) (3.31) (0.86)

N 10.44 13.13 76.43 12.41 3.88 83.71 -1.97 9.26 -7.28
(1.42) (1.57) (2.26) (0.15) (0.09) (0.17) (1.43) (1.57) (2.26)

Female

E 96.00 2.56 1.44 94.23 1.51 4.26 1.76 1.05 -2.82
(0.25) (0.17) (0.14) (0.04) (0.02) (0.04) (0.25) (0.17) (0.15)

U 59.50 31.41 9.09 40.73 29.65 29.62 18.77 1.76 -20.53
(2.90) (2.15) (1.83) (0.44) (0.42) (0.41) (2.93) (2.19) (1.88)

N 10.77 14.68 74.55 9.94 2.56 87.50 0.83 12.12 -12.95
(0.96) (1.32) (1.75) (0.09) (0.05) (0.10) (0.97) (1.32) (1.76)

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-11/2019.
Source: SCE and CPS. Standard errors in parentheses.

Table 2.22: 4-Months subjective and actual transition probabilities
(by education, gender)
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Age

Subjective Actual Subjective – Actual

E U N E U N E U N

25–29

E 95.91 2.63 1.47 93.87 2.06 4.07 2.04 0.56 -2.60
(0.46) (0.29) (0.25) (0.08) (0.05) (0.07) (0.47) (0.30) (0.26)

U 65.73 24.94 9.33 42.93 30.63 26.43 22.80 -5.70 -17.10
(5.91) (3.67) (3.66) (0.75) (0.70) (0.67) (5.96) (3.74) (3.72)

N 11.13 22.72 66.15 16.36 5.20 78.44 -5.23 17.53 -12.29
(2.38) (4.99) (6.10) (0.27) (0.17) (0.30) (2.40) (4.99) (6.10)

30–39

E 96.33 2.39 1.28 95.23 1.61 3.16 1.10 0.78 -1.88
(0.29) (0.19) (0.18) (0.05) (0.03) (0.04) (0.29) (0.20) (0.18)

U 69.27 24.70 6.03 44.08 31.49 24.43 25.19 -6.79 -18.40
(3.60) (2.93) (2.71) (0.58) (0.54) (0.50) (3.65) (2.98) (2.76)

N 14.77 15.81 69.41 12.95 3.57 83.48 1.82 12.25 -14.07
(2.34) (2.44) (3.50) (0.17) (0.09) (0.19) (2.34) (2.44) (3.51)

40–49

E 96.35 2.61 1.05 95.80 1.44 2.75 0.54 1.16 -1.71
(0.32) (0.20) (0.16) (0.05) (0.03) (0.04) (0.32) (0.20) (0.17)

U 54.06 36.72 9.22 43.97 31.99 24.04 10.09 4.73 -14.82
(4.06) (3.03) (2.22) (0.62) (0.59) (0.54) (4.11) (3.08) (2.29)

N 12.73 16.21 71.06 11.01 2.87 86.12 1.73 13.34 -15.06
(1.49) (1.49) (2.39) (0.16) (0.08) (0.17) (1.50) (1.50) (2.39)

50–54

E 96.65 2.14 1.20 95.66 1.33 3.01 0.99 0.81 -1.80
(0.32) (0.20) (0.21) (0.06) (0.04) (0.05) (0.33) (0.20) (0.22)

U 66.04 30.68 3.28 40.29 34.35 25.35 25.75 -3.68 -22.07
(6.51) (5.85) (1.24) (0.82) (0.81) (0.74) (6.56) (5.91) (1.44)

N 7.80 13.82 78.38 8.71 2.41 88.88 -0.91 11.41 -10.51
(1.41) (2.44) (2.89) (0.17) (0.09) (0.19) (1.42) (2.44) (2.90)

55–60

E 95.04 2.59 2.37 94.72 1.35 3.93 0.32 1.24 -1.56
(0.56) (0.35) (0.40) (0.07) (0.03) (0.06) (0.56) (0.35) (0.40)

U 47.81 49.09 3.09 37.68 34.39 27.93 10.13 14.70 -24.84
(4.40) (4.38) (0.83) (0.80) (0.80) (0.75) (4.47) (4.45) (1.12)

N 6.68 7.70 85.63 6.61 1.70 91.69 0.07 6.00 -6.07
(1.00) (1.03) (1.59) (0.12) (0.06) (0.13) (1.00) (1.03) (1.60)

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-11/2019.
Source: SCE and CPS. Standard errors in parentheses.

Table 2.23: 4-Months subjective and actual transition probabilities (by age)
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Year

Subjective Actual Subjective – Actual

E U N E U N E U N

2014

E 95.35 3.16 1.49 95.19 1.66 3.15 0.16 1.50 -1.66
(0.46) (0.33) (0.24) (0.08) (0.05) (0.06) (0.47) (0.33) (0.25)

U 56.03 38.28 5.69 39.07 35.59 25.34 16.96 2.69 -19.65
(5.38) (4.44) (1.47) (0.80) (0.80) (0.73) (5.44) (4.51) (1.64)

N 6.78 14.03 79.18 10.06 3.51 86.43 -3.27 10.52 -7.24
(1.45) (2.54) (3.28) (0.21) (0.13) (0.25) (1.47) (2.54) (3.29)

2015

E 95.57 2.54 1.90 95.08 1.63 3.28 0.48 0.90 -1.39
(0.49) (0.25) (0.34) (0.06) (0.04) (0.05) (0.50) (0.25) (0.35)

U 55.97 38.29 5.74 40.47 34.63 24.90 15.50 3.67 -19.16
(4.77) (4.15) (2.13) (0.66) (0.65) (0.59) (4.81) (4.20) (2.21)

N 8.89 15.72 75.38 10.52 3.33 86.15 -1.63 12.39 -10.76
(2.36) (2.88) (3.37) (0.17) (0.10) (0.19) (2.37) (2.88) (3.38)

2016

E 96.03 2.81 1.16 95.15 1.58 3.27 0.88 1.22 -2.11
(0.42) (0.34) (0.19) (0.06) (0.04) (0.05) (0.43) (0.34) (0.20)

U 65.83 31.86 2.32 41.91 33.24 24.85 23.92 -1.39 -22.53
(4.96) (4.82) (0.94) (0.69) (0.67) (0.61) (5.01) (4.86) (1.11)

N 10.75 13.71 75.54 10.61 3.23 86.16 0.14 10.48 -10.62
(2.12) (2.20) (3.25) (0.17) (0.10) (0.19) (2.13) (2.20) (3.26)

2017

E 96.41 2.25 1.34 95.25 1.48 3.27 1.16 0.78 -1.93
(0.40) (0.22) (0.29) (0.06) (0.03) (0.05) (0.40) (0.22) (0.30)

U 67.61 27.36 5.04 44.68 30.36 24.96 22.92 -3.00 -19.93
(4.63) (3.76) (2.14) (0.75) (0.71) (0.66) (4.69) (3.82) (2.23)

N 14.31 16.23 69.47 11.08 2.71 86.21 3.22 13.52 -16.74
(1.75) (2.78) (3.70) (0.18) (0.09) (0.20) (1.75) (2.78) (3.71)

2018

E 96.27 2.39 1.34 95.46 1.31 3.23 0.82 1.08 -1.89
(0.40) (0.27) (0.21) (0.06) (0.03) (0.05) (0.40) (0.27) (0.22)

U 63.83 27.18 9.00 44.25 29.83 25.92 19.58 -2.65 -16.92
(5.98) (3.85) (3.46) (0.80) (0.74) (0.71) (6.03) (3.92) (3.53)

N 10.67 9.59 79.74 10.85 2.49 86.65 -0.19 7.10 -6.91
(1.98) (1.22) (2.66) (0.18) (0.09) (0.20) (1.99) (1.23) (2.67)

2019

E 96.82 1.94 1.23 94.96 1.68 3.36 1.87 0.26 -2.13
(0.31) (0.18) (0.19) (0.07) (0.04) (0.06) (0.31) (0.18) (0.20)

U 61.88 25.73 12.39 45.12 28.45 26.43 16.76 -2.72 -14.03
(6.15) (4.48) (5.80) (0.93) (0.86) (0.83) (6.22) (4.56) (5.86)

N 11.01 15.81 73.19 10.96 2.67 86.38 0.05 13.14 -13.19
(1.67) (2.83) (3.43) (0.21) (0.11) (0.23) (1.68) (2.83) (3.44)

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-11/2019.
Source: SCE and CPS. Standard errors in parentheses.

Table 2.24: 4-Months subjective and actual transition probabilities (by year)
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Household income

Subjective Actual Subjective – Actual

E U N E U N E U N

Less than $30,000

E 90.84 5.43 3.73 91.22 3.22 5.56 -0.39 2.22 -1.83
(0.74) (0.48) (0.42) (0.10) (0.06) (0.08) (0.75) (0.48) (0.43)

U 62.13 30.72 7.15 37.56 33.95 28.50 24.58 -3.23 -21.35
(3.23) (2.65) (1.86) (0.48) (0.47) (0.44) (3.27) (2.69) (1.92)

N 10.50 17.47 72.03 8.91 3.42 87.66 1.58 14.05 -15.63
(1.27) (1.61) (2.14) (0.11) (0.07) (0.13) (1.27) (1.61) (2.14)

$30,000 – $49,000

E 96.73 2.27 1.00 94.02 1.99 3.99 2.71 0.28 -2.99
(0.29) (0.22) (0.16) (0.07) (0.04) (0.06) (0.30) (0.23) (0.17)

U 57.33 36.01 6.66 42.59 32.40 25.01 14.74 3.60 -18.35
(5.32) (4.18) (2.35) (0.70) (0.67) (0.61) (5.37) (4.23) (2.43)

N 13.46 14.64 71.89 10.78 2.87 86.34 2.68 11.77 -14.45
(2.19) (2.97) (3.98) (0.17) (0.09) (0.19) (2.20) (2.98) (3.98)

$50,000 – $99,000

E 97.30 1.82 0.88 95.64 1.36 3.00 1.66 0.46 -2.12
(0.21) (0.14) (0.14) (0.04) (0.02) (0.03) (0.21) (0.14) (0.14)

U 64.91 30.09 5.00 47.63 29.49 22.88 17.27 0.60 -17.88
(3.54) (2.67) (2.30) (0.63) (0.59) (0.54) (3.60) (2.74) (2.37)

N 9.76 10.17 80.07 12.54 2.85 84.62 -2.77 7.32 -4.55
(1.19) (1.66) (2.24) (0.16) (0.08) (0.18) (1.20) (1.67) (2.24)

More than $100,000

E 97.15 1.82 1.03 96.80 0.88 2.32 0.35 0.94 -1.29
(0.22) (0.12) (0.17) (0.04) (0.02) (0.03) (0.23) (0.12) (0.17)

U 59.50 35.09 5.41 47.64 31.65 20.71 11.86 3.43 -15.30
(5.39) (4.91) (1.89) (0.84) (0.79) (0.69) (5.45) (4.97) (2.01)

N 8.90 7.87 83.23 12.02 2.24 85.74 -3.11 5.63 -2.52
(1.38) (1.15) (2.14) (0.19) (0.09) (0.21) (1.40) (1.15) (2.15)

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-11/2019.
Source: SCE and CPS. Standard errors in parentheses. Household income: total annual pre-tax
income of all household members (older than 15 years), from all sources including employment,
business, farm or rent, pensions, financial assets, government transfers and benefits.

Table 2.25: 4-Months subjective and actual transition probabilities (by income)
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E Average Marginal Effect of Education on Expectation

Bias

As described in the main text, the average expectation biases reported in Table 2.2
might be blurred by compositional differences across education groups. To combat
this concern, we compute the average marginal effects of education on the biases
for all transitions. Table 2.26 reports the estimated effects for the transitions out of
employment, Table 2.27 for transitions out of unemployment and Table 2.28 for tran-
sitions out of non-participation. In addition to the results from Table 2.3, these tables
also report the effects for different sets of control variables. To obtain these results
we perform the following steps: First, we chose a set of control variables (x) always
containing education and the intercept. Second, in CPS, we fit the Probit model

P(Yi = 1|xi) = Φ(x′i β)

for each 3 and 9 month transition rate. In this step we use the CPS sample weights
WTFINL. Third, we use the estimated coefficients of the previous 18 regressions to
generate fitted values for 3 and 9 months transition rates for each individual in the
SCE. We interpolate linearly to obtain predicted 4 months transition rates for the rele-
vant flows for each individual. Fourth, we subtract the predicted transition rates from
the stated subjective expectations to obtain individual-level biases. Fifth, we perform
a linear regression analogously to step 2, with weights from the SCE re-weighted to
match the CPS targets as described in the baseline exercise. This regression is of the
form

ziY = x′iγY,

where Y is one of the 9 biases (regarding the different flows), and x contains the
identical variables as in step 2. Finally, we compute the average marginal effect and
the associated standard errors by evaluating the estimated equation at the means of
all variables and by using the delta method.
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Mean Regressions

EE

High school or less 1.82 1.82 1.86 1.87 2.11 2.09 2.35
(0.45) (0.45) (0.45) (0.45) (0.45) (0.44) (0.42)

Some college 0.85 0.85 0.86 0.83 0.83 0.83 1.04
(0.26) (0.25) (0.25) (0.25) (0.25) (0.25) (0.25)

College and higher 0.27 0.27 0.26 0.24 0.21 0.16 0.21
(0.13) (0.13) (0.13) (0.13) (0.13) (0.13) (0.17)

EU

High school or less 0.71 0.71 0.68 0.69 0.69 0.69 0.45
(0.29) (0.29) (0.29) (0.29) (0.29) (0.29) (0.27)

Some college 0.77 0.77 0.76 0.78 0.77 0.77 0.64
(0.15) (0.15) (0.15) (0.15) (0.15) (0.15) (0.14)

College and higher 1.22 1.22 1.23 1.24 1.24 1.27 1.40
(0.09) (0.09) (0.09) (0.09) (0.09) (0.09) (0.12)

EN

High school or less -2.53 -2.53 -2.54 -2.56 -2.79 -2.77 -2.79
(0.26) (0.26) (0.26) (0.26) (0.26) (0.25) (0.26)

Some college -1.62 -1.62 -1.62 -1.61 -1.60 -1.59 -1.68
(0.19) (0.18) (0.18) (0.18) (0.18) (0.18) (0.18)

College and higher -1.49 -1.49 -1.49 -1.48 -1.46 -1.43 -1.61
(0.09) (0.08) (0.08) (0.08) (0.09) (0.09) (0.10)

Additional control variables

Year x x x x x
Age x x x x
Gender x x x
Race x x
Income x

N 10550 10550 10550 10550 10549 10549 10509

R2
0.00 0.00 0.01 0.01 0.01 0.02
0.00 0.00 0.00 0.00 0.01 0.01
0.00 0.00 0.01 0.02 0.02 0.03

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-
11/2019. Source: SCE and CPS. Standard errors in parentheses. Average marginal effect
of education on the bias for transitions out of employment. Actual transition rates are
estimated in CPS and used to generate fitted values in the SCE sample.

Table 2.26: Average marginal effect of education on 4-months bias for employed
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Mean Regressions

UE

High school or less 21.72 21.72 21.96 21.80 22.63 23.18 23.70
(4.26) (4.24) (4.13) (3.83) (3.75) (3.46) (3.42)

Some college 21.41 21.41 20.91 21.06 21.58 21.35 22.32
(2.78) (2.72) (2.72) (2.68) (2.74) (2.69) (2.70)

College and higher 10.56 10.56 11.11 11.62 11.63 10.70 13.00
(2.67) (2.60) (2.62) (2.65) (2.65) (2.77) (2.78)

UU

High school or less -2.82 -2.82 -2.76 -2.49 -1.62 -1.79 -2.43
(3.27) (3.25) (3.08) (2.79) (2.79) (2.74) (2.72)

Some college 0.13 0.13 0.34 0.17 0.58 0.70 0.09
(2.56) (2.50) (2.57) (2.48) (2.50) (2.47) (2.45)

College and higher 4.79 4.79 4.21 3.56 3.98 4.33 4.01
(2.52) (2.45) (2.46) (2.48) (2.48) (2.53) (2.60)

UN

High school or less -18.90 -18.90 -19.20 -19.34 -21.19 -21.57 -21.51
(2.44) (2.41) (2.26) (2.14) (2.05) (1.82) (1.81)

Some college -21.54 -21.54 -21.24 -21.21 -22.16 -22.06 -22.38
(1.15) (1.03) (1.09) (1.09) (1.14) (1.15) (1.17)

College and higher -15.35 -15.35 -15.33 -15.17 -15.61 -15.13 -16.99
(1.01) (0.87) (0.90) (0.96) (0.97) (1.01) (0.99)

Additional control variables

Year x x x x x
Age x x x x
Gender x x x
Race x x
Income x

N 364 364 364 364 364 364 364

R2
0.02 0.03 0.08 0.08 0.09 0.10
0.01 0.02 0.09 0.10 0.10 0.11
0.02 0.05 0.10 0.10 0.13 0.15

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-
11/2019. Source: SCE and CPS. Standard errors in parentheses. Average marginal effect
of education on the bias for transitions out of unemployment. Actual transition rates are
estimated in CPS and used to generate fitted values in the SCE sample.

Table 2.27: Average marginal effect of education on 4-months bias for unemployed
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Mean Regressions

NE

High school or less 1.33 1.33 1.25 1.46 1.71 1.67 1.25
(1.40) (1.39) (1.37) (1.37) (1.38) (1.37) (1.28)

Some college -0.28 -0.28 -0.29 -0.05 -0.05 -0.04 0.29
(0.92) (0.90) (0.90) (0.90) (0.91) (0.90) (0.92)

College and higher -2.81 -2.81 -2.62 -2.58 -2.71 -2.48 -0.81
(1.15) (1.13) (1.14) (1.15) (1.15) (1.15) (1.28)

NU

High school or less 12.44 12.44 12.40 12.64 12.78 12.65 11.90
(1.88) (1.88) (1.83) (1.77) (1.77) (1.64) (1.63)

Some college 10.44 10.44 10.52 10.54 10.52 10.51 10.11
(1.01) (1.01) (1.01) (0.99) (1.00) (0.97) (0.97)

College and higher 9.39 9.39 9.48 9.17 9.15 9.66 11.69
(1.07) (1.07) (1.08) (1.09) (1.09) (1.10) (1.37)

NN

High school or less -13.77 -13.77 -13.65 -14.10 -14.48 -14.31 -13.12
(2.51) (2.51) (2.42) (2.37) (2.37) (2.22) (2.15)

Some college -10.16 -10.16 -10.23 -10.49 -10.45 -10.44 -10.40
(1.48) (1.47) (1.47) (1.45) (1.46) (1.40) (1.43)

College and higher -6.59 -6.59 -6.86 -6.59 -6.42 -7.18 -10.86
(1.70) (1.69) (1.71) (1.71) (1.71) (1.72) (1.96)

Additional control variables

Year x x x x x
Age x x x x
Gender x x x
Race x x
Income x

N 1474 1474 1474 1474 1474 1474 1468

R2
0.01 0.01 0.02 0.02 0.03 0.04
0.00 0.01 0.03 0.04 0.10 0.11
0.01 0.02 0.03 0.03 0.08 0.10

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-
11/2019. Source: SCE and CPS. Standard errors in parentheses. Average marginal effect
of education on the bias for transitions out of nonparticipation. Actual transition rates are
estimated in CPS and used to generate fitted values in the SCE sample.

Table 2.28: Average marginal effect of education on 4-months bias for non-
participants



F. AVERAGE MARGINAL EFFECT OF DURATION 109

F Average Marginal Effect of Duration in Labor Market

State on Expectation Bias

This section repeats the exercise outlined in Section E. Therefore, we focus here on
the definition of the variables in CPS and SCE. To compute job tenure in CPS, we use
the Job Tenure & Occupational Mobility Supplement as well as the monthly datasets.
Since the supplement is only available in January every second year, we use January
2014, 2016, and 2018 as the main sample. From the tenure supplement we use the
information on the ”length of time worked at current job in years” (JTYEARS) as
well as the weights (JTSUPPWT). We group tenure into 5 different bins and check if
the reported job tenure aligns with the reported employment status of the preceding
months. If the respondent reported to be unemployed or out of the labor force in
the preceding two months, the tenure is set to the lowest duration bin. For all other
bins, if the reported employment status contradicts the tenure information (i.e, if the
respondent stated to be not employed during that time) it is discarded. In SCE we
rely on the question L1 of the Labor Market Module, which asks about the month
and year when the respondent started working at the main/current job. We apply the
same grouping and correction using the reported employment status as with the CPS
data.

For unemployed individuals, we use the variable DURUNEMP from the regular
monthly CPS datasets. This variable indicates the ”continuous weeks unemployed”.
Since this variable is available each month, we use our baseline CPS dataset and the
corresponding basic individual weight WTFINL. We convert weeks into months by
multiplying with 4.345. Analogously, we consider question Q16 from the SCE core
survey asking about the unemployment duration in months. In both cases, we check
if the reported unemployment duration is consistent with the reported employment
status from the preceding interviews. If not, we discard the observation. Additionally,
we group the duration into 4 categories.

For out-of-the-labor force individuals, we use yet another CPS sample. This time
we rely on the weights and four variables from the Annual Social and Economic Sup-
plement (ASEC) between 2014 and 2019. This supplement is conduced every March
for the outgoing rotation groups, i.e., for respondents in their 4th or 8th interview.
We use the variables WNLWNILF (”When last worked for pay (NILF last week)”),
WKSWORK1 (”Weeks worked last year”), WKSUNEM1 (”Weeks unemployed last
year”), and NWLOOKWK (”Weeks looked for work last year (didn’t work)”). We di-
vide individuals into two groups based on non-participation durations being shorter
or longer than one year. For 3 month transition rates, we consider the transitions from
interview 5 to 8, such that respondents are part of the ASEC sample at the time of the
8th interview. We define the two groups as follows: The duration at the time of the
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5th interview is shorter than one year, if the respondent reported to be employed or
unemployed in any interview in the preceding 12 months or if the person reported to
have worked last year or looked any number of weeks for a job, both at the time of
the 8th interview. If these three conditions are all not met, the duration is set to be
longer than one year. For the 9 month transition rate, we consider the change in the
labor market state from interview 4 to 5. For this case, we define a duration of less
than one year, if the respondent was employed or unemployed in any of the first three
interviews, reported to have worked in the previous 12 months (WNLWNILF), or the
sum of WKSWORK1, WKSUNEM1, and NWLOOKWK is larger than 8.428. Since
the ASEC questions ask about the preceding calendar year, this condition guarantees
that the respondent has at least worked or search 1 day in the past 12 months at the
time of the interview. Again, we set the duration to ”longer than one year”, if all
these conditions are not met. We use ASECWT to weight the observations. Luckily,
we can directly use question L7 of the Labor Market Module asking about the month
and year when the respondent started working at the last job. Again, we assign ob-
servations to the shorter duration if the implied duration is below one year or if the
respondent stated to be employed or unemployed in any of the preceding interviews.
If the implied duration is longer than one year and the respondent always reported
to be out of the labor force, it is assigned to be in the second group.

Finally, note that we re-weight the SCE weights targeting the age education shares
by employment status of the corresponding CPS sample.

G Additional Learning Results

To check the robustness of our learning results, we consider an additional set of ques-
tions that allows us to relate the duration of the current individual labor market state
to the perceived and actual transitions. This exercise is inspired by (and partly repli-
cates) Table 2 of Mueller et al. (2019). Table 2.29 focuses on employed workers: in
their first interview employed workers are asked about their job tenure (Q37). Every
month, and therefore also in their first interview, questions Q13new and Q14new ask
about the subjective probability that the respondent looses or voluntarily leaves the
main/current job during the next 12 months. To compare theses expectations to actual
outcomes, we restrict the sample to only those individuals which are in the sample
for all the next 11 months. This allows us to compute the share of workers who are
at some point within the next 11 months unemployed, not in the labor force, or work
for a different employer. While this does not match the horizon of the expectation
question, it provides a reference point. Regarding the perceived job-loss probabil-
ity as the closed match to the EU transitions of Table 2.4, we confirm that subjective
expectations get more precise as tenure increases.



G. ADDITIONAL LEARNING RESULTS 111

Turning to unemployed workers, Table 2.30 reports the average perceived and ac-
tual job-finding probability by unemployment duration. This table is directly compa-
rable to Table 2 of Mueller et al. (2019) but features a larger sample size and there-
fore displays slightly different values. Exploiting that unemployed workers are asked
about their unemployment duration (Q18New) as well as their perceived job-finding
rate for a 3 month horizon, we mirror the previous exercise: we restrict the sample
to all currently unemployed workers reporting the duration and which are in the
sample the following three months. This allows us to compute the actual job finding
probability by computing the share of workers which report to be employed at least
once during these interviews. Except for the long-term unemployed, we find little
adjustment in the perceived job-finding rate, while the actual job-finding rate drops
substantially. This implies a larger bias for longer unemployment duration and is
therefore in line with the results for UE from Table 2.4.

Finally, we consider workers currently being out of the labor-force. We apply the
same procedure as for the unemployed: Question Q19 asks about the non-employment
duration and Q21new about the probability of starting to look for a job in the next
three months. We restrict the sample analogously to before and compute the share
of respondents who are employed or unemployed at least once in the following three
interviews. Sadly, the sample size is not sufficiently large to obtain any meaningful
results. If any, we find that the actual as well as the perceived probability of starting
to search for a job declines in the non-employment duration.

Perceived Job- Perceived Job- Actual Job-
Tenure Loss Probability Quit Probability Separation Probability Sample Size

Full sample 15.25 22.43 13.09 1946(0.66) (0.82) (1.10)

< 1 month 33.85 27.30 49.96 34(9.66) (10.03) (11.41)

1 − 6 months 18.91 24.99 30.61 93(4.26) (4.27) (7.56)

6 − 12 months 18.44 34.37 20.63 116(2.22) (3.67) (4.30)

1 − 5 years 16.37 28.21 12.63 656(0.98) (1.49) (1.63)

> 5 years 13.28 17.19 9.71 1047(0.88) (0.94) (1.41)

Sample: Employed individuals with age 25-60 years, non-school or -college which reported job tenure and are
in the sample for all 12 interviews; Period: 01/2013-12/2019. Source: SCE. Standard errors in parentheses.
Subjective expectations about job loss and quit in the next 12 months and actual separations within the
following 11 months in % by job tenure.

Table 2.29: Average perceived and actual job separation probabilities by job tenure
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Unemployment Perceived Job- Actual Job-
Duration Finding Probability Finding Probability Sample Size

Full sample 50.54 38.89 1318(1.95) (3.06)

0 − 3 months 64.25 61.34 362(3.37) ( 4.92)

4 − 6 months 54.40 44.79 191(3.51) (6.50)

7 − 12 months 56.25 38.52 217(3.79) (5.62)

≥ 13 months 38.96 23.68 548(2.67) (3.65)

Sample: Unemployed individuals with age 25-60 years, non-school or -college which reported
unemployment duration and are in the sample for the following 3 interviews; Period: 01/2013-
12/2019. Source: SCE. Standard errors in parentheses. Subjective expectations about job finding
in the next 3 months and actual job finding rates within the following 3 months in % by unem-
ployment duration.

Table 2.30: Average perceived and actual job finding probability by unemployment
duration

Non-employment Perceived Job- Actual Job-
Duration Search Probability Search Probability Sample Size

Full sample 30.72 29.35 323(3.44) (4.30)

0 − 3 months 68.75 41.89 34(5.03) (13.09)

4 − 6 months 48.87 45.61 20(10.40) (19.25)

7 − 12 months 44.40 51.04 39(6.85) (13.73)

≥ 13 months 22.79 23.70 230(3.17) (4.61)

Sample: Out-of-labor force individuals with age 25-60 years, non-school or -college which re-
ported non-employment duration and are in the sample for the following 3 interviews; Period:
01/2013-12/2019. Source: SCE. Standard errors in parentheses. Subjective expectations about
starting to search for a job in the next 3 months and actual job search rates within the following
3 months in % by non-employment duration.

Table 2.31: Average perceived and actual job finding probability by unemployment
duration
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Age EE EU EN UE UU UN NE NU NN

25–29 2.25 0.45 -2.70 24.04 -5.21 -18.94 -4.87 16.51 -11.55
(0.44) (0.28) (0.24) (4.62) (3.43) (2.67) (1.91) (4.36) (4.78)

30–39 1.21 0.79 -1.99 27.14 -6.77 -20.35 2.13 12.93 -15.06
(0.28) (0.19) (0.17) (3.72) (2.94) (2.30) (2.54) (2.24) (3.41)

40–49 0.72 1.13 -1.85 13.14 3.97 -17.30 1.99 12.83 -14.81
(0.31) (0.20) (0.16) (3.53) (2.69) (1.91) (1.48) (1.47) (2.34)

50–54 1.25 0.74 -1.98 26.24 -2.37 -23.92 -0.18 11.45 -11.27
(0.33) (0.20) (0.21) (6.14) (5.41) (1.36) (1.48) (2.38) (2.90)

55–60 0.72 1.10 -1.81 11.20 14.53 -25.99 0.48 6.55 -7.01
(0.53) (0.33) (0.39) (4.46) (4.39) (1.42) (1.06) (1.08) (1.65)

Sample: Individuals with age 25-60 years, non-school or -college; Period: 07/2014-11/2019.
Source: SCE and CPS. Standard errors in parentheses. E: employment, U: unemployment,
N: not in the labor force. XY: Transition from current labor market state X to future state Y.
Example: ”UE” represents the bias in unemployed workers’ expectation to be employed in
four months.

Table 2.32: Conditional expectation bias, by age
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H Input to Calibration

H.1 CPS Welfare Benefits

We use data from the 2015–2019 waves of the March supplement of the CPS. In this
supplement, individuals report their income from various sources during the pre-
ceding 12 months. Aggregate welfare income is computed as total annual income
reported by welfare recipients. It includes income from public assistance, survivor’s
and disability benefits, worker’s compensation (due to job-related injury or illness),
educational assistance, child support, veteran’s benefits, and income or assistance
from other sources. The sample of welfare recipients includes non-retired individ-
uals (aged 25-60 years) who did not work nor searched for a job in the preceding
12 months and who did not received wage, or business income, or income related
to retirement. Aggregate annual labor earnings are computed from the sample of
individuals who worked full-time, and were formally employed for the whole year,
and who did not received any income from self-employment or retirement. We de-
fine total labor earnings as wage and salary income. Average welfare (labor) income
is computed as aggregate welfare (labor) income divided by the number of welfare
recipients (workers).

H.2 Conversion from 4-Months to 3-Months Frequency

We implement the following approach to convert the 4-months subjective transition
probabilities into 3-months transition probabilities. Let by p4m

h denote the 4-months
transition probability matrix for skill group h. The matrix has dimension 3 × 3. We
assume that labor market transitions follow a Markov Chain with monthly transition
probabilities. Thus, the four months transition matrix, p4m

h , is identical to the (unob-
served) 1-month transition matrix multiplied four times with itself. Let by p1m

h denote
the 1-month transition matrix. We obtain p1m

h by solving the following 9-dimensional
system of equations:

vec
[(

p1m
h

)4
− p4m

h

]
= 0

where ”vec” vectorizes the 3x3 array inside the square brackets. Lastly, we obtain the
3-months transition probabilities as (p1m

h )3. The values of the 3-months subjective and
actual transition probabilities are given by:

p̂hL =

 96.16 2.43 1.41
52.83 38.71 8.46

6.58 13.69 79.73

 p̂hM =

 96.69 2.01 1.31
54.29 42.70 3.00
6.98 12.20 80.83

 p̂hH =

 97.51 1.85 0.64
49.03 47.40 3.57
7.52 10.63 81.86


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phL =

 93.83 2.02 4.15
37.58 33.66 28.76

8.39 2.82 88.79

 phM =

 95.40 1.50 3.10
39.91 34.60 25.50
10.01 3.42 86.57

 phH =

 96.89 0.90 2.21
45.40 35.14 19.46
12.78 2.82 84.40



H.3 PSID: Estimation of Labor Productivity Process

To estimate the parameters of the stochastic labor productivity process, we use an-
nual data from PSID for the time period 1968-1997. Our sample consists of household
heads. We only include individuals who belong to the SRC-sample. We drop ob-
servations where (i) the household head is younger than 25 years and older than 60
years, (ii) there is no information on education, (ii) annual hours are below 520 hours
(10h/week), or above 5110 hours (14h/day), (iv) reported labor earnings are zero, (v)
the household head is female, (vi) hourly labor earnings are below w and above w̄,
where w = 2 and w̄ = 400 in 1993, as in Guvenen (2009), and in the other years w and
w̄ grow at the same rate as nominal wages according to the Federal Reserve Bank of
St. Louis’ FRED database. Lastly, we deflate nominal hourly wages by using the series
of the ”Consumer Price Index for All Urban Consumers” from the FRED database.
Hourly wages are computed as annual labor income (variable code ”V3863” in year
1975) divided by annual hours worked (”V3823”).

In the first step of the estimation procedure, we compute residual wages by filtering
out the effect of observables. More concretely, we regress log-hourly wages on age
dummies (25 − 30, 30 − 40, 40 − 50, 50 − 60), education dummies (high school or less,
some college, college degree and higher), interaction of age and education dummies
and year dummies. Then, we recover the wage residuals - which are equal to labor
productivity in the model. The underlying empirical process for residual wages is
assumed to be

wt = zt + ϵt

zt = ρzt−1 + ηt

where E(ϵt) = E(ηt) = 0, Var(ϵt) = σ2
ϵ , Var(ηt) = σ2

η . The identification of the
parameters ρ, σ2

ϵ , σ2
η is based on the variance-(auto)covariance matrix of the wage pro-

cess. The variance is defined as σtt ≡ Cov(wt, wt) = E(wtwt)− E(wt)E(wt) and it is
equal to

σtt =
1

1 − ρ2 σ2
η + σ2

ϵ

The auto-covariance is defined as σt,t+j ≡ Cov(wt, wt+j) = E(wtwt+j)− E(wt)E(wt+j),
where j > 0, and it is given by:

σt,t+j =
ρj

1 − ρ2 σ2
η
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σt,t and σt,t+j are independent of time t (because of time-invariant variances), thus, we
write:

σ =
1

1 − ρ2 σ2
η + σ2

ϵ σj =
ρj

1 − ρ2 σ2
η

where j denotes the lag. The parameters of the stochastic process: ρ, σ2
ϵ , σ2

η are iden-
tified as follows: Take σj and σj+1, where j > 0. The ratio between the two is given
by

σj+1

σj
=

ρj+1

1−ρ2 σ2
η

ρj

1−ρ2 σ2
η

=
ρj+1

ρj = ρ

and it identifies ρ. Given ρ, any σj:

σj =
ρj

1 − ρ2 σ2
η

identifies σ2
η . Lastly, given ρ and σ2

η , the expression for σ:

σ =
1

1 − ρ2 σ2
η + σ2

ϵ

identifies σ2
ϵ . The estimation strategy is based on minimizing the distance between

the (empirical) covariance matrix of income residuals and the (theoretical) counterpart
implied by the income process. Let ŷit denote the income residual, obtained from
regressing the period-t wage of individual i on observables (see above). Define ŷi ≡(

ŷi1, ŷi2, ...., ŷiT

)
and compute

ŷ′i ŷi =


ŷ2

i1 ŷi1ŷi2 ... ŷi1ŷiT

ŷi2ŷi1 ŷ2
i2 ... ŷi2ŷiT

... ... ...
ŷiT ŷi1 ŷiT ŷi2 ... ŷ2

iT


Build average across individuals (taking into account that the panel may be unbal-
anced; that is, the number of individuals that contribute to the moments may differ
across moments)

ŷ′ŷ =


ŷ2

1 ŷ1ŷ2 ... ŷ1ŷT

ŷ2ŷ1 ŷ2
2 ... ŷ2ŷT

... ... ...
ŷT ŷ1 ŷT ŷ2 ... ŷ2

T

 =


∑i ŷ2

i1/N11 ∑i ŷi1ŷi2/N12 ... ∑i ŷi1ŷiT/N1T

∑i ŷi2ŷi1/N21 ∑i ŷ2
i2/N22 ... ∑i ŷi2ŷiT/N2T

... ... ...

∑i ŷiT ŷi1/NT1 ∑i ŷiT ŷi2/NT2 ... ∑i ŷ2
iT/NTT


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where ŷ2
τ is the sample variance of period τ; ŷτ ŷτ+s is the s-order sample covariance

between observations of periods τ and τ + s; and Nττ+s is the number of individuals
contributing to the estimation of the s-order covariance between periods τ and τ + s.

Since, ŷτ ŷτ′ = ŷτ′ ŷτ, the effective number of moments is less than T × T but equal
to the T(T+1)

2 elements of the upper-triangular matrix. Hence, the data moments md

are given by the following vector of dimension T(T+1)
2 × 1

md =



ŷ2
1

ŷ1ŷ2

...
ŷ1ŷT

ŷ2
2

ŷ2ŷ3

...
ŷ2ŷT

...
ŷ2

T


Let Θ =

(
ρ, σ2

η , σ2
ϵ

)
be the parameters of the stochastic process and m(Θ) be the

vector of model moments:

m(Θ) =



σ2

σ1

...
σT−1

σ2

σ1

...
σT−1

...
σ2


The model parameters, Θ are recovered by minimizing a squared distance function[

m(Θ)− md
]′
× W ×

[
m(Θ)− md

]
where W is the weighting matrix with dimension

T(T+1)
2 × T(T+1)

2 . We follow Kaplan (2012) and use as weighting matrix a diagonal
matrix with elements n−1/2, where n is the number of observations used to construct
the sample moment. In the estimation, we use a maximum number of 25 lags. We
estimate the parameters of the stochastic process for the entire sample and separately
for each skill group. Standard errors are obtain by bootstrap with 250 replications.
The estimated parameters are reported in Table 2.33.
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ρ σ2
η σ2

ϵ

All 0.9653 0.0138 0.0739
(0.0040) (0.0018) (0.0041)

Low skill 0.9677 0.0126 0.0640
(0.0043) (0.0019) (0.0048)

Middle skill 0.9614 0.0135 0.0767
(0.0073) (0.0029) (0.0066)

High skill 0.9661 0.0147 0.0847
(0.0084) (0.0040) (0.0088)

Source: PSID. Standard errors in parentheses.

Table 2.33: Estimated coefficients of the labor productivity process

I PSID: Lifecycle Path of Income, Consumption and

Wealth

We follow KMP and construct the measures of income, consumption and wealth
as follows. Pre-tax income is constructed by adding, for each household and from
all members, income from assets, earnings, and net profits from farm or business
(ER71330, ER71398), transfers (ER71391, ER71419), and social security (ER71420,
ER71422, ER71424). The codes in brackets refer to the variable name in the 2017
wave of the PSID.

Consumption expenditures includes expenditures on cars and other vehicles pur-
chases, food at home and away (ER71487), clothing and apparel (ER71525), child
care (ER71516), health care (ER71517), housing including rent and imputed rental
services for owners (ER71491), utilities and transportation expenses (ER71503), edu-
cation (ER71515), trips and recreation (ER71527, ER71526), electronics and IT equip-
ment (ER71522). Imputed rents for home owners were computing using the value of
main residence (ER66031) times an interest rate of 4%.

Net worth is defined as the value of households’ assets minus debt. Assets include
the value of farms and businesses (ER71429), checking and saving accounts (ER71435),
stocks or bonds (ER71445), real estates (ER71481,ER71439) , vehicles (ER71447), indi-
vidual retirement accounts (ER71455), other assets (ER71451). Debt include the value
of debt on real estate and farms or businesses (ER71431, ER71441), student loans
(ER71463), medical debt (ER71467), credit card debt (ER71459), legal debt (ER71471)
and other debt (ER71475, ER71479)

All observations are aggregated using sample weights.
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J Computational Algorithm

The numerical computation of the general equilibrium involves the following se-
quence of steps:

1. Specify a grid for individual assets, a.

2. Discretize the idiosyncratic productivity shocks as described below.

3. Use the labor market transition probabilities to compute the total labor supply
in efficiency units and the mass of agents in each labor market state. Use these
quantities to compute the budget-balancing tax rates.

4. Guess the equilibrium interest rate r.

5. Use the first-order conditions of the firm to compute the equilibrium wage w.

6. Use the endogenous grid point method to solve the optimization problem of
working-age individuals and retirees.

7. Use the eigenvector method to solve for the cross-sectional distribution Φ.

8. Compute the implied equilibrium aggregate capital stock and the interest rate
r′.

9. If r′ is sufficiently close to r, stop. Otherwise, update r using the bisection
algorithm and continue with step 5.

We use the Tauchen-method with three grid points and the Rouwenhorst-method
with 7 grid points to discretize, respectively, the transitory component and the perma-
nent component of the stochastic productivity process. Together with the three labor
market states and the retirement state, this yields a Markov chain with 7× 3× 3+ 1 =

64 states. In the endogenous grid point method, we use a grid for assets with 301 ex-
ponentially spaced points to cover the range [0, 10, 000]. When computing the station-
ary distribution Φ, we interpolate the policy functions linearly on a finer grid of 1,000
points. In the last step of the iteration, we extent this grid to 5,000 points. Note that
we exploit the sparsity of the transition matrix to speed up the code, as we need to re-
peatedly solve for the largest eigenvector of a 192, 000 × 192, 000 or 320, 000 × 320, 000
matrix for each h-type.
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K Growth of Earnings, household Income and

Household Consumption

K.1 Actual Growth

For the calculations, we use observations on household heads (aged 25-60 years) taken
from the SRC sample of the 2013-2019 waves of the PSID. Our measure of consump-
tion expenditures comprises of the annual household expenditures on all expenditure
categories reported in the PSID. This includes expenditures on food (variable code
in the 2019-wave: ER77513), housing (ER77520), transportation (ER77539), education
(ER77562), child care (ER77564), health care (ER77566), clothing (ER77581), vacation
trips (ER77583), and recreation (ER77585). Total household income (ER77448) includes
the annual taxable income, transfers and social security receipts of all family mem-
bers. Earnings (ER77315) consist of the head’s annual wage and salary income, as
well as bonuses, overtime payments, tips, commissions and other labor income (but
not farm income and the labor portion of business income). We follow Guvenen (2009)
and exclude observations of earnings for which the reported annual hours (ER77255)
are below 520 (10h/week), or above 5110 (14h/day), and the implied hourly wage is
below half of the federal minimum wage rate of 7.25$.

All nominal variables are deflated by the CPI (CPIAUCSL) taken from the FRED
database of the Federal Reserve Bank of St. Louis. Household income and expendi-
tures are converted into per-capita terms by applying a standard equivalence scale.
According to this scale, the total effective number of household members is given by
the weighted sum of adult household members and children, where the first house-
hold member aged 14 years and over is assigned a weight of 1, each additional house-
hold member aged 14 years and over is assigned a weight 0.5, and each child who is
under 14 years old is assigned a weight of 0.3. As before, we define low-skilled indi-
viduals as those with 0-12 grades of school completed, middle-skilled as those with
at least a high-school degree but no college degree, and high-skilled as those with at
least a college degree.

To correct for outliers, we trim the data by excluding observations for which the
level (growth rate) of earnings, income, or expenditures is above the 90th (95th) per-
centile and below the 10th (5th) percentile of the distribution of the respective variable.
Moreover, we exclude observations with negative reported income, earnings or ex-
penditures. We convert the 2-year growth rate of earnings, income and expenditures
into annual growth (for income and expenditures) using the formula (1 + g2y)

1
2 − 1,

and into 4-months growth (for earnings) using (1 + g2y)
1
6 − 1.

Lastly, we use sample weights to compute average growth rates.
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K.2 Expected Growth

To compute the expected growth rates in the SCE, we use our baseline sample but
do not impose that the expectations regarding labor market transitions are reported.
This allows us to also include the answer to the monthly core survey at times where
the Labor Market Module is not available. Additionally, in the baseline sample we
rely on the Labor Market Module to assign non-employed workers to U or N. Hence,
we collapse all non-employed workers (but with non-missing information) into a sin-
gle group. Every month, individuals are asked about their expected annual earnings
growth conditional that they keep their current job (Q23v2part2), about their expected
annual growth of household income (Q25v2part2), and about their expected annual
growth of household consumption expenditure (Q26v2part2). To compute the ex-
pected 4 months growth rate regarding annual earnings, we use question L3 (OO2e2)
asking currently employed respondents about their current (expected annual earnings
in 4 months). Contrary to the questions before, the latter two are part of the Labor
Market Module.

All these nominal growth rates are deflated using the reported inflation expecta-
tions (Q9): To do so, we follow Armantier et al. (2016) and use the provided estimated
mean based on the assigned probabilities to each bin of potential future inflation rates.
For the 4 month growth rate, we compute the implied 4 month expected inflation rate
using the previous formula. Then, we compute the median inflation rate for each
considered group and for each variable separately to account for the fact that not all
respondents see or answer all questions.

We further restrict the sample and exclude employed respondents earnings less
than 15,080 USD. Additionally, to be able to deflate all expected growth rates, we
require individuals to state their expected inflation rate. Finally, to account for out-
liers, we consider only those observations which fall into the 10th (5th) and 90th (95th)
percentile for each variable, conditional on having answered it.

Lastly, we then estimate the means and medians of the deflated variables. In this
step, as well as when we compute the median inflation expectation, we use sample
weights. Similar to our baseline procedure, we re-weight the weights supplied by the
SCE to match the share of each age and education cell in each labor market state of
the corresponding sample from which the actual growth rates are computed.
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L Model with Endogenous Labor Supply

In Section 4.5, we extend the baseline model by introducing an endogenous labor
supply choice of employed individuals. This modification affects the following parts
of the baseline model.

Preferences and assets:
We assume that each period individuals have one unit of disposable time, which they
can allocate to working and leisure. Preferences are described by a CRRA utility
function over current consumption and leisure:

u(c, l̄ − l) =
c1−σc − 1

1 − σc
+ A

(1 − l)1−σl − 1
1 − σl

where 1 − l is leisure, and σc, σl > 0, A > 0.

Optimization problem of the working-age individual:
A working-age individual with assets a, human capital h, labor market state s, and
productivity z, chooses consumption, labor l, and next period’s assets to solve:

WW(a, h, s, z) = maxc,a′,l u(c, 1 − l) +βθ ∑s′ ∑z′ p̂h(s′|s)πh(z′|z)WW(a′, h, s′, z′)

+β(1 − θ)WR(a′, h)
(2.1)

subject to

c + a′ = (1 + r − δ)a + y(a, h, s, z) and a′ ≥ a and 0 ≤ l ≤ 1

Let by l(a, h, z) denote the optimal policy function for labor. Earnings, y, depend on
the individual’s labor market state:

y(a, h, s, z) =


(1 − τ − τss) · w · z · h · l(a, h, z) s = employed

(1 − τ) · b(h, z) s = unemployed

T s = not in the labor force

When employed, a worker with human capital h and productivity z earns z · h ·w · l,
where w is the wage per efficiency unit of labor and z · h · l is the worker’s labor
supply in efficiency units. Unemployed workers receive benefits b(h, z), which are
a constant fraction ρu of the individual’s potential wage earnings, that is given by
b(h, z) = ρuz · h · w · l̄, where l̄(h, z) is the average labor supply by individuals with
(h, z). Individuals who are not in the labor force receive welfare transfers, denoted by
T. We model T as a constant fraction ρn ∈ [0, 1] of average labor earnings per worker
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in the economy. Average labor earnings are computed as
∫

wzhl(a,h,z)1s=edΦ(a,h,z,s)∫
1s=edΦ(a,h,z,s) ,

which is the wage per efficiency unit of labor times the efficiency labor per employed
worker.

Budget constraints of the government and the social security program:

τ
∫

wzhl(a, h, z)1s = e + b(h, z)1s = udΦ(a, h, z, s) =
∫

b(h, z)1s = udΦ(a, h, z, s)︸ ︷︷ ︸
Unemployment benefits

+
∫

T1s = ndΦ(a, h, z, s)︸ ︷︷ ︸
Welfare benefits

(2.2)

∫
bss(h)1s = rdΦ(a, h, z, s) = τss

∫
wzhl(a, h, z)1s=edΦ(a, h, z, s) (2.3)

In the calibration, we follow Marcet et al. (2007) and set A = 2 and σc = σl = 1. All
other parameters and stochastic processes are as in the baseline model.





Chapter 3

Non-Convergence of East German
Wages: Effects of Skill Shortage on
Firm Organization

1 Introduction

In 2020, three decades after reunification, average labor productivity and real wages
were still over 20% lower in East Germany than in West Germany. Over the years, a
rich literature has developed trying to explain the causes of this phenomenon. While
the focus has centered around the role of firms, highlighting especially the absence of
large firms in East Germany, it remains an open question why East Germany has not
yet fully caught up with West Germany despite featuring the same legal framework.

Induced by heterogeneity in the education system across the federal states –the
major aspect where the legal setting does differ in Germany– I document that the
share of high-skilled (i.e., highly educated) workers developed very differently across
the regions in the past three decade alongside the non-convergence of productivity
and wages. While both regions saw a strong increase in the share of high-skilled
workers, the gap widened in favor of West Germany leading to a 40% lower share in
East Germany in 2017.

Motivated by these patterns, this paper proposes and quantifies a new explanation
for the gaps in productivity and wages between East and West Germany. With firms
hiring non-homogeneous labor inputs and adjusting the organization of their pro-
duction process as emphasized in the firm organization literature (e.g., by Caliendo
et al. (2015)), the relative scarcity of high-skilled workers leads East German firms to
operate under a different organization of production, i.e., with a shifted within-firm
skill distribution, than their West German counterparts. If the different organization,
as argued in this paper, leads to smaller, less productive, lower paying firms in the
cross-section, the lower relative labor supply of high-skilled workers will not only
contribute to the observed lower wages of low-skilled workers themselves, but will
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also affect high-skilled workers, as well as productivity in East Germany. To gauge
the importance of this channel, the paper is organized into two parts.

In the first part, I perform an empirical analysis to obtain stylized facts about the
relationship between wages, within-firm composition, and firm size by exploiting two
rich administrative datasets: the Sample of Integrated Labour Market Biographies
(SIAB) and the Sample of Integrated Employer-Employee Data (SIEED).

Using the long-established SIAB, which is representative for workers, I document
wage patterns for low- and high-skilled workers over time. First regarding average
wages by skill, the skill premium is lower in West Germany in line with the larger
share of high-skilled workers in West Germany. Moreover, the large aggregate wage
gap is mirrored by the wage gap of the two skill groups. A decomposition of the
aggregate wage gap shows that the wage gap of low-skilled workers contributes the
most due to the higher number of low-skilled workers in combination with the larger
relative gap. Second, as these calculations neglect compositional effects on the worker
and firm side, I consider the marginal effect of working in each region controlling
for observables. While preserving the stability of the regional wage gaps over time,
accounting for compositional differences reduces their levels. In particular, differ-
ences in the composition of firms contribute over 40% of the unconditional gap for
high-skilled workers. For low-skilled workers, only 27% of the wage gap can be at-
tributed to different compositions, emphasizing the question about the origin of wage
differentials for this group of workers and their relation to the supply of high-skilled
workers. Accounting for compositional differences in the decomposition leads to a
small direct effect of a lower high-skilled share of less than two percentage points.

Following up on the importance of establishment characteristics1 for high-skilled
wages, I use the SIEED to analyze the relationship between the workforce composi-
tion of an establishment, its size as well as the wages paid to each worker type. This
is possible since the recently published SIEED provides information on the whole
workforce of sampled establishments and is representative at the establishment level.
I find a positive relationship between the size and the share of high-skilled workers in
an establishment, as well as positive semi-elasticities regarding wages for both worker
types and regions controlling for observables including firm size. This is in particular
true for low-skilled in East Germany with an estimated coefficient of 0.472 implying
a 8.6% higher wage when working for a firm with a one standard deviation higher
share of high-skilled workers. Repeating the exercise on a yearly frequency, the re-
gression implies an up to 7% higher wage for low-skilled workers in East Germany in
a counterfactual world, where East Germany has the same aggregate workforce com-
position as West Germany. This indicates a more important role for the lower relative

1While the datasets do not allow to link establishments to firms, I use the terms establishments, firms,
and plants interchangeably.
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labor supply as suggested by the small mechanical effect when considering additional
effects operating via the firm side. Naturally, since the firm distribution is endoge-
nous, to estimate effects on productivity and to be able to perform counterfactual
experiments, I use these results as input to a structural model.

In the second part, I utilize a general equilibrium model, informed by the empirical
part, to quantify the effects of the smaller relative supply of high-skilled workers in
East Germany on the firm distribution, on wages as well as on productivity. At its
heart, frictions in the labor market are responsible for differences in wages across
firms and regions. The model builds on Kaas and Kircher (2015) which provides
a tractable framework in the presence of large firms operating in a frictional labor
market. In the model, firms face convex vacancy posting costs, leading to a trade-off
between offering higher wages to attract more applicants or to post more vacancies.
As a consequence, the model features wage heterogeneity across firms with different
growth rates, age and size.

I extend the baseline model in two main dimensions: First, to mirror the empirical
analysis, I introduce ex-ante worker heterogeneity in the form of low and high-skilled
workers. These workers differ in terms of their productivity as well as in their labor
market transition rates, and are both needed in the production process of firms. The
complementarity across worker types in the production function is motivated by the
positive relationship between wages for low-skilled workers and the skill composition
within firms. Second, I include an additional dimension of heterogeneity on the firm
side which I label the firm type. Firm types differ in their production function and
in their vacancy posting cost function. This generates (additional) heterogeneity in
the composition of the workforce among firms and provides tractability as the model
stays block-recursive. The model replicates the positive wage-share relationship as
the firm type with a higher output elasticity of high-skilled workers, employs rela-
tively more of these workers and pays higher wages economizing on vacancy costs.
Moreover, I keep the model tractable in the presence of rich heterogeneity by impos-
ing two assumptions. First, I assume that workers do not endogenously choose their
educational attainment based on their employment prospects as educational choice is
outside of the scope of this paper. Second, I make the strong assumption that the two
labor markets are completely separated such that workers cannot transition between
the two regions. While this limiting case of spatial frictions is clearly not observed
in reality, the empirical section provides evidence that migration between East and
West Germany played only a minor role regarding differences in the relative supply
of high-skilled workers. Together, the two assumptions imply that the relative supply
of workers in each region is exogenous, simplifying the model considerably.

The model is calibrated to East Germany in 2015 and the experiment increases the
relative supply of high-skilled workers to the West German level. Keeping all other
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variables fixed at their calibrated values, the experiment compares the firm distribu-
tion, wages, and productivity of this counterfactual scenario to West Germany. In
the experiment, the firm distribution shifts towards larger firms, and the elasticity of
wages with respect to the high-skilled share decreases in line with the data. Most
importantly, the model implies that 26% of the wage gap after controlling for worker
and job characteristics between East and West Germany can be explained by the dif-
ferent relative supply of workers. For the wage gaps conditional on worker skill, this
number changes to about 25% for low-skilled and over 5% for high-skilled worker,
highlighting the importance of high-skilled workers for low-skilled wages. Finally,
the model predicts output to increase by over 5% which would close the aggregate
productivity gap by approximately 20%.

Related Literature I This paper is related to various strands of the literature. First, the
paper contributes to the literature studying wage and productivity differences within
Germany. While this literature saw continued contributions over the last decades (see
Burda (2006), Uhlig (2006), Fuchs-Schündeln and Izem (2012) among others), newly
available micro datasets spurred new interest. Focusing on the years directly fol-
lowing the German Reunification, Findeisen et al. (2021) find that the reallocation of
workers across firms within East Germany, in particular the shrinking of large firms,
was an important factor for the fast, initial growth of East German wages. In a similar
spirit, Heise and Porzio (2022) study the impact of spatial and labor market frictions
on the misallocation of labor across firms and regions. They find that productivity dif-
ferences are the major driver of lower wages in East Germany, but differences across
workers (”home location”) also contribute substantially. Bachmann et al. (2022) em-
phasize the different plant size distribution in combination with a different size-wage
relationship across the regions, and use a model about plant entry and consumer
accumulation to explain the lower productivity in East Germany. My paper comple-
ments this strand of the literature. In contrast to Heise and Porzio (2022), worker
types in my model differ by skill instead of home location. Together with additional
heterogeneity on the firm side and complementarities across workers and firms, this
leads to a more detailed firm distribution where the workforce composition matters,
at the cost of the rich spatial structure. Compared to Bachmann et al. (2022), instead
of a reduced form size-wage relationship, my model features labor market frictions
and richer worker heterogeneity which allow to look at the effects of workforce com-
position within firms in addition to the size of firms. Methodologically, in particular
regarding the experiment, the paper is closest to Bachmann et al. (2022), which also
analyzes the two regions in the model in isolation.

Second, the paper is related to the literature studying the effect of factor misallo-
cation on aggregate productivity in general (e.g., Hsieh and Klenow (2009)), and the
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effects of labor market frictions in particular (e.g, Bilal et al. (2021), Elsby and Gottfries
(2022) and Heise and Porzio (2022)). It also relates to Grobovšek (2020) which studies
the effect of law enforcement on the internal organization of firms and in turn on
aggregate productivity. The paper contributes to this literature by combining these
two directions and studying the effects of labor market frictions in the presence of
heterogeneity in the organization of firms.

Third, regarding the empirical results, the paper is related to three different strands
of the literature. The first strand concerned with explaining productivity differences
across firms, looks at the workforce composition within firms (see Doms et al. (1997)
and Haltiwanger et al. (1999) for early influential contributions) estimating positive
correlations between the skill distribution of firms and proxies for firm productivity
like the use of advanced technologies (Abowd et al., 2007) or firm size (Antonelli et al.,
2010), among others. The second strand analyzes the effects of trade liberalization on
wage inequality and the skill premium which was strongly influenced by the find-
ings of Bernard and Jensen (1997) that the observed increase in relative demand for
skilled labor in manufacturing during the 1980s was mainly driven by the increase
in employment at exporting plants. This literature finds that the wage effects of ex-
porting depend positively on the skill composition (Munch and Skaksen, 2008) and
that exporters are larger and more skill intensive than non-exporters (Bernard et al.,
2007). Augmenting the Melitz (2003) model with firm heterogeneity in skill intensity,
Harrigan and Reshef (2015) provides a theory that predicts that trade liberalization
leads to an increase in the relative demand for skill and greater trade volumes as
the most productive, most skilled firms expand. While not considering the exporting
status of firms, both strands are in line with my empirical findings that large firms
are, on average, more skill intensive, and that they pay higher wages to both types
of workers. Additionally, by nature of regarding the relative labor supply of low and
high-skilled workers and their wages, the paper is related to the literature concerned
with skill biased technical change (see, e.g., Acemoglu (2002) and Violante (2008)).
However, I do not consider a change of technology over time and focus on the role
of firms. Finally, the empirical (and model) results are related to Eppelsheimer and
Möller (2019). They find that inflows of high-skilled workers generate positive exter-
nalities on wages as predicted by the size-share regression and the experiment in this
paper.

Fourth, in terms of the model, I mainly build on Kaas and Kircher (2015) which
introduced large, slow growing firms in a model with directed search. Compared
to other papers in this literature like Schaal (2017) and Eeckhout and Kircher (2018),
vacancy costs are non-linear, implying that firms do not directly jump to their optimal
level of employment. In the presence of worker heterogeneity, this implies an addi-
tional source for differences in the composition of the workforce within firms. I am
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not the first to introduce worker heterogeneity in the framework of Kaas and Kircher
(2015). Mueller et al. (2022) extend the model with two worker types to study the
relationship between the duration of a vacancy and the starting wage. However, they
assume that there are no interactions between different worker types within the firm,
i.e., output and vacancy costs are additively separable. This effectively means that in
terms of wages and output, their framework is observationally equivalent to a setting
where two different firm types hire only a single worker type, hence leaving no room
for the organization of the firm to affect productivity. This is in contrast to a growing
literature emphasizing worker complementarities during the production process (see,
e.g., Herkenhoff et al. (2018) and Jarosch et al. (2021)). In this regard, my model re-
lates to Cahuc et al. (2008), Eeckhout and Pinheiro (2014), and Caliendo et al. (2015)
among others that study the organization of firms.

Outline I The remainder of the paper is structured as follows. In the next section, I
describe the datasets and define worker skill. Section 3 contains the empirical analysis.
In Section 4, the model is laid out. Section 5 discusses the calibration of the model
and Section 6 presents the model fit as well as the results of the model. The main
experiment is conducted in Section 7. Section 8 concludes.
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2 Data

For the empirical analysis and to calibrate the model, I exploit three administrative
datasets: the Sample of Integrated Labour Market Biographies (SIAB) 1975-2019, the
Sample of Integrated Employer-Employee Data (SIEED) 1975-2018, and the Establish-
ment History Panel (BHP) 1975-2019.2 All datasets are provided by the Research Data
Centre (FDZ) of the German Federal Employment Agency (BA) at the Institute for
Employment Research (IAB) and were accessed on-site at the FDZ and remotely.

The datasets share the Integrated Employment Biographies (IEB) as their basis,
but differ in their sampling strategy and in the available pieces of information. The
IEB contains, among others, the universe of all employment spells subject to social
insurance, all unemployment spells eligible for unemployment benefits as well as all
registered job seekers at the Federal Employment Agency. Therefore, the IEB captures
the whole German labor market except for employed workers not subject to social
insurance like self-employed and civil servants. Depending on the year, it accounts
for 66% to 75% of total employment in Germany according to the BA.

For individuals, the IEB comprises information on gender, year of birth, the fed-
eral state of the residence, vocational training, and school leaving qualification. For
establishments, the industry, the date of the first and last appearance, as well as the
federal state of the workplace are available. Additionally, aggregated worker infor-
mation on the establishment level, like the number of full-time worker are included.3

Most importantly, the IEB contains daily information about the labor market status of
each individual, details about the occupation, as well as the average daily4 wage5 or
benefit over the horizon of the spell.

The next three sections describe the sample selection and the datasets in detail.
Section 2.4 explains the definition of the skill groups used throughout the paper.

2To be precise, the datasets are the weakly anonymous Version of the Sample of Integrated Labour
Market, Biographies (SIAB) – Version 7519 v1, the Sample of Integrated Employer-Employee
Data(SIEED) – Version 7518 v1, and the weakly anonymous version of the Establishment History
Panel – Version 7519 v2.

3For the complete list see Frodermann et al. (2021). Some variable like the location of the residence
or workplace are available on a less aggregated level but only accessible upon special request.

4Since establishments have to issue a notification not only if a worker starts or ends working, but also
at the end of each year, the reported daily wage represents at worst an average over the whole year.

5Gross daily wages are reported in Euro and are top-coded due to employers only having to report
earnings up to the (time- and region-varying) upper earnings limit for the statutory pension insur-
ance. For example, this limit was 190.68e (213.70e) per day in East (West) Germany in 2018. To
gauge the impact of the top-coding, I perform robustness exercises without any top-coded wages
and with imputed wages using the procedure of Dauth and Eppelsheimer (2020) based on Card
et al. (2013).
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2.1 Sample of Integrated Labour Market Biographies (SIAB)

The Sample of Integrated Labour Market Biographies constitutes a 2% random sample
of all individuals with at least one entry in the Integrated Employment Biographies
between 1975 and 2019. This implies that the SIAB is representative for employed and
job-seeking individuals in the German labor market excluding those not subject to
social insurance.6 In addition to the pieces of information described earlier, the SIAB
is enriched by variables describing total employment and averages wages for different
subgroups within each establishment as well as by firm and worker fixed effects.7

Over the whole horizon, the SIAB contains over 1.9 million individuals with more
than 51 million spells.8 Therefore, the SIAB is best suited to analyze the evolution
of the East and West German labor market since reunification on a worker level. In
particular, I consider the time span from 1993 to 2017 as 1993 constitutes the first year
for which the SIAB provides full information on the East German labor market. I
do not use the last two years of the SIAB, as the data in the last three years are not
finalized and might be updated in the future, and to stay consistent with the SIEED.9

Throughout the paper, I consider only (spells at) establishment in the non-primary,
private sector following Bachmann et al. (2022). For the empirical analysis, I generate
an annual dataset by regarding only the spells covering June 30 in each year –the date
for which information about the establishments are available in the IEB– and selecting
the main employment spell, i.e., the spell with the highest daily wage. Due to the
absence of information on working hours, I restrict the sample further to only full-time
working individuals without marginal employment. Additionally, I do not include
workers in vocational training or employed by a temporary work agency. Finally, I
consider individuals aged 16 to 60, with a strictly positive wage, and with information
about their working region as well as their (imputed) educational background (see
Section 2.4). As reported in Table 3.7 in Appendix A.1, these restrictions result in
a sample with at least 231,000 observations per year in West Germany and 36,000
observations per year in East Germany.

2.2 Sample of Integrated Employer-Employee Data (SIEED)

For the Sample of Integrated Employer-Employee Data, a 1.5% random sample of all
establishments with at least one entry in the Integrated Employment Biographies at
the reference date of June 30 in a year between 1975 and 2018 is drawn. Therefore,

6Marginal part-time employment is recorded from 1999 onward.
7The so-called AKM fixed effects due to Abowd et al. (1999) are described in Bellmann et al. (2020).
8See Frodermann et al. (2021) for further information about the dataset and the sampling procedure.
9Note that 2016 is the last year containing the final version of the IEB dataset. For 2017 and 2018, a

preliminary version of the IEB subject to delayed reports is used. However, as all reports from the
succeeding 18 months (instead of the usual 36 months) are included, the missing spells for 2017
should be sufficiently small.



2. DATA 133

the SIEED is representative for German establishments.10 For all employees working
at least for one day at one of these establishments, all employment spells between
1975 and 2018 are available. This implies that for sampled establishments the entire
workforce and the wage structure is observable in the dataset over the whole horizon.
Additionally, also the wages and establishments before and after working at one of
the sampled establishments are in the dataset. However, for these establishments, it
is not guaranteed that all employees are observed, and will be excluded in the main
sample. Except for the different sampling strategy, the SIEED contains the same basic
variables as the SIAB which are described in the previous section.11

The raw dataset contains over 5.2 million establishments (with and without full in-
formation about the workforce) and over 5.5 million individuals with more than 157
million individual spells. Mirroring the procedure applied to the SIAB, I consider
the years 1993 to 201712 after the German Reunification and apply the same sample
restrictions. After cleaning, the dataset contains at least 14,300 (2,700) sampled estab-
lishments with a combined workforce of at least 186,000 (28,000) per year for West
(East) Germany.

2.3 Establishment History Panel (BHP)

The Establishment History Panel represents a 50% random sample of all establish-
ments with at least one entry in the Integrated Employment Biographies at the refer-
ence date of June 30 between 1975 and 2019. For sampled establishments, all years
where the establishment employs at least one worker subject to social security are
included. To allow for a total of over 3.3 million establishments, only establishment
characteristics and worker information aggregated to the establishment level like the
number of workers of different groups (e.g., by gender or vocational degree) and
their average wage are available. Moreover, the extension file ”entry and exit” is used
which provides additional information on the type of establishment entry and exit
using the method described in Hethey and Schmieder (2010).

As described in Section 2.1, I restrict the sample to the years between 1975 and 2017
and to establishments in the private, non-primary sector. The final dataset contains
615,000 (124,000) establishments in West (East) Germany in 1993 with more establish-
ments entering the sample each year. Table 3.7 reports the number of establishments
in each year and region.

10The datasets do not allow to link establishments to firms.
11See Schmidtlein et al. (2020) for further information about the dataset and the sampling procedure.
12One year earlier than in the SIAB, 2015 is the last year containing all employment spells from the

IEB. In the following years, the degree of underreporting is increasing. Hence, especially for 2018,
not all employees in a given establishment can be observed.
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2.4 Worker Skill

Throughout the paper, I refer to workers having different levels of skill. The level of
skill an employee possesses is based on the highest educational degree at the start
of the employment spell. Since information about educational and vocational attain-
ments are not relevant for social insurance, the share of missing values for the edu-
cational variable in my main sample of the SIAB is relatively high and increases over
time reaching about 45% after the change in occupational codes in 2011 and settling at
around 20% to 25% in the subsequent years (see Frodermann et al. (2021) for a discus-
sion of this issue). Furthermore, as establishments do not always update the reports
as soon as an employee obtains a new degree or completes a training program, job
movements are often accompanied by a change in the educational variable. Finally,
education is not consistently coded over time, with education groups being merged
and separated with the introduction of the new occupation classification system in
2011.

To alleviate these issues, I impute the school leaving qualification of a worker, schule,
similar to Thomsen et al. (2018): First, I harmonize the variable over time classifying
everyone without an entrance qualification for University (or University of Applied
Sciences, FH) –usually a high-school degree– to be low-skilled and everyone with
such an qualification as being high-skilled. Second, for all workers with only low-skill
(high-skill) spells, I set the spells with missing education values to be low-skill (high-
skill). Since all workers in my sample are at least 16 years old and full-time employed,
I expect that the majority of workers with high-school degrees have completed school
already at the point of entering the sample. Third, for workers with low-skill as well
as high-skill observations, I write the qualification levels forward until a new level
is reached. This is done only for the subset of workers which have monotonically
increasing levels of skill. I do not impute any spells for workers with decreasing levels
of skill.13 With this imputation strategy, I reduce the number of missing observations
to less than 8% per year in each region and skill group. Figure 3.17 in Appendix A.2
shows the share of missing observations for East and West Germany before and after
the imputation procedure.

13Thomsen et al. (2018) imputes a combination of vocational and educational variables, while I only
impute the level of education. Furthermore, they impose monotonicity by writing the level of
qualification forward until a new level is reached. However, many workers are classified to be
highly qualified in the beginning of their employment biographies with subsequent missing and low
qualification periods. These spells are on average also associated with a very low wage. Therefore,
I do not follow their monotonicity assumption.
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3 Empirical Analysis

This section contains the main empirical analysis. Section 3.1 presents the well-known
puzzle of non-converging productivity and wages between East and West Germany.
Section 3.2 introduces differences in the education systems and documents the diver-
gence in the share of high-skilled workers. Wage differences between skill groups
are analyzed in Section 3.3. Finally, Section 3.4 considers the workforce composition
within firms and their relation to wages.

3.1 Aggregate Productivity and Wages

To set the stage for the remainder of the paper, Figure 3.1 –adapting the first plot
in Bachmann et al. (2022)– compares the development of average labor productivity
(Panel 3.1a) and yearly compensation (Panel 3.1b) per worker between East and West
Germany over time.14 As the figure shows, East German labor productivity and
wages were under 60% and 40% of their West German counterparts, respectively,
one year after the reunification, but started to catch up quickly in the following four
years. By 1995, one third of the original wage gap was already closed. However,
in the subsequent years, the East German convergence came to a complete halt as
labor productivity and average wages started to feature very similar dynamics for
both regions. Consequently, the differences remained stable from 1995 to 2014. In the
recent years, the gaps started to shrink again, but by 2020 –three decades after the
reunification– East Germany still featured a 23% lower labor productivity and 20%
lower wages than West Germany.

3.2 High-Skilled Worker Share

The non-convergence of productivity and wages of the previous section is especially
puzzling in the light that East and West Germany feature the same legal system.
However, while the legal framework and many labor market institutions are the same,
one important source for legal differences across the federate states (states in the fol-
lowing) is their constitutionally guaranteed responsibility for culture in general, and
for education in particular.15 After the Second World War and the adoption of the
constitution, the states in West Germany re-instated different education systems. In
contrast, the education system in East Germany was centrally governed during the ex-
istence of the German Democratic Republic (GDR). After the German Reunification,
the East German states gained control over the education system, and had to drasti-
cally re-design the curriculum as well as the whole system itself (see Fuchs-Schündeln

14See Bachmann et al. (2022) for statistics regarding working hours and the whole economy.
15Article 30 and Article 70 par. 1 GG
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(a) Output per worker (b) Compensation per worker

Figure 3.1: The figure shows average yearly output and average yearly compensa-
tion per worker for East and West Germany over time. The connected
line represents the private, non-primary sector, while the dotted line also
includes the mining sector. Average output per worker is measured as
log(gross value added/number of worker). All numbers are deflated.16

Source: national accounts (VGR)

and Masella (2016)). This development over time led to very heterogeneous education
systems across Germany.

While it is not the goal of the paper to evaluate education systems, these differ-
ences have important implications for the labor force composition in the regions.17 As
Figure 3.21d in Appendix A.6 shows, the participation rates in the education system
among 15 to 19 years old in East German states are the lowest among all states for
both 2004 and 2019. In combination with the older age structure in East Germany,
this implies that the population share of students is lower in East Germany than West
Germany as visible in Figure 3.21b.18

As depicted in Figure 3.2, this relative lack of students over time is reflected in a
lower share of high-skilled (full-time employed) workers (i.e., workers with an en-
trance qualification for university as defined in Section 2.4) in East Germany com-
pared to West Germany.19 Moreover, the figure shows that at the same time of the
non-convergence of productivity and wages, the share of high-skilled workers has

16Throughout the paper, I use the procedure from Bachmann et al. (2022) to deflate prices in each
region: Using county-level consumer price indices taking into account housing, goods, and services
for 2016 from Weinand and von Auer (2020), I compute an aggregated price index for East and West
Germany, weighting each county with its population. Then, setting 2016 as the base year, I use the
deflated time series of regional GDP from national accounts (VGR), to generate price indices for
each year of the sample.

17In line with the skill definition from Section 2.4, I focus on primary and secondary education.
18Despite East German states having higher expenditures per student (Figure 3.21), this leads expen-

diture over population (Figure 3.21c) to be higher in West Germany after being lower before 2002.
19Figure 3.18 in Appendix A.3 compares the skill share among workers to the skill share for all em-

ployed and unemployed individuals in the SIAB. Due to the small differences and the fact that the
SIEED only contains employment spells, I focus on the high-skilled share among the employed.
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Figure 3.2: This figure depicts the share of high-skilled workers for East and West
Germany over time. High-skilled workers are defined to have at least a
high-school degree. See Section 2.4 for more details. Data source: SIAB

diverged. Four years after reunification, the high-skill share was very similar for East
and West Germany. While it rose by nearly 0.6 percentage points on average each year
in West Germany until 2010, the growth rate was less than a third (0.16 p.p.) in East
Germany. Hence, by 2010, West Germany featured a 6 percentage point higher share
than East Germany. 2011 and 2012 are less reliable for the skill measure as discussed
in Section 2.4 due to the change in the classification system of occupations and asso-
ciated changes. In the dataset, these years imply a sharp increase in the high-skilled
worker share in both regions. After 2012, the growth rates are again constant in both
regions and comparable to the earlier period. In 2017, the latest year of the sample,
the high-skilled worker share was about 18.5% in East Germany – 40% lower than the
share in West Germany.20

One alternative explanation for the differential change in the high-skilled share
across the two regions are migration flows. Despite considerable gross flows between
East and West Germany, migration however only contributes up to 10% of the gap in
the share of high-skilled workers as discussed in Appendix A.5. Therefore, the major-
ity of the divergence is driven by changes in the composition of workers within each
region. This is consistent with the aforementioned patterns: a decrease (increase) in
the participation rate of young workers in the education system in East (West) Ger-
many, a resulting increase (decrease) in the share of people with a secondary school
degree in East (West) Germany, and an older population in East Germany. Together
with the larger skill premium documented in the next section and the stronger in-
crease in the employment-to-population ratio by education in East Germany shown
in Table 3.8 in Appendix A.7, I interpret this larger share of high-skilled workers as

20Appendix A.4 verifies the robustness of this trend regarding the imputation procedure and variable
choice, and shows that the trend is confirmed by the Microcensus using a different sample.
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Figure 3.3: The figure shows the implied yearly log wages by skill group for East
and West Germany. All numbers are deflated. Data source: SIAB

supply driven as opposed to originating from differential firm demand across the
regions.

After having documenting the higher and diverging relative supply of workers in
West Germany compared to East Germany, the next section focuses on the wages for
the different groups of workers.

3.3 Wage Heterogeneity

In the light of the different trends in relative labor supply between East and West
Germany, I shift my attention from aggregate wage differences to wage developments
by worker skill. The main objectives of this section are to quantify the contribution of
each skill group regarding the aggregate wage gap and to analyze the wage patterns
over time. In particular, the question is whether the stability of the aggregate wage
gap is driven by opposing forces for each group or whether the non-convergence of
wages of the aggregate level applies to the individual groups as well.

To answer these questions, I turn to the SIAB.21 I first consider again average wages
but slice the sample by worker skill. Figure 3.3 shows implied yearly average wages
for each skill group and region. As the figure presents remarkable clearly, the non-
convergence of average wages between East and West Germany applies to average
wages for each skill group, too. Additionally, the figure allows for a comparison
between the wage gaps of the two skill groups. While absolute wage gaps are quite
similar with a 28e and a 30e lower daily wage for low- and high-skilled workers in
East Germany, respectively, the relative wage gap is significantly larger for low-skilled
workers: the average wage for this group is about 27% lower in East Germany while
high-skilled workers earn about 20% less. Finally, in line with the lower share of

21Figure 3.22 in Appendix A.8 compares averages wages in the SIAB to the ones obtained from national
accounts and finds no differences exceeding those expected by the different sample construction.
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(a) Absolute contribution (b) Relative contribution

Figure 3.4: The figures decompose the difference in average real wages for East and
West Germany into two main components: first, the difference in the
share of high-skilled workers weighted by the skill premium in East Ger-
many and, second, the difference due to the wage gaps of the skill groups
weighted by the size of the groups in West Germany. Additionally, the
last component is split into the contribution of each group separately
by multiplying the corresponding wage gap with the relative size of the
group. See equation (3.1) for details. Data source: SIAB

high-skilled workers in East Germany, the skill premium is higher in East Germany
(a wage ratio of 1.45 compared to 1.37 in 2017), indicating that labor demand affects
are not the main driver of the observed divergence in relative supply.

To gauge the importance of the differences in the size of each skill group (Figure
3.2) vis-à-vis their wage gaps (Figure 3.3) for the aggregate East-West German wage
gap, I perform the following accounting exercise for each year:

wwest − weast = swest
(

wwest
high − weast

high

)
+
(
1 − swest) (wwest

low − weast
low
)

+
(
swest − seast) (weast

high − weast
low

) (3.1)

where s denotes the share of high-skilled workers and w represents the average
daily wage of the specified group. This yields a decomposition into three compo-
nents: The first and second component measure the differences in average wages for
high- and low-skilled workers fixing the share of high-skilled workers to the West
German level. Together, these two terms measure the wage gap between East and
West Germany, if both regions had the same, West German high-skilled share. The
last component represents the contribution to the wage gap due to a smaller share of
high-skilled workers in East Germany accounting for the East German skill premium.

Figure 3.4 displays the absolute and relative contribution of each of the three com-
ponents over time. The figure presents two important implications of the documented
stability of the wage gaps for the two worker groups: First, the strong rise in the share
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of high-skilled workers in West Germany implies that the contribution of high-skilled
workers and their wage gap increased over time, from about 10% in 1995 to 27% in
2017. However, since the majority of workers in both regions are low-skilled, they
contribute the most to differences in the average wage. Second, the contribution of
the difference in the high-skill shares increases substantially over time, from about 0%
in 1995 to 15% in 2017, as a direct consequence of the divergence in the share across
the regions. Mechanically, this implies that the aggregate wage gap had been be 15%
lower in 2017 and had changed by -7% instead of 9% compared to 1995, if East Ger-
many would have seen the same growth in the share of high-skilled worker as West
Germany.

While this contribution seems large at first glance, by its nature, this simple account-
ing exercises abstracts from any additional compositional differences across East and
West Germany and endogenous reactions thereof in response to a change in the share
of high-skilled workers. Whereas the quantitative model of Section 4 is used to study
the effects operating through the firm side in detail, the remainder of the section takes
differences in the composition of workers and firms more serious.

There are many potential reasons why compositional differences might lead to
higher wages in West Germany than in East Germany. For example it might be
that workers in West Germany are on average more experienced, therefore earning
a higher wage. Moreover, a common explanation for wage differences between East
and West Germany is the differential in firm characteristics, since establishments are
smaller in East Germany, and firm size is positively associated with the wage level as
documented in Bachmann et al. (2022).

To evaluate the importance of difference in the composition of workers and firms
across the regions, I re-estimate the East-West German wage gap conditional on
worker skills controlling for additional worker and firm-level observables. To do so, I
estimate the following regression for each year

log(wit) = α + βwWestit + βhHighit + βwhWestit × Highit + γXit + uit (3.2)

where High and West are binary variables indicating high-skilled workers and a work-
place in West Germany, respectively. X can include additional worker characteristics
in the form of age, age squared, and sets of dummy variables regarding gender, 3-
digit occupations, and 12 different industries as well as firm age and log firm size
depending on the specification.22 The main interest lies in the β coefficients, since
βw (βw + βwh) measures the wage premium of working in West Germany for low-
skilled (high-skilled) workers. I run the regression with three different specifications
to estimate the impact of compositional differences: In the first specification, I use no

22Including six distinct levels measuring the vertically of jobs as motivated by Bayer and Kuhn (2019)
has very little effect.
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(a) Low-skilled (b) High-skilled

Figure 3.5: The two panels show the estimated East-West German wage gap for low-
skilled (left panel) and for high skilled (right-panel) for three different
specifications: unconditional, conditional on worker and job character-
istics, and additionally conditional on firm characteristics. The gaps are
defined as βw and βw + βwh from equation (3.2). The shaded areas rep-
resent the corresponding 95% confidence intervals. Data source: SIAB

additional controls (X is empty). In the second specification, X contains all variables
listed above except firm age and size. The third specification features the full set of
control variables.

Figure 3.5 plots the estimated wage gap for each specification and for each skill
group (βw and βw + βwh).23 Focusing on the low-skilled in Panel 3.5a, the evolution of
the wage gaps over time remains nearly unchanged when controlling for additional
observables. In particular, the only years where the shape differs when controlling for
worker and occupation characteristics are the ones corresponding to the change in the
occupational classification system. From 2014 onward, these differences disappear. In
contrast to the behavior over time, the level of the wage gap drops the more control
variables are included, from around 36% for the unconditional case to around 29%
and 23% when controlling for worker/occupation as well as worker/occupation/firm
characteristics, respectively. This implies that about 35% of the relative gap for low-
skilled workers are due to compositional differences in the included variables across
East and West Germany. In other words, 65% of the 0.3 log-point difference for low-
skilled workers are left unexplained. The wage gap for high-skilled workers behaves
similarly as the one for low-skilled as shown in Panel 3.5b. Again, the patterns across
the specifications differ the most for the years 2011 and 2012, and the wage gap de-
clines in the number of included control variables. In contrast to Panel 3.5a, the un-
conditional level is lower, and the estimated gap drops stronger for the specification
where firm characteristics are included –from 27% for the unconditional case to 24%

23Appendix A.12 shows the same plots excluding censored wages or imputed wages. While the level
for high-skilled workers is slightly different, the overall patterns are the same.



142 CHAPTER 3. NON-CONVERGENCE OF EAST GERMAN WAGES

(a) Absolute contribution (b) Relative contribution

Figure 3.6: The figures decompose the difference in wages controlled for worker
and occupation characteristics (equation 3.2) for East and West Germany
into two main components replicating Figure 3.5. See equation (3.1) for
details. Data source: SIAB

when controlling for worker and occupation characteristics to 15% for the specifica-
tion with firm characteristics. In total, compositional differences account for around
45% of the observed unconditional wage gap for high-skilled workers. For the specifi-
cation with worker and occupation controls, the skill premium in each region declines
compared to before, but still features a higher skill premium in East Germany (wage
ratio of 1.16 for East Germany and 1.12 for West Germany). Finally, the difference
between the wage gaps across the two groups remains surprisingly similar at around
ten percentage points for the unconditional case as well as when controlling for the
full set of observables.

To gauge the contribution of the two skill groups accounting for compositional dif-
ferences, Figure 3.6 repeats the previous decomposition, but instead of average wages
considers the implied wages after controlling for worker and occupation character-
istics from the previous regression. As the figure shows, the mechanical effect of a
larger high-skilled share plays indeed a very minor role: in 2017 it accounts for less
than 2 percentage points (7% of the gap). In contrast, the decomposition assigns a
more important role than previously to the contribution of low-skilled workers.

In summary, more experienced workers and larger firms in West Germany, as well
as other observed compositional differences account for an important share of around
40% of the relative wage gaps for both groups across the two regions. However, the
wage gaps across all skill groups and specifications are very stable after 1995 imply-
ing that the non-convergence of wages for low- and high-skilled workers between
East and West Germany is not driven by compositional effects along the included di-
mensions. Additionally, low-skilled workers feature a robustly higher relative wage
gap, emphasizing their contribution in combination with their higher relative supply.
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Figure 3.7: The figure shows the three quartiles and the mean of the employment
weighted, within-firm high-skilled share distribution for different firm
size groups in East and West Germany. While the box represents the
quartiles, the circles indicate the mean of the distribution. To obtain
sufficient observations for the largest size group, all years are pooled.
Data source: SIEED

The implied mechanical effect from increasing the share of low-skilled workers in
East Germany to the West German level while keeping all other factors like the firm
distribution constant, implies a very minor effect.

3.4 Firm Organization

In light of the strong effects of firm-level variables on individual wages documented
in the previous section, the questions of this section are: To what extent do firms
in West Germany employ a different within-firm composition of workers, i.e., have
a different organization of work, and to what extent does this explain the higher
wages for low- and high-skilled workers in West Germany. In other words, are there
additional effects of the higher relative supply of high-skilled workers operating via
the firm side complementing the minor mechanical effect from the previous section?
While the quantitative model from Section 4 will be used to study the effects in detail,
this sections provides suggestive evidence by documenting differences in the firm
share distribution across the regions and by comparing wages of workers in different
firms along this distribution. To do so, this section exploits the SIEED which contains
full information on the workforce of the sampled firm.

To start, the first set of bars in Figure 3.7 visualizes the 25%, 50%, and 75% quan-
tile as well as the mean of the employment-weighted within-firm high-skilled share
distribution for East and West Germany. In line with the higher average high-skilled
share in West Germany implied by the SIAB, the average high-skilled share is also
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Low-skilled wage High-skilled wage

West Germany East Germany West Germany East Germany

High-skilled share 0.304 0.472 0.085 0.150
(0.001) (0.001) (0.017) (0.004)

Log firm size 0.065 0.069 0.058 0.085
(0.0001) (0.00009) (0.00003) (0.0002)

N 3,915,249 744,096 936,427 129,513
R2 0.50 0.49 0.49 0.47

Table 3.1: Regression results for estimating equation (3.3). Standard errors are in
parenthesis. Additional control variables include dummies for gender,
occupation, industry, year, as well as worker age, worker age squared
and firm age. All years are pooled. See Table 3.10 in Appendix A.14 for
an extended version. Data source: SIEED

higher for West Germany in the SIEED.24 Additionally, the median firm-level share as
well as the 75% quantile are higher in West Germany, and West Germany features a
larger dispersion across firms.

One potential explanation for these observed differences in the high-skill share dis-
tribution are differences in the industry and size composition across the regions in
combination with a strong correlation between industry or size on the one hand and
the skill share on the other hand. To explore these relationships, Figure 3.23 in Ap-
pendix A.9 shows the share distribution by industry, while Figure 3.7 additionally
provides a slice across four different firm size groups. Indeed, the average as well
as median high-skill shares are increasing in firm size, except for the largest size bin
which suffer from a low number of observations. However, the dispersion of shares
within each size groups stays high and the larger mean and median share across
firms in West Germany also hold for the three bottom size groups. This implies that
size differences are not the single driver for differences in the firm-level high-skilled
share. Regarding the relationship between high-skilled share and industry, Figure
3.23 reveals large differences across industries, but no clear picture emerges when
comparing East and West Germany. The results of a regression of firm size, age, and
industry as well as the region on the high-skill share are presented in Table 3.9 in
Appendix A.10. The table shows that a 1 percent larger firm is estimated to have a 1.2
percentage point larger high-skilled share confirming the positive relationship when
controlling for firm characteristics.25

Before estimating the effect of the workforce composition within the firm on wages
controlling for size and industry, Figure 3.26 in Appendix A.13 plots the firm-level

24The difference presented in the figure is smaller than the one obtained from the SIAB, as I pooled all
years.

25Including an interaction term between firm size and East Germany is not significant implying the
same size-share gradient across the regions.
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Figure 3.8: Counterfactually implied change in wages by worker type, based on
yearly regressions of type (3.3) and the difference between the share of
high-skilled worker in West Germany and East Germany. The shaded
areas represent 95% confidence intervals. Data source: SIEED/SIAB

average wages for low- and high-skilled workers by firm share and firm size bins for
East and West Germany. Apart from the well known positive size-wage relationship,
a positive share-wage gradient is visible within each size bin for both worker types.

To estimate the marginal effect of a larger high-skilled share at the firm level on
individual wages, I use the following equation

log(wit) = α + βShareit + δSizeit + γXit + uit (3.3)

where β is the main coefficient of interest, Shareit measures the ratio of high-skilled
workers to all workers within the firm of worker i in year t, and Sizeit represents
log employment of the firm. X contains additional control variables in the form of
dummies for gender, occupation, industry, year, as well as worker age, worker age
squared and firm age. To detect any differences between East and West Germany as
done by Bachmann et al. (2022) for firm size only, I run separate regressions for each
region and skill type. Table 3.1 lists the results.26 Not surprisingly given Figure 3.26,
a positive relationship between the high-skill share and wages is obtained. However,
the magnitude of this semi-elasticity differs greatly between East and West Germany
and for low and high-skilled worker: it is stronger for East Germany and stronger for
low-skilled, respectively.27 Regarding the size-wage elasticity, I obtain values in the
ballpark of the ones reported in Bachmann et al. (2022). Interestingly, I find stronger
differences in the elasticities across the regions for high-skilled workers and a very
small gap for low-skilled workers.

26Appendix A.14 shows the results without censored wages and with imputed wages. The results are
very similar.

27This finding is in line with Jarosch et al. (2021) which finds a positive relationship between the
composition of the workforce and wages especially for less paid workers in the firm.
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To give some meaning to these results, a low- (high-)skilled worker in East Ger-
many is estimated to earn about 8.6% (4.1%) more, when working for a firm with a
one standard deviation higher share. These number change to 5.9% and 2.4% for West
Germany, respectively. Additionally, I perform the following counterfactual experi-
ment: I compute the change in average wages for workers in East Germany, if East
Germany had the West German high-skilled share as depicted in Figure 3.2. To do
so, I re-run the regressions for each year separately to detect any change in the wage-
share elasticity over time. Figure 3.8 plots the implied change in low- and high-skilled
wages between 1993 and 2017, as implied by the coefficients of these regressions and
the high-skilled worker share gap. The figure shows that in a counterfactual world,
where East Germany has the same high-skill share as West Germany, low-skilled
wages would be up to 7% higher, depending on the year. This number is twice as
large as the one for high-skilled workers and strongly increasing over time, mirror-
ing the trend in the share of high-skilled worker. Note that this measures only the
direct effect of working with more high-skilled workers. Given the previous positive
relationship between firm size and skill share, it seems likely that a higher economy
wide share of high-skilled workers further affects wages by generating additional en-
dogenous responses in the firm distribution. Moreover, this figure does not take the
mechanical effect from the previous section into account. To quantify the direct as
well as indirect effects of the skill shortage in East Germany properly, a structural
model is needed embedding the effects on the firm workforce composition.

4 Model

This section lays out the quantitative model used to analyze the effect of a lower
relative supply of high-skilled workers on wages and productivity taking the effects
on the firm distribution into account. The model builds on Kaas and Kircher (2015)
which provide a tractable framework with large firms operating in a frictional labor
market. In a nutshell, firms in the model face convex vacancy posting costs, leading to
a trade-off between offering higher wages to attract more applicants or to post more
vacancies, thereby featuring wage heterogeneity across the firm distribution. Now, in
the presence of ex-ante heterogeneous workers, firms need to decide on their optimal
workforce composition and on the implementation considering this trade-off. The
decision of firms does not only depend on their current productivity and workforce,
but also on their ex-ante heterogeneous type. In equilibrium, this implies that the
cross-sectional firm distribution features heterogeneity among firm size, workforce
composition as well as the wage structure. I do not consider idiosyncratic or aggregate
shocks to keep the model simple as most heterogeneity across firms is driven by
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permanent firm differences and I am interested in a comparison between two steady
states. Finally, time is discrete and runs forever.

4.1 Economy

The economy is populated by two types of agents: workers and firms. All types of
agents discount the future with a common discount factor β, live infinitely, and are
risk neutral. The mass of workers is normalized to unity. Workers can be either em-
ployed or unemployed and differ in terms of their permanent productivity xL < xH.
Mirroring the empirical section, I refer to xL workers as low-skilled and to xH workers
as high-skilled. Their population shares are given by µL and µH, respectively. During
unemployment, workers receive unemployment benefits b(x) ≥ 0 depending on their
permanent productivity level. To account for the observed heterogeneity in firm size
and workforce composition from Section 3.4, firms differ in their permanent produc-
tivity y and in their permanent type z ∈ {zL, zH}. As will be discussed in Section
5, firms of type zH will be relatively more high-skill intensive than firms of type zL.
The mass of firms in the economy is endogenous. Firms are either potential entrants
into the labor market or incumbents. Potential entrants of each type z decide whether
they want enter or not. When firm enter, they have to pay setup costs K(z) depending
on their type, afterwards they draw their productivity level y with probability gy(y),
and become incumbent. Incumbent firm employ a continuum of workers of each type
(nL, nH), occur a fixed cost of operation f per period, and produce according to the
production function F(y, z, nL, nH). Moreover, each period with exogenous probabil-
ity δ0(y) firms have to exit the market and a fraction s0 of each worker type quit their
employment relationship. All firms in the market optimize over their exit probabil-
ity δ > δ0(y), the share of each worker type to lay off (sL, sH) with sL, sH > s0, and
the number of vacancies (VL, VH) to post for each type.28 Posting vacancies gener-
ates posting costs of C(VL, VH, nL, nH, z). The parameterization of the vacancy post
function as well as the production function mainly affects the within composition of
a firm and the paid wages, respectively. While the exact choice for these functions is
guided by the empirical findings related to the size-share as well as the share-wage
relationships (discussed in detail in Section 5), it is kept generic in the remainder of
this section. If a firm posts vacancies, it must also specify a corresponding contract
C which promises (life-time) utility W to a worker. By assumption, all applicants of
identical type are offered the same contract. Unemployed workers direct their search
towards firms with the most attractive offers. There are no job-to-job transitions.
Due to frictions on the labor markets, a matching function determines the number of
newly generated matches given the number of vacancies and the number of appli-

28Since school leaving qualification is observable and often specified in vacancy postings, I assume
that firms post specific vacancies for low and high-skilled separately.
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cants. Hence, firms take as given that promising W attracts λ applicants leading to a
job-filling probability of m.

4.2 Timing

Each period is subdivided into five stages. In the first stage, potential entrants decide
on entering the market and draw their permanent productivity in case they do. In
the second stage, knowing their productivity y and type z, firms decide on exiting the
labor market. If they stay, they choose the share of workers to fire and the number
of vacancies to post. At the same time they also re-design existing contracts. In
the fourth stage, applicants arrive at each sub-market and are matched to vacancies.
Separated workers start to search for jobs in the next period. In the final stage, output
is produced and wages as well as unemployment benefits are paid.

4.3 Contracts

Contracts are complete and all parties fully commit to them. I assume that contracts
are recursively defined, i.e., firms can change the details each period as long as the
promised value is maintained. These details consists of the current wage w, the next-
period separation probability s, the future firm exit probability δ, and the remaining
promised value for next period W ′. I assume that firms deliver W by a constant flow
of wages w. Thus, a contract for worker type x can be summarized by

C(x) =
{

w, s(y, z, x), δ(y, z), W ′(y, z, x)
}

.

4.4 Problem for the Worker

Due to the focus on firms, the worker side is kept simple: After observing all offered
contracts and their promised values, unemployed workers search for the most valu-
able contract, and enter the corresponding sub-market. They take into account that
a higher promised value W attracts more applicants, reducing their own job-finding
probability m/λ(m). The value of unemployment for a worker of type x is given by

U(x) = b(x) + β max
W

[
m(W, x)

λ(m(W, x))
W +

(
1 − m(W, x)

λ(m(W, x))

)
U(x)

]
and consists of two components. The first component describes the flow value of un-
employment benefits b(x). The second component represents the highest discounted
expected value for the period across all sub-markets characterized by W: with prob-
ability m(W, x)/λ(m(W, x)) a worker finds a job in this sub-market and receives a
promised life-time utility W. With the complementary probability, a worker stays un-
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employed.Due to the time-invariant nature of this expression, it is useful to consider
the equivalent expression

(1 − β)U(x) = b(x) + β max
W

m(W, x)
λ(m(W, x))

[W − U(x)]︸ ︷︷ ︸
ρ(x):=

. (3.4)

This expression equates the flow value of unemployment to the unemployment ben-
efits and the option value from searching ρ(x). Note that ρ(x) is the same across all
sub-market for workers of the same type as a worker would not direct her search to
less attractive offers and firms would not offer a higher value than necessary. There-
fore, given ρ(x), this equation pins down the equilibrium relationship between W and
m (or λ): If a firm wants to fill a vacancy for worker type x with probability m > 0, it
needs to promise a value of

W(x) = U(x) +
λ(m)

m
1
β

ρ(x)

Employed workers face no decision as there are no job-to-job transitions and firms
at each point in time promise a value that makes employment for workers more at-
tractive than unemployment. Letting φ := (1 − s)(1 − δ) denote the retention proba-
bility of the worker, the value for workers employed with contract C(x) at a firm with
productivity y and type z is

W(x) ≡ W(y, z, x,C(x)) = w + βE
[
(1 − φ(y, z, x))U(x) + φ(y, z, x)W ′(y, z, x)

]
. (3.5)

4.5 Joint Surplus Optimization

As discussed in Appendix B.1, the complicated firm problem with the re-optimization
of contracts is equivalent to first optimizing the sum of the values of all workers at the
firm and the firm’s value and then, second, solving for the contracts that implement
the allocation, e.g., the wage schedules and separation probabilities.

The joint value of a firm and its workers at the production stage is given by

JS(y, z, nL, nH) = max
δ,{Vi ,Wi ,si}

F(y, z, nl , nH)− f (3.6)

+ βE

[
δ ∑

i∈{L,H}
U(xi)ni + (1 − δ)×

{
∑

i∈{L,H}
U(xi)nisi

− C(VL, VH, nL, nH, y, z)− ∑
i∈{L,H}

m(Wi, xi)ViWi

+ JS(y, z, n′
L, n′

H)

}]
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s.t.
n′

i = (1 − si)ni + m(Wi, xi)Vi i ∈ {L, H} (3.7)

and taking the relationship between W and m from equation (3.4) into account. To
simplify notation, I assume that all workers get the same contract in terms of the
separation rate s as it is not pinned down in equilibrium. The first part of (3.6)
denotes the flow production and the operation costs. If the firm chooses to leave the
market, the value of the firm is zero but each worker’s continuation value is given by
the value of unemployment U(xi), implying a total continuation value of ∑i U(xi)ni.
Similarly, if the firm does not exit but chooses to lay off a share s of its workforce, all
separated worker together contribute ∑i U(xi)nisi to the joint value. Additionally, the
firm-worker group needs to pay vacancy posting costs C(·) and the promised value
for new hires which are also costs from the view of the already matched workers.
Finally, equation (3.7) states that future employment is the sum of the remaining
workforce and new hires.

4.6 Firm Entry

Next, consider one of the infinitely many potential entrants. Such a firm can enter the
market after paying the entry costs of K(z) corresponding to its type. Then, it draws a
productivity y from the distribution gy(y). After seeing its productivity, it behaves as
an incumbent by choosing the number of workers to hire but due to the absence of an
existing workforce, it does not have to choose a separation rate. Note that a firm can
exit the market in the period of entering after its productivity is revealed. The value
of an entrant of type z in the stage after drawing the productivity y is given by

JSe(y, z) = max
Ve

L,Ve
H ,We

L,We
H

JS(y, z, ne
L, ne

H)− C(Ve
L, Ve

H, 0, 0, y, z)− ∑
i∈{L,H}

ne
i W

e
i

+

(3.8)

where (·)+ is defined as max(·, 0) incorporating the exit decision δe and

ne
i = m(We

i , xi)Ve
i i ∈ {L, H}. (3.9)

This equation facilitates the fact that a new entrant becomes an incumbent and oper-
ates under the same value function after hiring and paying for its initial set of workers.
Since there are infinitely many potential entrants of each type, firms enter until the
expected value of entering equals the entry costs

K(z) = ∑
y

gy(y)JSe(y, z) (3.10)
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4.7 Firm and Worker Dynamics

To shorten notation, write the state and control variables as vectors by defining n =

(nL, nH), V = (VL, VH), W = (WL, WH), and s = (sL, sH). Let f (y, z, n) denote the
mass of firms with productivity y, type z, and n worker at the very beginning of a
period. Furthermore, let Ne(z) define the mass of new entrants. Then, the distribution
of firms being in state (y, z, n′) next period is given by

f ′(y, z, n′) = ∑1{m(W(y,z,n))V(y,z,n)+(1−s(y,z,n))n=n′}(1 − δ(y, z, n)) f (y, z, n) (3.11)

+ Ne(z)1{m(We(y,z))V e(y,z)=n′}(1 − δe(y, z))gy(y).

The first part relates to all currently active firms with productivity y, which chose
not to exit and are left with n′ workers. Similarly, the second part accounts for the
mass of firms entering the labor market, drawing y, and then hiring n′ workers.

The unemployment rate for worker type xi evolves according to

u′
i = ∑

y,z,n
ni [δ(y, z, n) + (1 − δ(y, z, n))si(y, z, n)] f (y, z, n) (3.12)

+ ∑
y,z,n

(1 − δ(y, z, n)) f (y, z, n)
(

1 − m(Wi(y, z, n), xi)

λ(m(Wi(y, z, n), xi))

)
Vi(y, z, n)

+ ∑
y,z

Ne(z)(1 − δe(y, z))gy(y)
(

1 −
m(We

i (y, z), xi)

λ(m(We
i (y, z), xi))

)
Ve

i (y, z)

where the first line tracks all workers who separate from firms, and the second (third)
line accounts for all workers who search for jobs at incumbent (entrant) firms but are
not successful. Since only previously unemployed workers can search, the number of
unemployed workers of each type ui has to be equal to the applicants at all firms at
the end of the period:

ui = ∑
y,z,n

(1 − δ(y, z, n)) f (y, z, n)λ(m(Wi(y, z, n), xi))Vi(y, z, n) (3.13)

+ ∑
y,z

Ne(z)(1 − δe(y, z))gy(y)λ(m(We
i (y

′, z), xi))Ve
i (y, z)

where, again, the first part represents applicants at surviving incumbent firms and
the second part represents applicants at new entrants. Additionally, the beginning-of-
period mass of employment workers is given by

ei =
∫ ∫ ∫

f (y, z, n)nidydzdn.
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Finally, the aggregate recourse constraints (defined again at the beginning of a period)

ei + ui = µi i ∈ {L, H} (3.14)

have to hold. They state that the number of job searchers ui and employed workers ei

has to equal the total mass µi for each type i ∈ {L, H} in the economy.

4.8 Equilibrium

Assuming a unique mapping between ρ(x) and K(z) as well as an exogenous share µH

of high-skilled workers in the economy that is above the implied share of high-skilled
workers and job-seekers at one firm type zH and below the implied share at the other
firm type zL, the more general conditions of Kaas (2021) are satisfied. These imply
that there exists a unique, block-recursive equilibrium. The main beauty of these types
of equilibria is that equilibrium policy functions can be solved without the knowledge
of the cross-sectional (firm) distribution, as the following definition of the equilibrium
makes clear.

Definition 1. A block-recursive equilibrium of this economy consists of a set of value functions
U(x), W(x), JS(y, z, nL, nH), JSe(y, z), and a decision rule for unemployed workers where to
search, decision rules for entering firms {Ve

L(y, z), Ve
H(y, z), We

L(y, z), We
H(y, z), δe(y, z)} as

well as for incumbent firms {VL(y, z, nL, nH), VH(y, z, nL, nH), WL(y, z, nL, nH),
WH(y, z, nL, nH), δ(y, z, nL, nH)} s.t.

1. The value and policy functions are independent of the distribution of agents across states.

2. The free entry conditions (3.10) are satisfied for each type.

3. Firms’ strategies are optimal; they solve the joint optimization problem (3.6) with corre-
sponding joint value JS.

4. Entrants’ strategies solve the firms’ entry problem (3.8).

5. Workers’ search strategies are optimal, i.e., (U, W) are the value functions associated
with the worker’s problem (3.4) and (3.5).

6. The dynamic equations (3.11) and (3.12) hold.

7. The aggregate resource feasibility (3.14) is satisfied.

8. The assumptions of this section hold.

Appendix B.2 lays out the numerical computation of the equilibrium and the next
section discusses the calibration of the model.
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5 Calibration

I calibrate the model in weekly frequency to the East German labor market in 2015
–the last year with full information in all datasets– to gauge the quantitative contri-
bution of the lower high-skill worker share for the lower wages and smaller firms in
East Germany.

In general, the calibration follows Kaas and Kircher (2015) but is adjusted to account
for the presence of different worker and firm types. To capture heterogeneity in job-
filling and job-finding rates by worker skill, I assume the same functional form for
the matching function as in Kaas and Kircher (2015), but with different parameters
for worker type i

mi(λ) =
(
1 + kiλ

−ri
)−1/ri .

While the matching function is assumed to be different for the two worker types,
each matching function is calibrated in the same way as in Kaas and Kircher (2015).
Following Mueller et al. (2022), I assume that unemployment benefits for each worker
type i are given by a constant fraction b of their labor productivity, bi = b · xi. Then,
b is calibrated to match the replacement rate (b over economy-wide average wage) of
60%. The total mass of workers in the economy is normalized to unity, and the mass
of high-skilled workers µH is set to 17.35%, the share of high-skilled unemployed
and employed individuals in the SIAB for East Germany in 2015. Worker specific
productivity is calibrated as follows: the productivity for low-skilled workers xL is
normalized to one, and the productivity for high-skilled workers xH is set to target
a skill premium of 16.27% from the regression with demographic and occupation
specific controls, as these sources of heterogeneity are not modeled.

To account for the additional worker and firm heterogeneity, the vacancy posting
cost function and the production function have to be adjusted, too. The vacancy
posting costs are assumed to be the sum of the posting costs for each worker type
i from Kaas and Kircher (2015) with different cost parameters ci,z depending on the
worker and firm type29

C(VL, VH, nL, nH, y, z) = ∑
i∈{L,H}

ci,z

1 + γ

(
Vi

ni

)γ

Vi.

This specification simplifies to the one in Mueller et al. (2022) in the absence of firm
types and keeps the model tractable since the additive separability implies that the
optimal implementation of the hiring decision for one worker type does not depend
on the other type.

As wages are determined by the trade-off between posting more vacancies with
higher posting costs and a higher promised wage to attract more applicants resulting
29Following Kaas and Kircher (2015), I use n̄i = ni + 1 to avoid divisions by zero.



154 CHAPTER 3. NON-CONVERGENCE OF EAST GERMAN WAGES

Par. Description Target Source

Agents

β Discount factor Annual interest rate of 5%
b UI fraction of labor prod. 60% replacement rate OECD30

µH Mass of high-skilled workers High-skilled population share of 17.35% SIAB (2015)

Production

α Production function elas. Labor income share of 2/3 Berger and Wolff (2017)31

xL Low-skilled productivity Normalized to 1
xH High-skilled productivity Skill premium of 16.27% SIAB (2015)
f Fixed cost of production No endogenous exit; set to 0
qL Low-skilled intensity: zL firms Mean firm-level high-skilled share SIEED (2015)
qH Low-skilled intensity: zH firms Share firms with high-skilled share <20% SIEED (2015)

Firms

(yj
L) Productivities of zL firms Employment shares (4 size classes) BHP (2015)

(yj
H) Productivities of zH firms Empl. shares of >20%-share firms by size SIEED (2015)

(σj) Firm entry shares Firm shares (4 size classes) BHP (2015)
(δ

j
0) Exit rates Annual firm exit rates (4 size classes)32 BHP (1993-2017)

Matching

s0 Quit rate Monthly quit rate of 0.24% SIAB (2015)33

cL,z Recruitment cost scale par.


Wage high-skill share elasticity by skill
Monthly job-finding rate by skill
Monthly job-filling rate by skill
Job-filling rate wrt. lambda of 0.72

SIEED (2015)
cH,z Recruitment cost scale par. SIAB (2015)
ri Matching function elasticity par. 34

ki Matching function scale par. Shimer (2005)
γ Recruitment cost elasticity par. Literature Mueller et al. (2022)
K(z) Entry costs Normalization

Table 3.2: Calibration targets and associated parameters

in a higher vacancy filling rate, the cost parameters ci,z crucially affect this choice. To a
lesser extent, they also affect the steady state employment composition by influencing
the cost to maintain the workforce.

In contrast to the additive separability of output by worker type in Mueller et al.
(2022), I assume that the worker types are complements in the production process.
This has two main benefits. First, mechanically, it allows for a relatively simple cal-
ibration of firm types by within-firm share, as the output elasticity of each worker
type nearly aligns with the steady state share of the firm in equilibrium. Second,
micro-founded models about firm organization as well as the recent literature on peer
effects suggest strong complementarities across workers which would not be present
in a model with additively separable output by worker type where the firm could

30Gross replacement rates are 60% for childless workers in Germany according to the OECD (see
https://stats.oecd.org/Index.aspx?DataSetCode=NRR).

31Berger and Wolff (2017) estimate the income share for Germany to be between 60% and 70%.
32Annual firm exists takes into account the additional information contained in the BHP as mentioned

in Section 2.3.
33For spells with available information, about 20% of all separations are either due to the worker

quitting or a joint agreement in the SIAB.
34In 2014, the average duration between starting to search and deciding for an applicant was 61 (75)

calendar days for jobs with low (high) skill requirements. The implied weekly filling rates are very
close to the ones for Austria used in Mueller et al. (2022).
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be split in half not affecting output. Additionally, the complementarities allow for
potential future policy exercises studying the effect of policies for one worker type on
the other worker type. In particular, I impose the following production function

F(y, z, nL, nH) = y(z)
(
(xLnL)

qz (xHnH)
1−qz

)α

with different (nested) output elasticities of low-skilled labor as well as different firm
productivity y(z) for the two firm types. This function generalizes the production
function of Kaas and Kircher (2015) by replacing the homogeneous labor input with
the Cobb-Douglas aggregate of low and high-skilled labor. Whereas q is the main
determinant for the steady state within firm distribution, y(z) affects the overall size
of the firm.

I assume that the two firm types z draw the four y-states for their type with the
same probabilities σ(y) targeting the firm shares by size. This choice will prevent the
model from explaining the existence of more very large firms in West Germany as
shown in Section 7. While calibrating different probabilities is in theory possible by
additionally targeting the firm level shares by high-skill share within firms, I decided
against it for two reasons. Not only would it make the model more complicated and
the effects in the experiment harder to track, the number of firms in East Germany in
2015 is too low to be very reliable. However, I assume that these y-states are different
by firm type to account for the increasing employment shares of high-skilled intensive
firms by firm size.

I jointly calibrate q, y, and ci for each firm type in the following way: First, q is set
to target the share of firms with less than 20% of high-skilled workers as well as the
firm-level average high-skill share. Second, I target the employment shares by firm
size as well as the employment shares of firms with more than 20% high-skilled share
by firm size. This informs the productivity levels y(z). Third, I set the four parameters
of the vacancy posting cost function ci,z to match the vacancy filling rates for low and
high-skilled workers as well as the wage-share semi-elasticity.

All other parameters are calibrated analogously to Kaas and Kircher (2015). Note
that I choose four instead of five firm size classes, as there are few very large firms
in the sample, in particular for East Germany. Since this is especially true for a
single year in the SIEED, I use the larger BHP wherever possible and required. Table
3.2 provides an overview of the mapping between the model parameters and the
calibration targets. I follow Mueller et al. (2022) and set the vacancy posting cost
elasticity γ to 0.5.

The calibrated parameters are reported in Table 3.3. Two sets of parameters are
especially noteworthy. First, the calibrated permanent productivity levels for firms

34Generally, the BHP and the SIEED imply similar values for the firm size distribution, however the
SIEED features higher employment at the largest establishments. See Section 6.2 for a related point.
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Externally calibrated

β b α s0 γ

0.999 0.60 0.6666 0.0024% 0.5

by worker type i µi xi ri ki

L 0.8265 1.0000 0.6649 10.1623
H 0.1735 1.1627 0.5843 7.8715

Internally calibrated

by firm type z K(z) qz cL,z cH,z

zL 169.28 0.86 0.5 0.5
zH 148.08 0.70 50.0 3.5

by firm prod. type j (σj) (δ
j
0) (yj

L) (yj
H)

1 99.3777% 0.189% 0.5092 0.7566
2 0.5920% 0.046% 1.4100 2.0000
3 0.0255% 0.025% 2.0500 3.2000
4 0.0048% 0.015% 2.8140 4.9000

Table 3.3: Calibrated parameter values. See Table 3.2 for parameter descriptions.

differ to a large degree by firm type. However, due to decreasing returns to scale,
differences in average labor productivity are significantly smaller than anticipated
as discussed in Section 6.2. Second, the vacancy posting costs parameters differ by
a factor of 10 and 7 for low and high-skilled, respectively, translating to the same
relative difference in average hiring costs by firm type. While zL firms pay recruitment
costs roughly equal to a monthly wage35, average recruitment costs for zH firms are on
average equal to 10 months of wage payments. While these costs are on the larger side,
they can capture additional screening or searching costs when using more expensive
or multiple search channels, or bonus payments.

Section 6.2 discusses the model fit in detail showing the empirical moments vis-à-
vis the model generated moments in Table 3.4.36

35This is in line with the results from Gürtzgen et al. (2019) which document that the average costs to
fill a permanent vacancy costs about 19 labor hours and 1244 Euro using the German Job Vacancy
Survey of the IAB in 2018.

36To obtain the implied moments regarding wages, I simulate a panel of 100,000 firms for each firm
type z for up to 20,000 periods and re-weight them according to their endogenous shares in the
economy.
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6 Results

6.1 Firm Behavior

In this section, the behavior of firms in equilibrium is explained. Note that the model
does not feature idiosyncratic productivity shocks as discussed in Section 5. For
illustration, Figure 3.9 displays the firms decision rules for next period’s employment.
To gauge how the new employment level is reached, Figure 3.10 shows the posted
wages of firms. To keep the amount of figures at a reasonable level, these two figures
are from the perspective of the least productive firm of each type z. Finally, Figure
3.11 plots the steady state distribution of firms implied by these decisions.

I start with discussing the employment decision presented in Figure 3.9. Due to
the presence of convex hiring costs introduced by the vacancy posting cost function
C(·), firms do not immediately jump to their optimal (steady state) size as discussed
extensively in Kaas and Kircher (2015) for a single worker and firm type. Instead,
firms grow slowly over time, minimizing the total cost they have to pay. In the figure,
this can be seen by the gradual increase in the future choice of the number of workers
n′

i as the current number of workers of the same type ni becomes larger. In contrast,
if vacancy costs were linear, a firm below its optimal size would jump directly to this
level independently of its current workforce, implying a flat policy function. However,
the model does imply a region where this policy function is flat: if the firm happens
to have so many workers, that the marginal productivity (due to decreasing returns to
scale in the production function) is too low to offset the costs associated with retaining
the same workforce, the firm actively separates from some of its workers s > s0. While
the fraction of separated workers varies with the current size of the firm, the new size
will be the same. In equilibrium, these endogenous separations can only happen
with idiosyncratic shocks if the firm grew sufficiently large with a high productivity
shock and then received a bad shock. In that case, as discussed in Kaas and Kircher
(2015), firms do not separate with their workers until their new (long-run) optimal
size is reached, but rather choose a slightly higher value to ”buffer” the exogenous
separation of workers in the subsequent period.

While Kaas and Kircher (2015) considers a single worker type and Mueller et al.
(2022) assumes that worker types are completely independent within the firm, hence
not affecting the decision of firms, worker types are complements in production in
this model. This implies that the policy functions of firms regarding the size of the
workforce of one type is not constant in the current size of the workforce of the other
type. Instead, the firm wants to, e.g., hire more high-skilled workers if it already
has a lot of low-skilled workers, as their marginal product is higher. However, in the
absence of idiosyncratic shocks, firms are mostly in the region where the decision for
future employment of worker type i does not depend much on the current number of
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(a) n′
L decision for firm type zH (b) n′

H decision for firm type zH

(c) n′
L decision for firm type zL (d) n′

H decision for firm type zL

Figure 3.9: The four panels show the employment policy regarding the two worker
types as a function of the current workforce for each firm type given the
lowest productivity draw.

workers of type j. This is driven by the high vacancy costs for low levels of employ-
ment of type i dominating over the higher marginal value of workers if employment
of the other type is high. Therefore, the decisions of firms are more strongly affected
by the complementarities between workers for high values of current employment
where firms decide to fire workers and (future) vacancy costs are less important. In
general, the complementarities would more directly translate to differences in the
hiring procedure of firms if the vacancy posting cost function took the total number
of workers or vacancies in the firm into account and was not the sum of the vacancy
costs of the two worker types. But since alternative parameterizations would make the
model harder to understand without much to gain, in particular for the case when to-
tal vacancies matter as the optimal implementation of hirings can no longer be solved
in one dimension for each worker type, I use the simpler specification from Mueller
et al. (2022).

Comparing the two different firm types, Figure 3.9 shows that the policy functions
mainly differ in terms of the overall magnitude and the relative start of the previously
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(a) w1 decision for firm type zH (b) w2 decision for firm type zH

(c) w1 decision for firm type zL (d) w2 decision for firm type zL

Figure 3.10: The four panels show the wage policy regarding the two worker types
as a function of the current workforce for each firm type with the lowest
productivity draw.

described plateau but not in the overall shape. This is mainly driven by the fact
that the firm type defines the productivity of the firm and the factor intensity in
the production function, thereby determining the overall size as well as the optimal
ratio between the two worker types, respectively. Since the low-skilled intensity q
is larger for zL firms than for zH firms, the latter choose to have a larger share of
high-skilled workers. Another force affecting the slope of the decision rules comes
from the vacancy posting cost function. As type-zH firms face larger posting costs,
in particular for low-skilled workers, they want to hire those workers slower and to
a lower overall extent as their type-zL counterparts leading to slightly flatter policy
functions. Analogously to Kaas and Kircher (2015) and therefore not shown in the
figure, firms with a higher productivity level (conditional on type) want to scale up
their employment more than low-productivity firms, but face otherwise the same
decisions and trade-offs.

To achieve a larger workforce, firms need to hire workers. The firm has two mar-
gins to increase the number of new employees: it can either offer a higher value (i.e.,
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(a) Firm type zH (b) Firm type zL

Figure 3.11: The two panels show the firm distribution by employment of each
worker type separated by firm type. A brighter color indicates a higher
(log) mass of firms.

wage), hence increasing the number of applicants and the job-filling probability per
vacancy, or it can post more vacancies. Since both margins present convex costs, the
firm chooses the promised wage and the number of applicants for each worker type
to minimize the total costs of hiring given the targeted amount of new workers. To
analyze how this trade-off is solved for different workers and firms, Figure 3.10 de-
picts the wage policy for the two firm and worker types by current firm employment.
As a direct consequence of the properties of the vacancy posting cost function, and
proven in Kaas and Kircher (2015), more productive firms (conditional on size) as well
as younger, smaller firms (conditional on productivity) pay higher wages. This is be-
cause those firms want to hire more workers as they benefit more from one additional
worker, but face higher vacancy posting costs. To avoid these higher posting costs,
they increase their job-filling probability by offering a higher wage. A similar story
also applies to the two different firm types: as type-zH firms face higher posting costs,
they offer a higher wage and post less vacancies. The higher wages for high-skilled
workers mainly arise due to higher unemployment benefits b(x); while both worker
types receive the same fraction of their productivity as benefits, high-skilled workers
are more productive. In contrast, differences in the hiring procedure of firms play a
smaller role.37

The policy functions from Figure 3.9 (in combination with the ones for the other
productivity levels), lead to the cross-sectional firm distribution depicted in Figure
3.11. The figure shows the mass of firms given the number of L-workers (x-axis)
and H-workers (y-axis). For better visibility, I separated the distributions for the
two firm types and show larger (log) masses of firms in brighter colors. A careful
inspection of the figure reveals that for each firm type, there are exactly four bright

37See Section B.2 for the wage formula.
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(end-)nodes. These nodes correspond to the four permanent productivity levels and
show firms which have reached their optimal steady state size. Given the firm type,
all these four nodes imply nearly the same high-skilled share within the firm as the
firm composition is mainly driven by the intensity parameter q and not by the vacancy
cost function implying little variation in steady state. However, not all firms exhibit
the same composition of workers. Now driven by differences in the vacancy posting
cost function, firms do not face the same inter-temporal trade-off between the hiring
decision of each worker type, and thus hire each worker type with a different pace.
The unequal hiring procedure generates heterogeneity in the firm-level high-skilled
share conditional on the firm type before the firm has converged to the optimal level
of employment given the productivity state. This force is more pronounced for zH

firms, as their vacancy posting costs differ greatly across worker types. In contrast, zL

firms face the same vacancy costs per worker type, hence scaling up their employment
evenly when growing. Additionally, in the absence of idiosyncratic shocks, firms
quickly converge to their steady state employment level generating little heterogeneity
with this channel. As alluded to before, differences in the intensity of low-skilled
workers in the production function as well as differences in the vacancy posting costs,
lead to hiring procedures and optimal employment (composition) levels that vary
across firm types. This circumstance is reflected by the different overall shape of the
firm distribution as well as the different location of the bright nodes in the figure.

Finally, due to the block-recursive nature of the equilibrium, these policy functions
and distributions, conditional on firm type, are independent of the actual distribution
of workers in the economy. The mass of each firm type is pinned down by the aggre-
gate resource constraints for both worker types as each firm type implies a different
share of high-skilled workers in the population who are currently employed or look-
ing for a job at this firm type. In other words, the more high-skilled workers are in
the economy, the more firms will be present that use high-skilled workers intensively
for production. The implied mass of each firm type then scales the corresponding
distribution and thereby affects all aggregate outcomes. Without the block-recursive
structure, policy functions would respond to a change in the (relative) size of the la-
bor force. Since West Germany has a significantly larger high-skilled share than East
Germany, the relative supply effect would be very strong in the model and would
counter-factually imply that high-skilled wages have to be significantly lower in West
Germany. This issue is discussed in Karahan et al. (2019) for a rise in the supply of
homogeneous labor, but the argument can be directly applied to the case of heteroge-
neous workers.
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6.2 Model Fit

This section discusses the fit of the model calibrated to the East German labor market
in 2015. Table 3.4 provides an overview over all data targets and the corresponding
model implied moments. The sources of the data moments as well as the calibrated
parameter values are listed in Section 5.

Before discussing how well the model is able to match the firm distribution, I start
with the worker side. The replacement rate target and the skill premium are well
matched, albeit they are ever so slightly too low. Additionally, the model is able
to match the vacancy filling rates for both worker types perfectly but implies a job-
finding rate which is up to 2 percentage points below the target. Due to the rich firm
heterogeneity, the exogenous calibration of the matching function parameters seems
to generate a tension in the model between matching both rates. Since the focus lies
on the perspective of firms, I decided to match the vacancy filling rates instead of the
job-finding rates which would imply a very high vacancy filling rate.

Moving to the firm side, the calibrated model implies that the population share of
high-skilled workers would be 28.3% (12.4%) in the presence of a unit mass of firms
of type zH (zL). As East Germany featured a high-skilled share of 17.35% in the pop-
ulation in 2015, about 23.4% of the firms are therefore calibrated to be of type zH due

Workers & Matching Production Firms (by size)

Target Data Model Target Data Model Firm shares Data Model

b/w̄ 0.600 0.591 Low-wage elas. 0.451 0.444 0 − 49 0.974 0.974
wH/wL 1.163 1.159 High-wage elas. 0.106 0.116 50 − 249 0.023 0.024
Monthly UEL 0.078 0.058 Avg firm share 0.152 0.169 250 − 499 0.002 0.002
Monthly UEH 0.070 0.063 Share >20%-firms 0.234 0.234 500+ 0.001 0.001
Monthly vac fill. L 0.499 0.499
Monthly vac fill. H 0.406 0.406

Empl. shares Data Model

0 − 49 0.521 0.522
50 − 249 0.311 0.308
250 − 499 0.086 0.087
500+ 0.082 0.083

Empl. shares
of >20%-firms Data Model

0 − 49 0.272 0.261
50 − 249 0.282 0.283
250 − 499 0.435 0.356
500+ 0.444 0.440

Ann. exit rates Data Model

0 − 49 0.094 0.094
50 − 249 0.024 0.024
250 − 499 0.013 0.013
500+ 0.008 0.008

Table 3.4: Empirical Moments and Model Fit
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(a) Firm shares (b) Employment shares

Figure 3.12: The figure shows firm and employment shares by high-skill share and
firm type.

to the block-recursivity of the model. In combination with the elasticity parameters
qz implying a firm-level high-skilled share of below 20% for zL (low-skilled intensive)
firms and above 20% for zH (high-skilled intensive) firms, this endogenously results
in a perfect match of the share of firms with more than 20% of high-skilled workers
(Figure 3.12a). The fit regarding two other related statistics is also good: the model
implies an average firm-level high-skilled share which is only 1.7 percentage points
too high. Similarly, the employment share of high-skilled intensive firms is close to
the target featuring only a gap of about 2 percentage points as depicted in Figure
3.12b. Since the model is not flexible enough to guarantee an exact match of all these
targets, I view this result as a success of the model as it is able to capture the most
important characteristics of the firm share distribution despite featuring only two firm
types.

Regarding the firm size distribution, Figure 3.13 visualizes the firm and employ-
ment shares of Table 3.4 while also distinguishing between the firm types. As in Kaas
and Kircher (2015), the model is able to match the two moments very well despite
the additional heterogeneity. This is caused by the direct relationship between firm
size and permanent firm productivity (conditional on firm type). In the absence of
endogenous firm exit, this is also the reason for the good match of the annual exit
rates by firm size shown in the table.

Focusing on the two firm types, Figure 3.13 shows that both types are present in all
size groups but accounting for different shares of employment. To better understand
the relationship between firm size and firm share, Figure 3.14 plots the correspond-
ing fraction of workers employed at firms with a high-skill share of less than 20%
conditional on firm size. As the figure shows, the targeted, strong increase in the
average high-skilled share by firm size in the data can be replicated by the model.
While the data from the SIEED for 2015 implies a sharp increase in the employment
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(a) Firm shares (b) Employment shares

Figure 3.13: The figure shows the firm and employment shares by firm size and
type.

share for firms with more than 250 employees, the model implies a gradual increase
over firm size. However, this might be driven by an artifact in the data featuring a
low number of firms with 250-499 employees in East Germany in 2015. Pooling all
years, the employment share is monotonically increasing with firms of size 250-499
having an employment share exactly in the middle of the two adjacent size groups
supporting the model. Since both firm types draw their permanent productivity value
corresponding to one of the size groups with the same probabilities σi, this implies
that zH firms are, on average, larger.

Next, I consider wages. To visualize the relationship between wages and firm char-
acteristics, Figure 3.15 plots the average wage for each worker type by high-skilled
share as well as firm size in relation to the lowest wage among all bins. As the figure
shows, the model generates the observed skill premium as mentioned in the begin-
ning of this section. While the model features a positive relationship between firm
share and wage, wages are decreasing in firm size. This is especially true for the
smallest firms, while wages flatten out among lager firms. Repeating regression 3.3 in
the model with firm age, firm size, and the share as independent variables confirms
this relationship. Table 3.4 shows that the model matches the wage high-skilled share
semi-elasticity. However, the model implies a small, but counter-factually negative
elasticity between firm size and wages (around -0.008 for both worker types).

This is caused by the properties of the vacancy posting cost function which is inde-
pendent of productivity and implies that only the vacancy rate V/L is relevant. Both
channels mean that high productive, large firms, which only need to hire a small frac-
tion of their current workforce, pay little for vacancies. Thereby, they are incentivized
to use the vacancy margin more extensively resulting in lower wages.

By specifying a different vacancy post function, for example one that takes only to-
tal vacancies V and not their rate V/L into account, a positive wage-size elasticity can
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Figure 3.14: The figure shows the employment share of firms with a high-skilled
share of 20% or less conditional on size.

be obtained in the model. The reason is that large firms after reaching their optimal
steady state size, hire more workers in absolute terms each period than small firms
as the same fraction s0 of workers separates each period. In combination with con-
vex vacancy costs in the level of posted vacancies, this results in large firms offering
higher wages to partially offset the higher vacancy posting costs. However, this ap-
proach yields two counterfactual predictions. First, as mentioned in Kaas and Kircher
(2015) regarding the US, larger firms exhibit lower job-filling rates than small firms.
In contrast, avoiding the higher vacancy posting costs would imply higher job-filling
rates for large firms. Second, and more mechanical, just increasing vacancy posting
costs by firm size would significantly weaken the desire of firms to grow, in particular
for high-skill intensive firms facing higher posting costs. To offset this effect, these
firms would need to feature an unrealistically high level of productivity. This hints to
a different channel operating over the firm size dimension, not present in the model
so far. One promising idea is to introduce a screening motive similar to Helpman
et al. (2010) explaining higher wages for large firms by higher average (unobserved)
ability of workers which would also be in line with the lower job-filling rates for large
firms.

Finally, I consider labor productivity and output. As zH firms are on average larger,
they more strongly face the decreasing returns to scale in the production function.
Hence, the over 40% higher calibrated firm productivity y, only translates into an
average labor productivity that is about 18% higher than their zL counterparts. Due
to the lower endogenous share of zH firms in the economy, they account for one third
of total output.
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(a) Low-skilled (b) High-skilled

Figure 3.15: The figure shows average wages for both worker types by firm size and
firm high-skilled share. All wages are relative to the average low-skilled
wage in firms with a share below 20% in the largest size group.

7 Experiment

This section contains the model experiment addressing the following guiding ques-
tion: How would have the East German economy looked like in 2015, if the relative supply
of high-skilled workers had not diverged? This experiment serves two purposes. First, I
am interested in the effect of the change in relative labor supply on the firm distribu-
tion, on wages, as well as on productivity and its quantitative contribution towards
observed differences between East and West Germany. Second, I view the implied
changes in labor market outcomes as a way to gauge the external validity of the
model: if the model response to the change in relative supply have the wrong sign or
a counter-factual magnitude, this indicates a potential shortcoming of the model.

To implement this experiment, I change the share (and mass) of type H workers
from 17.35% to 27.48% –the West German level in 2015– while fixing all other param-
eters at their calibrated values. Hence, I consider only the effect coming directly from
the change in relative labor supply. While it seems natural that a change in relative
labor supply has additional implications, for example West German firms might find
it easier to hire high-skilled workers, I abstract from these effects in this experiment
as there dependence on relative labor supply is unclear.38 Therefore, the experiment
is closely related to the exercise in Bachmann et al. (2022) where the authors calibrate
the model to West Germany and exclusively change the wage-size function.

Due to the block recursive nature of the equilibrium, the increase in relative labor
supply of high-skilled workers does not affect the policy functions of firms. In turn,
this implies that all outcomes conditional on firm type are unchanged. However, the

38For example, I do not change the matching function parameters to their West German level, as they
might be driven by different firm search behavior not necessarily related to the different relative
labor supply.
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(a) Firm shares (b) Employment shares

Figure 3.16: The figure shows the firm and employment shares by firm size. For
better visibility the firm shares are normalized by the East German level
for each size bins.

change in labor supply does affect all (aggregate) equilibrium prices and allocations,
since the firm distribution adjusts to satisfy the aggregate resource constraints. Since
zH firms account for a larger fraction of high-skilled workers and job-seekers, the
increase in relative supply of those agents leads to a higher mass of those firms (from
0.03 to 0.09). At the same time, the relative (and due to the normalization absolute)
supply of low-skilled workers decreases. Together with the larger mass of L-workers
employed at zH firms, this significantly reduces the mass of zL firms (from 0.09 to
0.008). Hence, the model predicts an increase in the fraction of high-skilled intensive
firms, qualitatively in line with the data. Albeit, the increase is quantitatively too
large: for example, the firm-level average high-skilled share was about 22% in West
Germany in 2015 while the model implies an average of about 30%. This is not
surprising, as having only two firm types in the model are too few to capture the full
extent of the high-skilled share dispersion within, and in particular for differences
across, regions. Additionally, as mentioned in the beginning of the section, there
might be other forces at work leading to a lower average skill share in West Germany
compared to the model experiment.

Despite this shortcoming, the model’s predictions regarding the firm size distribu-
tions seem plausible. As Figure 3.16b shows, firms in the counterfactual East Germany
are on average larger in line with the data from West Germany. This is driven by the
fact that with the larger relative supply of high-skilled workers, there are more high-
skilled intensive firms which are larger. Regarding the firm shares in Figure 3.16, the
model is calibrated to match the East German level. Since the decisions of firms do not
change and since I imposed the same probabilities for drawing the permanent pro-
ductivity levels across both firm types, the model cannot generate a different number
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of firms by size.39 As firm shares are very similar across East and West Germany for
the bottom two size groups, this circumstance does not matter much for these groups.
However, the picture changes for firms with more than 250 employees. For those
two size groups, West Germany features significantly more firms. Since the model is
not calibrated to capture this feature, this circumstance impacts the models power to
predict the employment shares for those large firms as discussed below.

Regarding employment shares, the experiment predicts a decline for the bottom
two size groups and an increase for the top two size groups (Figure 3.16b) matching
qualitatively the different employment distributions across Germany. Zooming in on
the different size bins, the decline in the employment share of firm with less than 49
employees in the model accounts for 45% of the differences between East and West
Germany. Moving to the second size group, the model explains about 28% of the
observed differences. As the shares of firms in the first size group are nearly identical
and differ with less than 5% for the second group between the regions, the calibration
restriction that both firm types draw their productivities with the same probabilities
has little effect for these two groups. The employment shares of firms with 250 to
499 employees in West Germany are nearly matched in the model explaining about
93% of the gap. However, as the model holds the firm shares by size constant, it
does not account for the 26% higher number of firms in this size group in West Ger-
many. Adjusting for the different firm shares, would likely yield an over prediction of
the employment share of this group. Finally, turning to the largest firms, the higher
relative supply is predicted to account for 34% of the employment differences. Inter-
estingly, as the experiment implies a share that is nearly 50% of the West German level
and West Germany featuring twice as many large firms as East Germany, accounting
for the difference in the number of firms would close the gap completely.

The higher relative supply of high-skilled workers leading to larger firms has also
implications for the size distribution over time. Starting from a (fictitious) 1995 cali-
bration where the model would yield no effect on the size distribution as the relative
supply of high-skilled workers is the same across regions, the steady increase in the
high-skilled share over time in East Germany would be predicted to increase the em-
ployment share of large firms by the model. This is in line with the data from 1999
onward as depicted in Figure 3.24, after other reallocation effects (see Findeisen et al.
(2021)) have vanished.

In summary, the experiment makes strong predictions regarding the firm size dis-
tribution, closing the gap between East and West Germany significantly, even though
it does not account for the higher share of large firms in West Germany.

Turning to the effect on wages, Table 3.5 augments Table 3.1 from Section 3.4 with
the estimated coefficients from the baseline model and the experiment. As discussed

39See Section 5 for more details.
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East Germany Baseline Model Experiment West Germany

Low-skilled wage

High-skilled share 0.451 0.457 0.437 0.214
(0.01) (0.00007) (0.0001) (0.005)

Log firm size 0.077 -0.009 -0.012 0.069
(0.001) (0.000005) (0.00001) (0.0005)

High-skilled wage

High-skilled share 0.106 0.117 0.101 0.100
(0.02) (0.00003) (0.00007) (0.006)

Log firm size 0.095 -0.008 -0.008 0.055
(0.003) (0.000004) (0.000006) (0.0007)

Table 3.5: Regression results for estimating equation (3.3) for 2015. Additional con-
trol variables include dummies for gender, occupation, industry, as well
as worker age, worker age squared and firm age in the data. For the
model generated dataset, only firm age is included as a control variable.
Standard errors in parenthesis. Data source: SIEED

in the previous section, the baseline model matches the semi-elasticity of the firm-level
high-skilled share, but does not generate a positive wage size relationship. Regard-
ing the effect of the higher relative supply of high-skilled workers, the experiment
implies a lower wage-share semi-elasticity between the values for East and West Ger-
many. While the relative change for low-skilled workers is minor, the parameter for
high-skilled workers aligns with the observed coefficient for West Germany. Regard-
ing the size-wage relationship, the elasticity is also decreasing. However, this has to
be interpreted with caution, due to the aforementioned counterfactual near zero coef-
ficient. Taken together, apart from the size-wage issue in the baseline calibration, the
implications of the experiment are within expectations given the data.

Finally and most importantly, I consider the effects on aggregate wages and output.
Table 3.6 compares relative changes between the baseline model and the experimental
setting to relative differences between East and West Germany. As the table shows, the
model implies a large increase in low-skilled wages of 5.6% which represents 25% of
the low-skilled wage gap across the regions. For high-skilled workers, these numbers
are significantly lower. High-skilled earn on average 1.1% more accounting for about
5.4% of their wage gap in the data. The reason for this differential effect is clear:
low-skilled workers are estimated to benefit more from the composition within firms
than high-skilled workers, while high-skilled workers profit stronger from working in
larger firms. Since the first force is captured in the model, while the second is not, the
model is more capable of explaining wage differences for low-skilled workers. This
circumstance also explains the overshooting in the decline of the skill premium.
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∆ Experiment ∆ West Germany

w̄L 5.55% 22.51%
w̄H 1.05% 19.40%
w̄H/w̄L -4.22% -3.06%

w̄ 6.04% 23.23%
Y 5.31% 26.84%

Table 3.6: This table shows the main results of the experiment and compares them to
the data. For the model, I compute the percentage change from the base-
line calibration to the experimental setting with higher relative supply
of high-skilled workers. For the data, I show the percentage difference
between East Germany (basis) and West Germany. The data values for
wages are the marginal effects from the regression of Section 3.3 control-
ling for worker and occupation characteristics. For output, the aggregate
gap from national accounts are shown.

Overall, the model attributes 26% of the (conditional) wage gap to the lower rela-
tive supply of high-skilled workers in East Germany. This is in contrast to the 1.4%
(contribution of 6.4%) increase in average wages from the mechanical effect of Section
3.3 ignoring any changes induced by the firm side (but controlling for compositional
differences of workers and occupations). Regarding output, the experiment implies a
5.3% increase caused by the presence of more productive, high-skilled intensive firms.
Since the data based on the IEB does not provide any output measures, I compare this
figure to the aggregate output gap presented in Section 3.1. In relation to this gap,
the model rationalizes about 20%. However, the model does not account for pro-
ductivity differences caused by heterogeneity along other dimension like a different
industry composition. In comparison, by studying differences caused by a differential
size-wage relationship, Bachmann et al. (2022) rationalizes a drop in output and labor
compensation of about 10 percentage points moving from West to East Germany.40

While the effects in my model are smaller, they are economically meaningful and to a
large extent complementary to the ones found in Bachmann et al. (2022) as my model
does not yield any relationship between size and wages. A model combining both
channels might be able to explain the majority of wage and output differences be-
tween East and West Germany.41 In this light, the next section provides a discussion
of possible extensions regarding the model and calibration.

40The estimates are not directly comparable as Bachmann et al. (2022) studies a pooled sample from
2006, 2010, and 2014.

41Note that with this experiment, the model would rationalize no observed differences for 1995 as
the shares are identical. I expect the results to carry over for other years with contributions scaled
by the difference in relative worker supply. However, a more serious calibration taking the time
dimension into account as discussed in Section 7.1 might be more appropriate for this case.



8. CONCLUSION 171

7.1 Extensions

As briefly outlined before, the model as well as the experiment can be extended in
multiple directions: First, while the previous exercise inspired by Bachmann et al.
(2022) is interesting in itself, a more comprehensive calibration and experiment might
yield more insights. If the model is calibrated to East and West Germany in 1995, the
year featuring the same relative supply of workers, all differences between the two
regions have to be driven by other forces, like differences in aggregate productivity.
Then, feeding in the time series of relative labor supplies would allow to verify the
external validity of the model further and to discriminate against other channels.
However, this requires careful attention to related additional labor market trends and
their interaction with the channels in the model. For example, as studied in Krebs
and Scheffel (2013), the so-called Hartz reforms had a strong impact on the German
labor market, affecting wages and transition rates.

Second, the model can be extended to endogenously link a higher firm-level share
of high-skilled workers to larger, more productive firms in the spirit of Garicano and
Rossi-Hansberg (2006). Currently, I assume that most of the heterogeneity in the
composition of workers within firms is driven by exogenous differences in the out-
put elasticity of worker types across firm types. In combination with higher vacancy
posting costs for these firms, this leads to the observed positive relationship between
the within firm composition and paid wages. However, without additional assump-
tions, the higher vacancy costs lead to a counter-factual small, negative relationship
between firm size and wages. Additionally, as discussed in more detail in Section 6.1,
the block-recursive nature of the model implies that the effects are driven by composi-
tional effects between firm types and not by reactions in the policy functions of active
firms. Endogenizing these relationships might yield further insides into the driver of
the presented effects.

And finally, third, the model is efficient in the sense that a social planner would
choose the same allocation given the labor market frictions and the exogenous labor
supply. Hence, the model serves as a benchmark without any additional frictions
or sources for inefficiencies, apart from the spatial friction between East and West
Germany leading to misallocation across Germany. Depending on the aforementioned
specification of the firms’ production function, misallocation across firms within each
region can be introduced setting the stage for policy intervention.

8 Conclusion

Why have average labor productivity and real wages not converged between East
and West Germany after reunification? Inspired by the diverging relative supply
of high-skilled workers, I propose a new explanation for this puzzle. East German
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firms facing a lower relative supply of high-skilled workers, operate with a different
organization of production, stay smaller, are less productive, and pay lower wages.
In this way, the lower relative labor supply of high-skilled workers contributes not
only to the observed lower wages of high-skilled workers themselves, but also affect
low-skilled workers, as well as productivity in East Germany.

To establish empirical evidence on this channel, I use three rich, administrative
datasets containing information not only about the labor force in the economy but
also about the composition within firms. This allows me to analyze the relation-
ship between the organization of a firm, its size and wages. A decomposition of the
wage gap between East and West Germany highlights the importance of low-skilled
workers. At the same time, it implies only a small direct effect of the lower rela-
tive supply, in particular after controlling for worker and occupation characteristics.
Turning to the workforce composition within firms, I find a positive relation between
the size and the share of high-skilled workers in an establishment, as well as positive
semi-elasticities regarding wages for both worker types and regions –in particular
low-skilled in East Germany– controlling for observables including firm size. The es-
timated coefficient for low-skilled in East Germany implies a 8.6% higher wage when
working for a firm with a one standard deviation higher share of high-skilled workers
or up to a 7% higher wage for low-skilled workers in East Germany in a counterfactual
world, where East Germany has the same labor force composition as West Germany.

To study the effects on productivity and to take the endogeneity of the firm distribu-
tion into account, I use the empirical results as input to a structural model to quantify
the importance of this channel. I extend the directed search model with large firms
from Kaas and Kircher (2015) by introducing ex-ante worker heterogeneity in the form
of low and high-skilled workers as well as additional firm heterogeneity. Workers dif-
fer in terms of their productivity as well as in their labor market transitions and are
both needed in the production process of firms. Firms types differ in their produc-
tion function and in their vacancy posting cost function. This generates heterogeneity
in the composition of the workforce among firms, a positive high-skilled share-wage
relationship, and provides tractability as the model stays block-recursive.

Calibrating the model to East Germany in 2015 and changing the exogenous relative
supply of high-skilled workers to the West German level, I estimate that 26% of the
wage gap, after controlling for worker and job characteristics, between East and West
Germany in 2015 can be explained by the different relative supply of workers. For
the wage gaps conditional on worker skill, this number changes to about 25% for
low-skilled and over 5% for high-skilled worker. Additionally, the model predicts a
20% smaller output gap.

These results have important implications for economic policy and policy in gen-
eral. While the aggregate, direct effects of a diverging skill composition within East
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and West Germany are small, its effects operating via the firm distribution are sub-
stantial. In the presence of a continuation of the trend in relative worker supply
overcoming productivity and wage inequality across Germany will be a difficult task.
While multiple policies targeting firms in East Germany might come to mind, I argue
that, for the long-term, primary focus should lie on educational outcomes, especially
in the presence of a shortage of teachers.42

42In particular since the East German states feature the largest shares of old, soon-to-retire teachers
among all federal states in Germany according to the Federal Bureau of Statistics.
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A Empirical Appendix

A.1 Number of Observations

SIAB SIEED BHP

# of empl. workers # of empl. workers # of establishments # of establishments

Year West East West East West East West East

1993 290,991 55,914 208,786 44,897 16,461 3,570 615,461 124,521
1994 279,809 56,334 202,166 46,397 16,470 3,842 616,684 132,723
1995 276,298 56,914 202,677 46,078 16,515 3,947 620,424 138,463
1996 269,763 54,688 200,694 43,165 16,386 3,932 621,625 140,247
1997 264,680 52,223 196,346 42,899 16,378 3,945 619,308 139,918
1998 264,413 51,064 199,948 42,043 16,455 4,314 618,635 150,135
1999 265,778 50,147 203,439 41,202 16,768 4,396 773,803 164,101
2000 270,500 48,322 203,769 39,587 16,946 4,116 792,447 160,385
2001 270,179 45,937 205,870 37,457 16,888 3,924 792,473 155,076
2002 261,333 43,166 199,577 35,168 16,659 3,753 779,590 150,180
2003 252,811 41,970 192,456 33,768 16,212 3,608 776,140 148,747
2004 247,038 41,017 188,883 32,626 16,015 3,551 803,627 150,202
2005 242,186 39,596 186,016 31,404 15,728 3,390 815,898 147,125
2006 244,119 40,081 188,607 31,083 15,576 3,347 827,128 147,811
2007 248,913 41,403 195,700 32,463 15,715 3,415 837,531 149,337
2008 252,650 41,741 199,818 32,205 15,729 3,349 839,321 149,491
2009 243,343 40,303 193,779 31,571 15,514 3,248 844,146 149,537
2010 243,413 41,029 193,991 31,157 15,565 3,269 850,103 149,956
2011 233,114 38,896 189,278 30,515 14,976 3,106 856,564 150,185
2012 231,906 38,099 186,360 29,322 14,605 2,984 861,509 149,859
2013 233,703 37,929 188,775 29,967 14,566 2,944 864,337 148,947
2014 234,451 37,729 187,351 29,844 14,487 2,910 869,516 148,769
2015 236,723 37,257 190,649 29,272 14,404 2,833 869,762 147,021
2016 238,829 36,926 191,440 29,049 14,335 2,776 871,298 145,669
2017 240,368 36,710 194,928 28,704 14,304 2,703 872,061 144,447

Table 3.7: Number of observations by year and region in the final samples. For the
SIEED the number of establishments with information about their whole
workforce is reported.
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A.2 Share of Missing Observations

(a) Before imputation (b) After imputation

Figure 3.17: The figure displays the share of missing observations for the school
leaving qualification by region after construction of the sample. The left
panel displays the share for the raw observations and the right panel
the share after the imputation procedure. Data source: SIAB

A.3 High-Skilled Share Among the Labor Force

(a) All workers in sample (E+U) (b) Employed

Figure 3.18: This figure depicts the share of high-skilled workers for East and West
Germany over time. High-skilled workers are defined to have at least a
high-school degree. See Section 2.4 for more details. Data source: SIAB
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A.4 High-Skilled Share: Robustness

Figure 3.19 compares the high-skilled share implied by different samples and defini-
tions. In particular, using the same definition of high-skilled and low-skilled, Figure
3.19b shows the high-skilled share in the micro-census, a 1% sample of all individuals
living in Germany. Depending on the sample and definition, the level and the growth
rate of the high-skilled share in East and West Germany varies. For the micro-census,
this is caused by the different sample restrictions across the two datasets: the micro-
census contains all individuals older than 15 years of age regardless of employment
status, my SIAB sample includes only full-time employed, non-civil servants, between
16 and 60, working in the non-primary, private sector. As a consequence, two pan-
els in the figure display a crossing point between the East and West German share
before or shortly after 2000, the other two panels imply that the West German share
was higher for all years after the reunification. However, all figures show a higher
growth rate and, in the recent years, a higher level for the high-skilled share in West
Germany, highlighting the robustness of the divergence in the share of high-skilled
workers across the two regions. The high-skill share definition used in the main text
implies a level and growth rate that is somewhere in between of the ones shown in
the figure.
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(a) No Imputation (SIAB) (b) Micro-census

(c) At least High-school degree (SIAB) (d) FH and University degree (SIAB)

Figure 3.19: The figure shows the share of high-skilled workers for East and West
Germany over time. The four panels display different datasets and
high-skill definitions. Panel (a) show the high-skilled share defined
as in the main text without the imputation procedure taking into ac-
count only individuals with information on their educational attain-
ment. Panel (b) plots the share for the 1% sample of the Micro-census
using the same definition. Panel (c) and (d) show the high-skilled share
using the imputed variable ausbildung imp and different definitions.
While Panel (c) illustrates the share of workers with at least a high-
school degree, Panel (d) displays the share of workers with a University
(of Applied Sciences) degree. Data sources: SIAB and Microcensus
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A.5 Role of Migration for the High-Skilled Share

As depicted in Figure 3.2 in Section 3.1, the share of high-skilled workers is increas-
ing in East and West Germany over time with the latter region featuring a steeper
incline. One explanation for this phenomenon are different migration patterns for
low and high-skilled workers across the two regions. In particular, the lower increase
in the high-skilled worker share for East Germany might be driven by lower net flows
towards East Germany for high-skilled than for low-skilled.

To verify this explanation, Figure 3.20 provides important pieces of information.
First, Panel (c) displays the unconditional gross and net flows between East and West
Germany over time from the Microcensus. Overall, many East German residents
moved to West Germany, especially shortly after the German Reunification and in
the early 2000s, the so-called ”first and second waves of migration”, respectively.
During the whole period, there was a smaller, but meaningful gross flow of West
Germans moving to East Germany. As the former gross flow is decreasing and the
latter constant over time, net flows towards West Germany are declining with more
people moving to than leaving East Germany in recent years. Panel (a) and (b) repeat
this exercise conditioning on the two skill groups using the SIAB. In general, the
migration patterns in the SIAB resemble the ones implied by the Microcensus, with
the exception of a stronger ”third wave” around 2007. Regarding the skill groups, net
flows mostly differ around the second and third wave. While relatively more high-
skilled workers left East Germany during the second wave as documented in Fuchs-
Schündeln and Schündeln (2009), larger migration from low-skilled are responsible
for the spike around 2007. Overall, however, the net flows of the two skill groups are
remarkably similar suggesting only a moderate effect on the high-skilled worker share
over time. To gauge the effect, Panel (d) compares the evolution of the actual high-
skilled worker share to counterfactual ones, where I subtracted the change in the share
from migration, i.e., I assume that migration does not affect the high-skilled share. In
line with Panel (c), the counterfactual share in East Germany starts to deviate during
the second wave, but keeps the same gap over time. In 2016, without migration, the
share differences between East and West Germany would be 10% smaller, confirming
the minor role of migration.



180 APPENDICES

(a) Gross flows (SIAB) (b) Net flows (SIAB)

(c) Gross and net flows (Microcensus) (d) Counterfactual high-skill share (SIAB)

Figure 3.20: The figure displays gross and net flows between East and West Ger-
many over time and their impact on the high-skilled worker share.
Panel (a) plots gross flows between the two regions by skill type. Panel
(b) shows the analogous net flows to East Germany. Panel (c) depicts
gross and net flows from the Microcensus. Panel (d) compares the high-
skilled worker share from the main text to counterfactual shares with-
out the effects from migration. Data source: SIAB and migration statis-
tics (EVAS 12711-0022) from the Federal Bureau of Statistics
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A.6 Education System: Expenditure and Participation

(a) Expenditure per student (b) Share of students

(c) Expenditure per person (d) Participation of 15-19 years old

Figure 3.21: The figure displays various statistics for the primary and secondary
education system in East and West Germany. Panel (a) displays ex-
penditures from the states and municipalities per student. Panel (b)
plots the share of students in general and vocational schools among the
population. Panel (c) shows expenditures per student and Panel (d)
compares the share of 15 to 19 years old participating in the education
system across time. Aggregated data source: Federal Statistical Office
of Germany
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A.7 Employment to Population by Education

< Upper secondary Upper & post-secondary All
education non-tertiar education

State ISCED 0–2 ISCED 3–4 ISCED 0–8

Baden-Württemberg 70.1 84.7 84.3
Bavaria 70.9 84.6 84.8
Berlin 51.9 78.1 78.8
Brandenburg 66.2 83.2 82.4
Bremen 56.8 78.2 76.7
Hamburg 61.3 81.6 81.4
Hesse 61.8 81.7 80.7
Mecklenburg-Vorpommern 58.4 79.0 79.5
Lower Saxony 63.2 81.4 80.4
North Rhine-Westphalia 57.9 80.0 78.3
Rhineland-Palatinate 63.7 82.7 81.2
Saarland 63.0 79.4 79.5
Saxony 57.5 83.2 84.0
Saxony-Anhalt 58.8 81.1 80.8
Schleswig-Holstein 59.3 84.1 82.2
Thuringia 57.0 81.9 82.2

West Germany 62.7 82.2 81.5
East Germany 59.9 82.0 82.2

Table 3.8: This table shows the employment to population rate for 25-64 years old
individuals in 2020 by state and education. ISCED: International Standard
Classification of Education. Source: Microcensus
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A.8 Average Wages: SIAB and VGR

Figure 3.22: The figure compares the yearly log worker compensation from national
accounts to the implied yearly log wages from the SIAB. All numbers
are deflated. Data source: VGR/SIAB

A.9 High-Skilled Share Distribution by Industry and Region

Figure 3.23: The figure shows the three quartiles and the mean of the employment
weighted, within-firm high-skilled share distribution for different in-
dustries in East and West Germany. While the box represents the quar-
tiles, the circles indicate the mean of the distribution. All years are
pooled. Data source: SIEED
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A.10 Regressions of Firm Characteristics on High-Skilled Share

high-skilled worker share in % All years pooled 2015

log(size) 1.218∗∗∗ 1.824∗∗∗

(0.030) (0.188)

firm age −0.032∗∗∗ −0.148∗∗∗

(0.004) (0.019)

East −1.207∗∗∗ −5.032∗∗∗

(0.095) (0.598)

Industry
Electricity, gas 7.672∗∗∗ 6.121∗

(0.601) (3.229)

Water supply; sewerage, waste management −0.066 −3.447
(0.468) (2.726)

Construction −4.207∗∗∗ −7.042∗∗∗

(0.128) (0.819)

Wholesale and retail trade 1.917∗∗∗ 3.088∗∗∗

(0.116) (0.750)

Transportation and storage −3.503∗∗∗ −5.442∗∗∗

(0.174) (1.113)

Accommodation and food service activities −3.044∗∗∗ −3.413∗∗∗

(0.157) (1.030)

Information and communication 34.944∗∗∗ 45.828∗∗∗

(0.230) (1.291)

Financial and insurance activities 17.811∗∗∗ 28.612∗∗∗

(0.222) (1.379)

Real estate activities 9.920∗∗∗ 17.105∗∗∗

(0.243) (1.511)

Professional, scientific and technical activities 28.467∗∗∗ 38.083∗∗∗

(0.142) (0.888)

Administrative and support service activities 2.912∗∗∗ 4.407∗∗∗

(0.175) (1.030)

constant 7.025∗∗∗ 14.486∗∗∗

(0.119) (0.777)

N 480,829 17,237
R2 0.1722 0.2414

Notes: ∗ p < 0.1; ∗∗ p < 0.05; ∗∗∗ p < 0.01

Table 3.9: Regression results of regressing firm characteristics on the high-skilled
worker share within a firm for different samples. The baseline is Manu-
facturing in West Germany. Standard errors are in parenthesis.
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A.11 Firm Size

Figure 3.24: The figure shows the employment share of establishments with at least
250 employees. Data source: BHP
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A.12 Robustness of Estimated Wage Gaps by Skill

(a) Low-skilled (baseline) (b) High-skilled (baseline)

(c) Low-skilled (no censored) (d) High-skilled (no censored)

(e) Low-skilled (imputed) (f) High-skilled (imputed)

Figure 3.25: The two panels show the estimated East-West German wage gap for
low-skilled (left panel) and for high skilled (right-panel) for three differ-
ent specifications: unconditional, conditional on worker and job charac-
teristics, and additionally conditional on firm characteristics. The gaps
are defined as βw and βw + βwh from equation (3.2). Shaded areas rep-
resent 95% confidence intervals. no censored: only wages below 4e
below the contribution limit. imputed: impute censored wages follow-
ing Dauth and Eppelsheimer (2020). Data source: SIAB
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A.13 Average Wages by Firm Size and High-Skilled Share

Figure 3.26 illustrate the average wage for low and high-skilled workers by establish-
ment size and high-skilled share. For West Germany and for both worker types, a
comparable wage gradient between establishment size and the high-skilled worker
share given the definition of the bins can be observed. The largest establishments
with the highest share pay the highest average wages for both worker types. The
picture for East Germany is less clear. This is mostly due to the fact that there are few
large establishments and very few establishments with a high share in the sample.
However, regarding only the lowest three share bins, leads to a similar wage gradient
regarding the establishment level share, and the low incline in average wages by firm
size, as documented in Bachmann et al. (2022).

(a) Low-skilled, West Germany (b) Low-skilled, East Germany

(c) High-skilled, West Germany (d) High-skilled, East Germany

Figure 3.26: This figure shows average of low and high-skilled workers by establish-
ment size and establishment-level high-skilled worker share. Average
wages are weighted by the number of low and high-skilled workers in
an establishment, respectively. Two bars for East Germany are not visi-
ble due to insufficient observations. All years are pooled. Data source:
SIEED
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A.14 Wage – High-Skilled Share Regressions

Low-skilled wage High-skilled wage

West Germany East Germany West Germany East Germany

High-skilled share 0.304∗∗∗ 0.472∗∗∗ 0.085∗∗∗ 0.150∗∗∗

(0.001) (0.001) (0.017) (0.004)

Log firm size 0.065∗∗∗ 0.069∗∗∗ 0.058∗∗∗ 0.085∗∗∗

(0.0001) (0.00009) (0.00003) (0.0002)

firm age 0.001∗∗∗ 0.001∗∗∗ −0.0008∗∗∗ −0.0004∗

(0.00001) (0.00009) (0.00003) (0.0002)

worker age 0.032∗∗∗ 0.031∗∗∗ 0.068∗∗∗ 0.056∗∗∗

(0.0001) (0.0003) (0.0003) (0.0008)

worker age squared −0.0003∗∗∗ −0.0003∗∗∗ −0.0007∗∗∗ −0.0006∗∗∗

(0.000001) (0.000003) (0.000003) (0.000009)

female −0.271∗∗∗ −0.197∗∗∗ −0.138∗∗∗ −0.143∗∗∗

(0.0005) (0.001) (0.0008) (0.002)

constant 3.343∗∗∗ 2.964∗∗∗ 2.871∗∗∗ 2.683∗∗∗

(0.018) (0.0333) (0.035) (0.073)

# of occupations 342 330 328 286
# of industries 12 12 12 12
# of years 25 25 25 25

N 3,915,249 744,096 936,427 129,513
R2 0.5016 0.4872 0.4902 0.4667

Notes: ∗ p < 0.1; ∗∗ p < 0.05; ∗∗∗ p < 0.01

Table 3.10: Regression results for estimating equation (3.3). Standard errors are in
parenthesis. Data source: SIEED
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Low-skilled wage High-skilled wage

West Germany East Germany West Germany East Germany

High-skilled share 0.2751∗∗∗ 0.4447∗∗∗ 0.07061∗∗∗ 0.0954∗∗∗

(0.0014) (0.0034) (0.0022) (0.0055)

Log firm size 0.0660∗∗∗ 0.0673∗∗∗ 0.0651365∗∗∗ 0.0857∗∗∗

(0.0001) (0.0003) (0.0002463) (0.0008)

firm age 0.0016∗∗∗ 0.0010∗∗∗ −0.0004161∗∗∗ −0.00009
(0.00002) (0.00009) (0.0000446) (0.0003)

worker age 0.0312∗∗∗ 0.0300∗∗∗ 0.0644951∗∗∗ 0.0482∗∗∗

(0.0001) (0.0003) (0.0004097) (0.0010)

worker age squared −0.0003∗∗∗ −0.0003∗∗∗ −0.0007133∗∗∗ −0.0005∗∗∗

(0.000001) (0.000003) (0.000005) (0.00001)

female −0.2498∗∗∗ −0.1812∗∗∗ −0.1166261∗∗∗ −0.1242∗∗∗

(0.0005) (0.0011) (0.0010555) (0.0026)

constant 3.3635∗∗∗ 2.9883∗∗∗ 2.83716∗∗∗ 2.9041∗∗∗

(0.0174) (0.0327) (0.04988) (0.0776)

# of occupations 342 330 325 286
# of industries 12 12 12 12
# of years 25 25 25 25

N 3,680,484 727,984 579,461 91,049
R2 0.4652 0.4688 0.3930 0.3728

Notes: ∗ p < 0.01; ∗∗ p < 0.005; ∗∗∗ p < 0.001

Table 3.11: Regression results for estimating equation (3.3). Standard errors are in
parenthesis. Excluding wages above 4e below the contribution limit.
Data source: SIEED

Low-skilled wage High-skilled wage

West Germany East Germany West Germany East Germany

High-skilled share 0.3484∗∗∗ 0.4983∗∗∗ 0.1927∗∗∗ 0.3006∗∗∗

(0.0014) (0.0032) (0.0024) (0.0055)

Log firm size 0.0686∗∗∗ 0.0703∗∗∗ 0.0905∗∗∗ 0.1148∗∗∗

(0.0001 (0.0002) (0.0003) (0.0007)

firm age 0.0014∗∗∗ 0.0010∗∗∗ −0.0013∗∗∗ 0.0009∗∗

(0.00002) (0.00008) (0.00004) (0.0003)

worker age 0.0327∗∗∗ 0.0311∗∗∗ 0.0919∗∗∗ 0.0699∗∗∗

(0.0001) (0.0003) (0.0004) (0.0010)

worker age squared −0.0003∗∗∗ −0.0003∗∗∗ −0.0009∗∗∗ −0.0007∗∗∗

(0.000002) (0.000003) (0.000005) (0.00001)

female −0.2906∗∗∗ −0.2020∗∗∗ −0.2191∗∗∗ −0.1894∗∗∗

(0.0005) (0.0010) (0.0012) (0.0026)

constant 3.3127∗∗∗ 2.9259∗∗∗ 2.2555∗∗∗ 2.1249∗∗∗

(0.0179) (0.0324) (0.0522) (0.0896)

# of occupations 342 330 328 286
# of industries 12 12 12 12
# of years 25 25 25 25

N 3,911,723 743,607 935,696 129,434
R2 0.5248 0.5146 0.4992 0.5056

Notes: ∗ p < 0.01; ∗∗ p < 0.005; ∗∗∗ p < 0.001

Table 3.12: Regression results for estimating equation (3.3). Standard errors are in
parenthesis. Imputed wages above 4e below the contribution limit
following Dauth and Eppelsheimer (2020). Data source: SIEED
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B Model and Computational Appendix

B.1 Problem for the Firm

This section presents the firm problem arising from Section 4.1 to 4.4, closely mirror-
ing Schaal (2017) with some notable changes: heterogeneous worker productivities,
non-linear vacancy costs, no on-the-job search, and no idiosyncratic or aggregate un-
certainty.

Consider a firm with productivity y and type z which currently employs (nL, nH)

workers. Let the j-th worker of type xi be denoted by (j, i). For each worker the firm
needs to keep track of the (remaining) promised value W(j,i). The firm’s problem is
twofold: first, it must re-design the contracts for all existing workers

C(j,i) =
{

w(j,i), s(j,i)(y, z), δ(y, z), W ′
(j,i)(y, z)

}
∀j ∈ [0, ni] i ∈ {L, H}

This includes an exiting probability for the firm, as well as a separation probability
and wage schedule on an individual worker level. Second, it must choose the number
of vacancies for next period (VL, VH) as well as the corresponding promised value
(WL, WH). Therefore, the value function of a firm at the production stage is given by

J
(

y, z, nL, nH,
{

W(j,i)

})
= max

{C(j,i)},{Vi,Wi}
F(y, z, nL, nH)− f − ∑

i∈{L,H}

∫ ni

j=0
w(j,i)dj

+ βE
[
−C(VL, VH, nL, nH, z) + J

(
y, z, nL, nH,

{
Ŵ(j′,i)

})]+
(3.1)

subject to

h′i = m(Wi, xi)vi (3.2)

n′
i =

∫ ni

0
(1 − s(j,i))dj + h′i (3.3)

Ŵ(j′,i) =

W ′
(j′,i) j′ ∈ [0, n′

i − h′i], j′ = Φ(y, xi; j)

Wi j′ ∈ [n′
i − h′i, n′

i]
(3.4)

W(j,i) ≤ W(y, xi,C(j,i)) ∀j ∈ [0, ni]∀i (3.5)

where (·)+ is defined as max(·, 0) incorporating the exit decision δ and the function

Φ(y, xi; j) =
∫ j

0
(1 − s(k,i))dk (3.6)

re-indexes the existing workforce.

While the constraints (3.2) and (3.3) follow naturally from the fact that future em-
ployment is the sum of remaining workers and newly hired workers, the additional
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constants are more complicated. (3.4) assigns the new promised value to workers de-
pending on their previous labor market status: if they were previously employed by
the firm, then their promised value gets re-optimized according to the new contract.
If they are newly hired, they get the promised value offered during hiring. The last
constraint, the promise-keeping constraint (3.5), requires that the remaining value as-
signed to previously hired workers in combination with the wage and the separation
probability cannot be lower than the previously promised value.

Following Schaal (2017) allows me to simplify the firm’s problem considerably.
Schaal (2017) proves that due to the completeness of contracts, commitment, and
transferability of utility, this problem is equivalent to first optimizing the sum of the
values of all workers at the firm and the firm’s value and then, second, solving for
the contracts that implement the allocation, e.g., the wage schedules and separation
probabilities.

B.2 Computation of Equilibrium

Solving for the equilibrium is computationally expensive, even in the presence of a
block-recursive model. The main complication arises due to the fact that the multi-
dimensional firm problem has to be solved many times and cannot be transformed
to a series of one-dimensional problems as the production function introduces com-
plementarities between workers. Furthermore, the hiring vis-à-vis firing decision in-
troduces a kink in the objective function. In this section, I lay out the algorithm and
discuss steps to alleviate this issue. The general idea of the algorithm is the following:

1. Guess U(x) (or equivalently ρ(x)) for each x.

2. Given U(x), the firm knows the trade-off between m and W for each worker
type.
Solve the firm’s joint surplus maximization problem and compute the expected
value of entering for each type z.

3. Iterate over U(x) until the expected value of entering aligns with the entry costs
K(z).

4. Solve for the firm distribution for each firm type z and compute the implied
mass of entrants for each type.

5. Using the firm distribution, compute the implied share of high-skilled workers
for each firm type z. Use the implied share to compute the total mass of firms
of each type such that the aggregate resource constraint holds.

6. Compute the flat wage schedule.
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First, in Step 2, the model is solved by value function iteration (VFI) with 120 expo-
nentially spaced grid points in each workforce dimension.Using VFI is significantly
slower than other methods but is robust enough to handle the kinks in the objective
function. To increase performance, I solve and simulate the model in C++. The lo-
cation of the grid points is chosen in a way to obtain enough precision for entering
firms with a very small workforce while still providing enough resolution for firms
close to their steady state workforce. Additionally, it is convenient to consider the
worker-firm optimization problem at the beginning of the period after the produc-
tivity shocks have realized as discussed in the appendix of Schaal (2017). The joint
surplus at the beginning of the period is given by

JSA(y, z, nL, nH) = max
δ,VL,VH ,WL,WH ,sL,sH

δ ∑
i∈{L,H}

niU(xi) (3.7)

+ (1 − δ)

 ∑
i∈{L,H}

nisiU(xi)− C(VL, VH, nL, nH, y, z)

− ∑
i∈{L,H}

m(Wi, xi)ViWi + F(y, z, n′
L, n′

H)− f + βE[JSA(y, z, n′
L, n′

H)]


subject to

n′
i = ni(1 − si) + m(Wi, xi)Vi i ∈ {L, H}

as well as the relationship between W and m which avoids the dependence of the
decision on future productivity. To relate the free entry condition to JSA instead of
JS, it needs to be adjusted to

K(z) = ∑
y

gy(y) max
Ve

L,Ve
H ,We

L,We
H ,δe

(1 − δe) (3.8)

×

F(y, z, nL, nH)− f − C(Ve
L, Ve

H, 0, 0, y, z)− ∑
i∈{L,H}

ne
i W

e
i + βE[JSA(y, z, ne

L, ne
H)]


with

ne
i = m(We

i , xi)Ve
i i ∈ {L, H}.

Moreover, I reformulate the problem in terms of future employment and solve for
the optimal implementation of hirings before the value function iteration.

The computation of wages in Step 6 is discussed below. As in most labor market
models with directed search, wages are not uniquely pinned down without further
assumptions. I follow Kaas and Kircher (2015) and assume a “flat” wage schedule, i.e,
that wages are constant over the employment relationship with the firm for a worker.
Note that due to the assumption that a firm hires a worker in the middle of the period
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before production, an employed worker has to consider the future state of the firm to
evaluate her separation probability. This assumption allows a simple computation of
wages in line with Kaas and Kircher (2015). To obtain a concise formula for wages,
consider the following set of equations implied by (3.4) and (3.5)

W(w, x, y, z, nL, nH) = w(x) + βE
[
(1 − φ(x, y, z, n′

L, n′
H))U(x)

+ φ(x, y, z, n′
L, n′

H)W(w, x, y, z, n′
L, n′

H)
]

ρ(x) = β
m(x, y, z, nL, nH)

λ(m(x, y, z, nL, nH))
[W(w, x, y, z, nL, nH)− U(x)]

U(x) = b(x) + ρ(x) + βU(x)

Subtracting the third equation from the first, results in

W(w, x, y, z, nL, nH)− U(x)︸ ︷︷ ︸
Z:=

= w(x)− b(x)− ρ(x)

+ βE[φ(x, y, z, n′
L, n′

H) (W(w, x, y, z, n′
L, n′

H)− U(x))︸ ︷︷ ︸
Z′=

]

with
Z = A(x, y, z, nL, nH)(w(x)− b(x)− ρ(x))

and A, in turn, is the solution to

A(x, y, z, nL, nH) = 1 + βE[φ(x, y, z, n′
L, n′

H)A(x, y, z, n′
L, n′

H)].

Replacing Z in the second equation above, the following wage equation is obtained

w∗(x, y, z, nL, nH) = b(x) + ρ(x) +
1
β

ρ(x)
λ(m(x, y, z, nL, nH))

m(x, y, z, nL, nH)

1
A(x, y, z, nL, nH)

.
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Faberman, R. J., A. I. Mueller, A. Şahin, and G. Topa (2017). Job search behavior among
the employed and non-employed. Technical report, National Bureau of Economic
Research.

Farber, H. S. and R. G. Valletta (2015). Do extended unemployment benefits lengthen
unemployment spells? evidence from recent cycles in the us labor market. Journal
of Human Resources 50(4), 873–909.

Findeisen, S., S. Lee, T. Porzio, and W. Dauth (2021). Transforming institutions: Labor
reallocation and wage growth in a reunified germany. Technical report, mimeo.



BIBLIOGRAPHY 199

Flood, S., M. King, R. Rodgers, S. Ruggles, and R. R. Warren (2020). Integrated Public
Use Microdata Series. Current Population Survey: Version 8.0. Minneapolis, MN:
IPUMS.

French, E. (2005). The effects of health, wealth, and wages on labour supply and
retirement behaviour. The Review of Economic Studies 72(2), 395–427.

Frodermann, C., A. Schmucker, S. Seth, and P. Vom Berge (2021). Sample of integrated
labour market biographies (siab) 1975-2019. Technical report, FDZ-Datenreport,
01/2021 (en), Nuremberg.

Fuchs-Schündeln, N. and R. Izem (2012). Explaining the low labor productivity in
east germany–a spatial analysis. Journal of Comparative Economics 40(1), 1–21.

Fuchs-Schündeln, N. and P. Masella (2016). Long-lasting effects of socialist education.
Review of Economics and Statistics 98(3), 428–441.

Fuchs-Schündeln, N. and M. Schündeln (2009). Who stays, who goes, who returns?
east–west migration within germany since reunification 1. Economics of Transi-
tion 17(4), 703–738.

Garibaldi, P. and E. Wasmer (2005). Equilibrium search unemployment, endogenous
participation, and labor market flows. Journal of the European Economic Associa-
tion 3(4), 851–882.

Garicano, L. and E. Rossi-Hansberg (2006). Organization and inequality in a knowl-
edge economy. The Quarterly journal of economics 121(4), 1383–1435.

Grevenbrock, N., M. Groneck, A. Ludwig, and A. Zimper (2021). Cognition, Opti-
mism, and the Formation of Age-Dependent Survival Beliefs. International Economic
Review 62(2), 887–918.

Grobovšek, J. (2020). Managerial delegation, law enforcement, and aggregate produc-
tivity. The Review of Economic Studies 87(5), 2256–2289.

Gürtzgen, N., A. Kubis, and B. Küfner (2019). Bei befristeten einstellungen wenden
die betriebe weniger mittel auf. Technical report, IAB-Kurzbericht.

Guvenen, F. (2009). An empirical investigation of labor income processes. Review of
Economic Dynamics 12(1), 58–79.

Haefke, C. and M. Reiter (2011). What do participation fluctuations tell us about labor
supply elasticities? Technical report, Discussion Paper series, Forschungsinstitut
zur Zukunft der Arbeit.



200 BIBLIOGRAPHY

Hagedorn, M., F. Karahan, I. Manovskii, and K. Mitman (2013). Unemployment ben-
efits and unemployment in the great recession: the role of macro effects. Economics
working paper, University of Pennsylvania.

Hagedorn, M. and I. Manovskii (2008). The cyclical behavior of equilibrium unem-
ployment and vacancies revisited. The American Economic Review 98(4), 1692–1706.

Hagedorn, M., I. Manovskii, and K. Mitman (2015). The impact of unemployment
benefit extensions on employment: the 2014 employment miracle? Technical report,
National Bureau of Economic Research.

Haider, S. J. and M. Stephens (2007). Is There a Retirement-Consumption Puzzle?
Evidence Using Subjective Retirement Expectations. The Review of Economics and
Statistics 89(2), 247–264.

Hall, R. E. and M. Kudlyak (2019). Job-finding and job-losing: A comprehensive
model of heterogeneous individual labor-market dynamics. Technical report, Na-
tional Bureau of Economic Research.

Haltiwanger, J. C., J. I. Lane, and J. R. Spletzer (1999). Productivity differences across
employers: The roles of employer size, age, and human capital. American Economic
Review 89(2), 94–98.

Harrigan, J. and A. Reshef (2015). Skill-biased heterogeneous firms, trade liber-
alization and the skill premium. Canadian Journal of Economics/Revue canadienne
d’économique 48(3), 1024–1066.

Hartung, B., P. Jung, and M. Kuhn (2020). What hides behind the german labor market
miracle? unemployment insurance reforms and labor market dynamics.

Heise, S. and T. Porzio (2022). Labor misallocation across firms and regions. Technical
report, National Bureau of Economic Research.

Helpman, E., O. Itskhoki, and S. Redding (2010). Inequality and unemployment in a
global economy. Econometrica 78(4), 1239–1283.

Herkenhoff, K., J. Lise, G. Menzio, and G. M. Phillips (2018). Production and learning
in teams. Technical report, National Bureau of Economic Research.

Hethey, T. and J. F. Schmieder (2010). Using worker flows in the analysis of establish-
ment turnover: Evidence from german administrative data. fdz methodenreport
201006 en. Institute for Employment Research, Nuremberg, Germany.

Hsieh, C.-T. and P. J. Klenow (2009). Misallocation and manufacturing tfp in china
and india. The Quarterly Journal of Economics 124(4), 1403–1448.



BIBLIOGRAPHY 201

Jäger, S., B. Schoefer, and J. Zweimüller (2019). Marginal jobs and job surplus: a
test of the efficiency of separations. Technical report, National Bureau of Economic
Research.

Jarosch, G., E. Oberfield, and E. Rossi-Hansberg (2021). Learning from coworkers.
Econometrica 89(2), 647–676.

Johnston, A. C. and A. Mas (2018). Potential unemployment insurance duration and
labor supply: The individual and market-level response to a benefit cut. Journal of
Political Economy 126(6), 2480–2522.

Jäger, S., C. Roth, N. Roussille, and B. Schoefer (2021, December). Worker Beliefs
About Outside Options. NBER Working Papers 29623, National Bureau of Eco-
nomic Research, Inc.

Kaas, L. (2021). Block-recursive equilibria in heterogenous-agent models. Available at
SSRN 3744600.

Kaas, L. and P. Kircher (2015). Efficient firm dynamics in a frictional labor market.
American Economic Review 105(10), 3030–60.

Kaplan, G. (2012). Inequality and the life cycle. Quantitative Economics 3, 471–525.
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worker flows in general equilibrium. Journal of Economic Theory 146(3), 1107–1133.

Krusell, P., T. Mukoyama, R. Rogerson, and A. Şahin (2017). Gross worker flows over
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