Non technical summary:

This paper analyses the determinants of factor demand for 27 west German
manufacturing industries. Six production factors are distinguished: capital, en-
ergy, three types of labour and non-energy materials. The different determinants
are factor substitution and price sensitivity of the different labour inputs, the
impact of output growth and the time effect. Among these factors, knowledge
of price and cross elasticities are important for policy makers. When considering
policies to fight against high unemployment of unskilled labour by wage subsi-
dies, the elasticities of substitution between different types of labour as well as
own-price elasticities for different skill group are of interest.

The results show that price elasticities do not appear sensitive to imposing
theoretical restrictions implied by optimising behaviour. The main result is the
strong substitutability relationship between unskilled workers and workers hav-
ing a degree from the vocational system. Furthermore, unskilled labour tends
to be considerably more responsive to wage-rate changes compared to the up-
per skill levels. Our results show that the substitutability relationship between
different types of labour with energy or materials is insignificant, except for the
complementarity relationship between energy and unskilled labour. This sug-
gests, that the energy price shock and declining material prices in the 1980s are
unable to explain the difference in the subsequent employment changes of the
three types of labour. Concerning the substitution pattern among non-labour in-
puts, we found on the one hand substitutability between energy and capital, and
on the other between energy and non-energy materials. Hence, raising energy
prices will rather stimulate capital investment.

Using decomposition analyses, the relative importance of price-, output- and
time effects were examined. Of the three factors, the output effect is the most

important in explaining the growth of the three different types of labour.
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1. Introduction

In this paper a quadratic cost function is used to estimate price, output and time
elasticities for a system of six input demand functions. There are few studies
which have considered different skill classes of labour as well as disaggregated
materials as distinct input of the production process. However, only under re-
strictive conditions on the technology and on the evolution of prices, can the
different labour and material inputs be combined into single aggregate measures.
Besides, when considering policies to fight against high unemployment of un-
skilled labour (by for example wage subsidies), the elasticities of substitution
between different types of labour, as well as own-price elasticities for different
skill groups are of interest. This information is typically not available when only
aggregate inputs are considered. Therefore, we consider the wages of different
types of labour, the prices of energy, material, capital, the level of output and
the impact of time for explaining the evolution of different input demands.

The observed shift in demand away from unskilled labour is widely docu-
mented in the economic literature. One explanation is that technological change
is skill labour augmenting (Berman, Bound and Griliches, 1994) and that higher
skill labour is more complementary to equipment investment than lower skilled
labour. Another reason for the shift in the employment composition is that
employment changes in response to exogenous shifts in wages and output de-
pend on the degree of skill (e.g., Bergstrom and Panas 1992, Betts 1997, Nissim
1984). Both effects are simultaneously investigated here. Most empirical stud-
ies in production analysis are based on flexible functions that have to satisfy
some curvature conditions, but only few studies test these restrictions. Kodde
and Palm (1987), Hirdle, Hildenbrand and Jerison (1991) are notable excep-
tions in the consumer context. An originality of this paper is that we present
a parametric test of the concavity of the cost function in prices. Furthermore,
price elasticities are compared when curvature conditions are imposed or not.
The factor demand system is estimated for 27 German manufacturing industries
from the period 1978 to 1990. The skill categories are based on the highest for-

mal qualification received: workers without any formal vocational certificate are



categorised as low-skilled or unskilled; workers with a certificate from the dual
vocational training system, who have attained either university level entrance
degree (“Abitur”) or vocational school degree, are categorised as medium-skilled
or skilled; and finally, workers with a university or technical university degree
are categorised as high-skilled workers.

Our research expands the work that has been carried out so far. First, skill
categories are defined on the basis of the highest formal qualification received,
instead of the categories blue and white-collar (see Kugler et al. 1989, for Ger-
malrly).1 Second, our model also explicitly includes materials and energy as a
factor of production (contrary to, for example Fitzenberger and Franz, 1998, and
Kugler et al., 1989). The inclusion of materials and energy as production fac-
tors does not only permit to avoid specification bias (see e.g. Basu and Fernald,
1997), but is also interesting in itself. Knowledge of the substitution elasticity
between energy and labour is essential in evaluating the impact of raising energy
taxes on the demand for labour. For homogeneous labour, the literature largely
agrees on the substitutability between labour and energy. However, most studies
summarised by Hamermesh (1993) report only small energy-labour elasticities
of substitution. For labour disaggregated by different types of skills, informa-
tion about the substitution elasticities among heterogenous labour and energy
seems not to be available. Furthermore, in contrast to many studies on this sub-
ject, we do not assume restrictive assumptions on the technology with respect to
separability, return to scale and the impact of technological change.?

The next section delineates the econometric model of factor demand, the price
concavity test and aggregation of elasticities. Section 3 describes the data. The

empirical results are contained in Section 4. Section 5 concludes.

! The study of Fitzenberger and Franz (1998) is also based on three types of qualification.
2 The studies of e.g. Fitzroy and Funke (1995) or Kugler et al. (1989) are based on such
assumptions.



2. The modelling framework

2.1 Cost and demand functions

The most widely used method for estimating multifactor demands is to fit the
factor demand equations derived from the cost function by Shephard’s lemma.
The translog and generalised Leontief functions have been applied extensively
in estimating price elasticities, but do not often satisfy the concavity in prices.
We start directly with a functional form which can be constrained easily in this

respect, the normalised quadratic cost function (see Diewert and Wales, 1987):3

¢ (me, Znts Oén) = p;ztApn + % (%pm)_l p;ztApppnt +p;1tApzme + % (97/1]77115) Zq/quzzZnta

(2.1)
where the subscripts ¢ and n denote time and industry, respectively. The tech-
nological parameters to be estimated are gathered in the vector «,. Given the
data available, we define the vector of inputs as ,; = (€nt, Fint, Knts Moty Snt» Unt)
and the prices as Pps = (Dents Phnt» Phnts Prnts Dsnts Punt) > Where the labour input
hy: denotes high-skill labour, s,; denotes medium-skill labour and wu,; low-skill
or unskilled workers. Labour is measured in total workers (full-time equivalent).
In addition, e,; denotes energy, m,; material and k,; capital. The net capital
stock is assumed to be variable. Other explanatory variables entering the cost
function are the level of production y,; and a time trend ¢ denoting impact of
technological change. These variables are regrouped in a vector z,; = (Y, t)/.
The matrices of parameters to be estimated, Ay, = [ay], Ay = A}, = [ap),
A, = o] and A, = [a,.], are of size 6 x 1, 6 x 6, 6 X 2 and 2 X 2, respectively.
The term € p,; appearing in equation (2.1) is introduced to guarantee that the
cost function is linearly homogeneous in prices. The vector 6,,, of size of 6 X 1,
is chosen to be equal to x,1/c,1 so that 6 p,; corresponds to a Laspeyres price
index for total costs, normalised to ‘1’ in the basis period for which ¢ = 1. As
underlined by Diewert and Wales (1987), this arbitrary choice of 6,, does not

3 Recent applications of the normalised quadratic cost function can be found in Draper and

Manders (1996) and Gagne and Ouellete (1998).
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affect the flexibility properties of the cost function. In addition to linear price
homogeneity, the price symmetry property is directly imposed on equation (2.1).
The system of input demands z* (py, 2ne; ) 18 Obtained by the application

of Shepard’s lemma:

1

—1 -2
z* (pmfa Znts an) = Apn + ( ;ﬂ%t) Apppmf - 5 (eqlzpmf) enp;ztApppnt

1
+Apzsz + 5971 (Zq/nAzzme> .

Furthermore, for identification purposes, we directly impose the following 6 ad-
ditional equality constraints on the matrices A,,:

/

vAp =0, (2.2)

where ¢ = (1,...,1)". Diewert and Wales (1987) show that the price concavity
property of the cost function is equivalent to the negative semi-definiteness of
App. One advantage of retaining a quadratic cost function is that despite these
restrictions, the form of equation (2.1) remains flexible, i.e. it can still provide a
local approximation for an arbitrary cost function as well as its first and second
order derivatives. In the empirical part of the paper, two models are used, one
based on the concavity unrestricted cost function and the other making use of
the concavity restricted cost function. We incorporate the concavity conditions
by imposing a parameter restriction through a Cholesky decomposition of the
matrix Ay, (for details see Diewert and Wales 1987).

This system of six input demands divided by the output level, to which a

residual vector v, is added, is used for estimating the parameter vector ay,:

xnt/ymf =" (pmfa Ynt, T an) /ymf + Unpt. (23>

2.2 Price Concavity Test

As discussed by Diewert and Wales (1987), the signature of the singular ma-
trix Ay, is identical to the signature of the Hessian of the cost function with
respect to prices. Since the matrix A,, is symmetric and has at most rank 5
(since (2.2) holds), only 15 parameters of A,, can vary freely. Let a,, be the

vector containing these free parameters and 2, be the corresponding covariance



matrix (constructed from the covariance matrix €2 of a;,). The corresponding
unrestricted estimates are respectively a,, and Qpp. For testing negative semi-
definiteness of the estimated matrix A\pp we adapt the test proposed by Hiirdle,
Hildenbrand and Jerison (1991) The null-hypothesis of this test is that the
highest non-zero eigenvalue )\max of App is less than zero. If )\max is found to be
significantly positive, the negative semidefinitess of App is rejected. Let A2 be

the true value of the highest eigenvalue of the matrix A,,. Then asymptotically
A & N (X

max? 7 ) )

where 0% is consistently estimated by 8%\ = (8)\max / 8@53]3) Qpp (OAmax/Oayp)

App=Gpp

This distribution will be used for testing the sign of the highest eigenvalue.
This test has the advantage of not requiring to use quadratic programming tech-
niques for deriving the restricted eigenvalues. The expression of O/ day,, may
be obtained from the spectral decomposition of A,, given by A,,q; = A;q; and
thereby q;- Appg; = Aj, where g; is the eigenvector associated to the eigenvalue ;.
Since A, is symmetric and verifies (2.2), the coefficients of the above quadratic

form satisfy?

by :26: (( Zakh— Z ahk> O+ 2 Z ahkqthjk)

h=1 k=h+1 k=h+1

From this expression we obtain

OAj 5 )
dap, kT 2q;nqjx — G5n
= —(gn—aw)°, Vik>h, j=1,...,6.
The eigenvector associated to A\¢ = 0 is proportional to ¢ = (1,...,1)" and

therefore OAg/Oap; = 0.
2.3 Elasticities aggregated across industries

In the empirical part of the paper own-price and cross-price elasticities are cal-
culated together with the output elasticity of input demand and impacts of non-

neutral technological change. We estimate the system of factor demands using a

4 The following convention is adopted: for h = 1, the term EZ;} agp 18 zero. For h = 6, the

6 6 .
terms Y ;.. app and > ape@ingsx also vanishes.
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small panel of manufacturing industries. Since we are interested in the aggregate
impact of factor price changes on input demand, we only calculate aggregate
elasticities. Besides, it would be impossible to present more than 50 elasticities
for each of the 27 industries. Moreover, since we do not allow for heterogeneity in
slopes, it is not meaningful to calculate elasticities at the disaggregate level. The
aggregation of sectoral elasticities will be derived on the example of aggregate

output elasticity:

or'y;
— 2.4
where the aggregate factor demand is I* = ZnNzl orowith I = FE, H K, M, S,

U and ¢ = e, h, k, m, s, u respectively. Aggregate output is by definition Y; =
S Y. In order to calculate the expression (2.4), we assume that the level of
production y,,; of each industry depends on the aggregate level of production Y;.
In fact, this dependance is not deterministic, but can be though to be stochastic;
we note Yp; = Yt (Yz) - Then, holding input prices constant, it follows that

or YN 0in o~ 06t O

o, o, oy oy

Hence the aggregate output elasticity can be written as:
N

~ N ~
S T iy, OYnt Y1
€ry = - = E €iyn ™ v Ta
" ; Oy DYy It ="y DY, I

We assume that output shares of each industry remain constant when aggregate
output grows; that is
OYnt _ Ynt
a, Y,

Finally the aggregate output elasticity can be written as a weighted average of

(2.5)

sectoral elasticities:

N "
i
€ry = g eiynTZ- (2.6)
n=1

For testing the hypothesis (2.5), the following equation is estimated for each

industry:

ynt/Y;f — Oén/Y;f + ﬁn + Nnt-



The hypothesis o, = 0 is rejected in 10 out of 27 manufacturing industries. Even
being weakly rejected, the assumption (2.5) is not a nonsense. Indeed, elasticities
are usually computed under a ceteris paribus assumption. For example, we study
the impact of wage change for given levels of the other variables, even if in fact
all variables are shifted simultaneously. Adapting the ceteris paribus reasoning
to our aggregation problem of elasticities, it comes to the same as to study the
impact of output growth, for given output shares of each industry in the aggregate
output; indeed
9 (Ynt/ Y1) :Oéﬁzﬁ‘
oYy oy Y

Of course, aggregate elasticities can also be calculated on the basis of any other

assumption for 9y, /0Y;.
2.4 Elasticities aggregated across labour inputs

Instead of aggregating across industries, we will now consider aggregation across
the different labour inputs in order to derive comparative static measures for
total labour which is defined as L* = S (h* + % + u*) = H* + S* + U*. The
derivation of the aggregate elasticities is presented explicitly for the elasticity of
labour with respect to output, but the results can directly be adapted for the
variables pg:, Pare, e and t. Since
ST
(9}/;5 aymf (9}/;5 ’

n=1 i=h,s

making use of assumption (2.5), it follows that

oy, 0ty yut Yy
‘T oy, I Z Z Oy Y, I

n=1 i=h,s
N .
i I
= DD = DL v
i=h,s,u n=1 I=H,SU

b

The derivation of the input elasticities with respect to the aggregate wage pr¢

is a little more involved. Let us consider the aggregated demand for energy for



example (the calculus are similar for Capital and material demand):

8E* L apmt
Oprs B 8]?Lt Z Z apmt 8]?Lt

n=1 i=h,s,u

Since we are interested in the impact of a change in py; for a given distribution
of disaggregate wages, we compute elasticities on the path were
OPint _ Pint
Oprt B Pre

(2.7)
holds for ¢ = h, s, u. Therefore,
OE" prt al dey, pint €, al el
Li i no__
€pp, = dprs B ;Z; Opims €, B* i;u;%me* - I:;S*UGEPI-

Similarly, for the aggregate own-price elasticity, we have

OL* Noonr 9st out \ Oy,
erp, = o= N (Y Sy Py S ) S bl
8th L 8Pmt 8Pmt 8Pmt 8]?&5 L

i=h,s,u \n=1
= Z Z ah pth Z 83 pmtS Z au pszU
i=h.su (9]? e H* LY apz nt S* L apmt U* L*
H s U
— Z 6HP;7+€SPI?—|—€U]317 .
I1=H,S,U

Note that elasticities which do not involve labour inputs and wages (as epy
and €y7p, for example) remain unaffected by the aggregation across labour in-
puts. Furthermore, under the assumptions (2.5) and (2.7) taken for our ag-
gregation experiment, symmetry and linear homogeneity will still hold at the

aggregate level (over industries and labour inputs). Therefore, the restrictions

> g=p.x.ry€rp, = 0 will still hold for I = E, K, L, M.

3. Data

The data sample used consists of cross-section time series on 27 German indus-
tries for the period 1978-90. Because energy expenditures and quantities are
based on input-output tables available from 1978 onwards and wage data for

different types of skills are only available for the period 1975 to 1990, we are



unable to use more recent data. The derivation of factor prices and quantities is
fully described in the Appendix. A brief summary will suffice here. Data in this
study come from different sources.

Our method consists of matching earnings by sector and skill group with em-
ployment data. Labour costs per worker are calculated first. Then workers by
different types of skills are transformed to full-time equivalents (see Appendix
A). Finally, quantity indices are derived by dividing total expenditures by their
respective labour cost indices. Information on earnings are taken from the IABg
for medium and unskilled labour and from Federal Statistical Office (wage and
salary statistics) for high-skilled labour. Information on employment by educa-
tion is taken from the Employment Register of the Federal Labour Office (Bun-
desanstalt fiir Arbeit). It contains information on employment by skill category
and by industry as at 30 June for all employees paying social security contribu-
tions for the 1975-1996 period. Labour is divided into three groups: group 1 is
defined as workers with a university or polytechnical degree, group 2 (medium
skilled or semi-skilled) is made up of those having completed vocational training
as well as technicians and foremen, and the remaining group 3 comprises workers
without formal qualifications. The latter group also includes apprentices.

Data are collected for 31 industries. In some industries the number of total
workers (respectively total labour costs) reported in the National Accounts does
not exactly match total workers paying social security contributions (see Table
Al in Appendix). Since in some industries output and input price are either not
available or unreliable, we drop four industries from our sample, leaving us with
27 industries. In particular, tobacco (45), refining (15), aircraft (30) and office
machinery (27) are separated out. The gross value of production, gross materials
and the net capital stock are obtained from national accounts (see Koebel 1998).
Input-output tables are used to split up gross materials into non-energy materials
and energy (see Appendix A).

Table 1 presents aggregate cost shares for capital, energy, heterogeneous labour
and intermediate materials. Material expenditures accounts for over 60% of the
total costs, followed by medium-skilled labour, capital and unskilled labour. The

cost-shares of high-gkilled labour and energy are fairly small.



Table 1: Aggregate cost shares in manufacturing 1978-1990 (%).
78 81 84 87 90

high-skilled 1.4 15 1.7 21 22
semi-skilled 16.0 15.4 15.2 16.7 164
unskilled 99 93 85 87 7.6
capital 71 88 78 7.1 8.1
non-energy materials 62.1 60.4 62.1 62.1 62.7
energy 3.6 47 47 33 3.0

¢ Source: Federal Labour Office, Federal Statistical Office,

TABg, own calculations.

Table A2 (Appendix B) provides disaggregated cost shares for capital, energy,
heterogeneous labour and intermediate materials highlighting the heterogeneity
across industries. The cost share for non-energy materials varies between 38% in
ceramics to 77% in food and beverages. Cost shares for medium skilled labour
varies between 7% in food and beverages and 25% in optical and precision instru-
ments, as well as publishing and printing. The graduates cost share is very small:
it varies from 0.4% in food and beverages and 10.4% in air and space. Finally the
energy cost share is ranked between 1% in machinery and electrical equipment
and 8% in the chemical industry. The cost share suggests that industries which
use energy intensively require intensive use of capital (energy intensive industries
have a higher capital share).

Figure A1l (see Appendix B) depicts the evolution of quantities and prices for
the period 1978-1990. Table 2 gives the corresponding average annual percent-
age changes in output, input demand and nominal prices. As can be seen from
this figure, the quantities of graduates grew at a faster rate than all other inputs.
Whereas high-skilled labour jumped by an average annual growth rate of 4.6 per-
cent, medium-skilled labour grew at an annual rate of 1.1 percent. As expected,
unskilled labour decreased steadily over time, with an annual rate of 1.6 percent.
Capital accumulation is quite moderate, with an increase of 1.0 percent.

The decreasing demand for less qualified labour is matched by relatively stable

wages across different types of labour (see Figure 1). During the 1978-1990 period
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labour costs per workers increased by an average 4.7 percent for graduates, 4.3
for medium-skilled labour and 4.6 for unskilled labour. In contrast, the material
deflator increased by only 2.5 percent per year. The energy deflator increased
by 3.8 percent. Since relative prices between different types of labour and other
input prices are rather similar, it does not seem likely that the substitution

pattern could explain a large part of the changes in the labour composition.

Table 2: Annual percentage changes in inputs, output, wage and prices:*

Quantities H S U K M FE Y
46 1.1 —-16 1.0 26 —-0.3 2.2
Prices PH PSS PU PK PM PE Dy

4.7 43 46 53 25 3.8 2.7
¢ Average growth rate over the period 1978-1990. Source:

Federal Labour Office, Federal Statistical Office, IABg, own

calculations.

4. Empirical results

For the 1978-1990 period, the factor demand equations for capital, energy, mate-
rial and the three types of labour are estimated with the iterative SUR method,

assuming that vector 1v,; has zero mean and constant variance.
4.1 Heterogeneity of slopes

To account for sectoral differences we estimate in a first step model (2.3) for skill
and non-skill intensive sectors separately. Following the Gehrke et al. (1995)
classification scheme, which is based on the proportion of skilled workers, manu-
facturing industries are divided into a skill and a non-skill intensive group.” Also,
all factor demand equations contain an industry dummy. The null hypothesis
that the slopes in the factor demand system (2.3) are identical across the two
subsamples has been tested. Since the computed value of the chow-test statistic
of 1.107 (with 30 and 2019 as degrees of freedom) has a significance level of 0.316,

® According to this classification, industries No. 14, 26, 28, 31, 32, 33 should be considered as
skill-intensive and the remaining ones as non-skill intensive.
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the null cannot be rejected at a meaningful significance level. For this reason,
the slopes of (2.3) are assumed to be identical across all industries. Thus, the
concavity unrestricted model contains 30 free parameters plus 27 X 6 industry
dummies. A LR test is applied to (2.3) to test for equal intercepts across indus-
tries. The computed chi-squared statistic is 6649 which leads to rejection of this
hypothesis.

4.2 Concavity of the cost function and own price
elasticities

Table 3 presents the results for the price concavity test. Only one eigenvalue
out of five non-zero eigenvalues is positive. Moreover the test suggests that
the positiveness of the highest eigenvalue is significant. Therefore we reject the

assumption of price concavity of the cost function.

Table 3: Test for the price concavity of the cost function

all industries

Number of positive Eigenvalues 1
Highest eigenvalue® 0.55 (3.95)

¢ t-value in parentheses.

Table 4 presents own-price elasticities derived from both concavity unrestricted
and restricted models. The concavity restricted results are obtained from the un-
restricted estimates through minimum distance, as presented in Koebel (1998).
Since the variations over time are not substantial, all price elasticities are evalu-
ated at 1990 values. The corresponding t-statistic are based on White’s correction
for heteroscedasticity and are given in parentheses.

The first main result is that despite curvature violations, only a few discrep-
ancies can be found between the price elasticities of the two different models. In
particular, the ranking in the order of the absolute values of the price elasticity
of demand (in absolute value) is not sensitive with respect to imposing curvature
conditions. For the own-price elasticities obtained from the unrestricted model,
4 out of the 6 elasticities are statistically significant negative at a five percent

level.
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Table 4: Own-price elasticities (at 1990 data)®

concavity unrestricted concavity restricted

value sig. cases t-stat value sig. cases t-stat
epp, —0.030 27 (—3.1;—-2.8) —0.039 27 (—3.9; —3.5)
enpy; —0.048 0 (—1.1;—-1.0) —0.004 0 (—0.1;—0.1)
exp, —0.034 27 (—4.4;-3.9) —0.042 27 (—5.5;—5.1)
evp,  0.004 0 (0.3;1.6) —0.007 1 (—2.0; —1.5)
espy,  —0.056 27 (—2.4;—2.0) —0.102 27 (—3.9; —3.7)
evp, —0.276 27 (—4,0;-3,7) —0.270 27 (—3,9;-3,7)

¢ Minimum and maximum ¢-values in parentheses.

As can be seen in Table 4, unskilled labour reacts quite responsively to wage
rate changes, with an estimate of —0.28. In contrast, medium-skilled labour is
much less responsive to wages: its own-price elasticity is equal to —0.06. The
remaining factors are all quite price inelastic and often insignificant at the 5
percent level.

This finding suggests that own wage demand elasticities decrease with skill; a
fact that is also found by most previous studies (see Hamermesh 1993). More
recently, using aggregate data for France, Sneessens and Shadman-Mehta (1995)
also report that the negative effects of wage increases appears to be sharper for
unskilled labour than for skilled labour. This result was also found by Fitzroy
and Funke (1998) for German manufacturing industries. However, they estimate

a rather high value for the own-wage elasticity for unskilled labour of —1.00.
4.3 Cross-price elasticities

To measure factor substitution possibilities, we compute cross-price elasticities
for the unrestricted (Table 5) and the concavity restricted model. In addition,
the Morishima elasticities of substitution (MES) are calculated for selected input
pairs (see Table 6).6 For the concavity unrestricted model, out of 30 cross-price

elasticities only 12 are significant at the 5 percent level. For the concavity re-

6 Morishima elasticities of substitution provide a measure of changes in the input quantity
ratio with respect to input price ratios.
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stricted model the number of significant cross-price elasticities is slightly smaller.

The cross price elasticities between the three types of labour and the remaining
factors are generally quite small and often not significantly different from zero.
This means that the production structure is rather rigid, since inputs cannot be
easily substituted the one against the other.

The dominant substitutability relationship concerns medium and unskilled
labour. The value of cross-price elasticity of unskilled with respect to medium-
skilled labour price, €yp,, is 0.27. MES estimates for these factors is 0.4 when
the price for unskilled labour changes and 0.3 when the price of medium skilled
labour changes (Table 6). The result here is consistent with Steiner and Mohr
(1998), who find that the aggregate elasticity of substitution between unskilled
and medium skilled labour is around 0.3. The cross-price elasticities also are
not very sensitive with respect to curvature conditions. For instance, using the
concavity restricted model the cross-price elasticity between skilled and unskilled
labour, €7 p,, slightly decrease from 0.27 to 0.23. The substitution elasticity be-
tween high-skilled and unskilled labour is not significant. Significant pairwise
substitutability relationships can also be found between energy and capital, en-
ergy and materials, and material and capital. The cross-price elasticity between
energy and capital is significantly positive in all industries, indicating that they
are substitutes. A similar result is also found in most other previous studies for
the US and Canada (see Thompson and Taylor, 1995).

Some complementary relationships can be found between energy and unskilled
labour. However, the cross-price elasticity is very small in absolute value, with
an estimate of —0.018 for €y p,. The MES between unskilled labour and energy
is close to zero, when the price of energy changes and 0.23 when the price of
unskilled labour adjusts.” Turning to capital-skill complementarity, we find only
little evidence for this assumption. Estimates of the cross-price elasticities be-
tween different types of labour and capital do not indicate that unskilled labour
1s more substitutable to capital than the upper skill levels.

Given the small and often insignificant cross-price elasticities between labour

7 A pair of inputs which are complements based on cross-price elasticities do not necessarily
have to be Morishima complements.
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Table 5: Cross price elasticities (at 1990 data)®

concavity unrestricted

concavity restricted

value sig. cas. t-stat value sig. cas. t-stat
epp, —0.001 0 (—0.6; —0.5) —0.000 0 (—0.2; —0.1)
epp,  0.030 27 (3.1;4.6) 0.033 27 (3.3;4.8)
epp,  0.096 27 (2.3;3.0) 0.014 0 (0.3;0.9)
eppy —0.013 0 (—0.7; —-0.5)  0.033 0 (1.4;1.6)
egp, —0.042 27 (—3.1;—2.6) —0.040 27 (—3.0; —2.5)
enp, —0.002 0 (—0.6; —0.5) —0.001 0 (—0.2; —0.1)
enp, —0.013 0 (—1.1;—-1.0) —0.009 0 (—0.8;—0.7)
enp, 0.014 0 (0.6;1.2) 0.009 0 (0.2;0.7)
enpy  0.018 0 (0.3;0.3) —0.048 0 (—0.9; —0.8)
enp,  0.031 0 (0.7;0.7) 0.053 0 (1.2;1.3)
exp,  0.012 27 (3.8;4.6) 0.013 27 (4.2;4.9)
exp,; —0.004 0 (—1.1;—-1.0) —0.002 0 (—0.8;—0.7)
exp,  0.052 27 (3.8;4.4) 0.035 27 (2.5;3.0)
expy —0.021 1 (—2.1;—-1.6) —0.013 0 (—1.3;—1.0)
exp, —0.007 0 (—0.6; —0.2)  0.009 0 (0.6;0.9)
evp,  0.003 27 (2.2;2.6) 0.001 0 (0.3;0.9)
emp,  0.001 0 (0.6;1.1) 0.000 0 (0.2;0.7)
empe  0.007 27 (3.8;4.4) 0.005 27 (2.5;3.1)
emp, —0.017 27 (—4.2;—-3.4) —0.002 0 (—1.1;-0.1)
evp,  0.002 0 (0.1; 1.3) 0.003 0 (0.4;1.4)
esp, —0.003 0 (—0.7; —=0.5)  0.007 0 (1.4;1.6)
esp,  0.002 0 (0.3;0.3) —0.007 0 (—0.9; —0.8)
esp, —0.011 1 (—2.1;—-1.6) —0.007 0 (—1.3;—1.0)
esp, —0.066 27 (—4.2; —-3.4) —0.008 0 (—1.1;-0.1)
esp,  0.133 27 (4.8;5.1) 0.117 27 (4.2;4.4)
evp, —0.018 27 (—3.0; —2.6) —0.017 27 (—2.9; —2.5)
evp,  0.009 0 (0.7;0.7) 0.016 0 (1.2;1.3)
evp,  —0.007 0 (—0.6; —0.2)  0.010 0 (0.6;0.9)
evp,  0.019 0 (0.1; 1.3) 0.028 0 (0.4;1.4)
evpy  0.274 27 (4.7;5.1) 0.234 27 (4.1;4.4)

¢ Minimum and maximum ¢-values in parentheses.
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and non-labour inputs, none of these factor price changes make a large contri-

bution towards explaining the shift in demand away from unskilled and towards
skilled labour.

Table 6: Morishima elasticities of substitution (at 1990 data)®

concavity unrestricted concavity restricted

OBK 0.043 0.053
OKE 0.064 0.075
ORU 0.012 0.022
osu 0.330 0.336
oUs 0.409 0.387

¢ Significant at the 5 percent level in all cases.

4.4 Output elasticities and impact of time

Table 7 presents time and output elasticities.® All elasticities are evaluated us-
ing 1990 data. These elasticities are, in most cases significant at the five percent
level. The output elasticity for different types of labour is increasingly posi-
tive with rising skill levels (exy > €gy > €py). This result here is consistent
with Fitzenberger and Franz (1998) who find that output changes monotonously
favour demand for higher skill levels. Whereas, high-skilled labour is quite re-
sponsive to output variation, the output elasticity for workers without any degree
is rather small (eyy = 0.48).

Calculations for the impacts of time are also given in Table 7. For given output
and prices, unskilled labour is decreasing over time, by an annual rate of 0.9%.
The time elasticities do not vary much over time: the corresponding value of ;¢
for 1978 is similar. However, the interpretation of the impacts of time is delicate.
Indeed, they may pick up effects others than technical progress, such as changing
skill composition due to skill-upgrading.

Finally, elasticities aggregated across labour inputs (Table 8) are computed

8 Given our two-step estimation procedure, the output elasticities and the impact of time stay
almost unaffected by the concavity restrictions.
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Table 7: Output and time elasticities (at 1990 data)®

value sig. cases t-stat
Time elasticities
ECt 0.000 1 (—2.1;1.4)
o —0.003 22 (—5.3;0.0)
€t 0.002 27 (6.1;8.1)
€Kt 0.000 4 (—2.1;1.3)
EMt 0.002 27 (2.0;3.2)
€St —0.002 22 (—4.7; —-0.2)
€Ut —0.009 27 (—12.2; —4.2)
Output elasticities’

€y 0.908 24 (0.0;14.3)
€Epy 0.575 27 (4.9;10.3)
€ny 0.908 27 (5.6;18.2)
EKY 0.736 27 (13.0;20.4)
EMY 1.052 27 (22.5;82.4)
ESY 0.658 27 (14.9; 26.5)

“Maximum and minimum ¢-values in parentheses.

“f-statistics for the null hypothesis that ecy = 1 (constant return to
scale) and ¢;y =0 for J=FE H, K, M,S,U.

Table 8: Elasticities aggregated across labour

concavity unrestricted concavity restricted

sig. cases / sig. cases /
value total cases value  total cases
erp, —0.007 27/81 0.000 27/81
erp, —0.010 1/81 —0.002 0/81
€rpy 0.052 108/243 —0.001  108/243
erp, —0.036 27/81 0.004 0/81
epp, —0.096 27/81 —0.008 27/81
exp, —0.031 1/81 —0.006 0/81
evp, —0.014 27/81 0.002 0/81
err —0.004 49/81 —0.004 49/81
€Ery 0.626 81/81 0.630 81/81
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according to the formulas derived in section 2.4. Three important points should
be remarked. First, since only one out of 15 price elasticities is higher than 0.1
(Table 5) the absolute value of the aggregate price elasticities are rather small.
This underlines that substitution between inputs is limited. The imposition of
concavity does not have a great impact on the aggregate price elasticities. Second,
the aggregate own price elasticity is not significantly different from zero. This is
related to the fact that the main substituability relationships occur within the
different types of labour rather than between labour and the remaining inputs.
Third, the negative cross-price elasticity between aggregate labour and energy

suggests that labour is complementary to energy.
4.5 Decomposition of factor demand growth

The observed change in factor demand can be explained by factor substitution,
changes in output and the residual time trend. These effects can be separated
by total differentiation of the labour demand equations and the following trans-

formation into growth rates

~ or* or* or*
Al o~ Z Apjp+ =AY, + —
J=M.K,H,S.U I 9Y, ot
Al A AY;
@%2 Z 8]]3‘]£+6]Y=t+8]t, I:H,S,U
Iy J=M.K.HSU PJi Yi

where AINt / INt denotes the predicted percentage change in the three types of labour
(INt = f[t, §t, [715) First, aggregate changes in the exogenous variables for the
period 1978-90 are computed. Second, we use the estimated aggregate elasticities
and compute the change in factor demand that we would expect from changes in
the right hand variables. The first term on the right side measures the price and
substitution effect, the second term the output effect and the last term denotes
the impact of time. Note that the above decomposition is based on first order
approximation, and is only precise for small Apy; and AY;. Whereas a second
order approximation would be more precise, the separate identification of the
impact of price, output and time would then no be longer possible.

The results of the decomposition analysis appear in Table 9. Since the pre-

18



dictions based on concavity restricted elasticities are quite similar, we only re-
port predictions based on unrestricted elasticities. Column two and three give
the observed and predicted change for the three types of labour. The three fi-
nal columns show the decomposition analysis. As can seen from Table 9, the
predicted change is close to the observed one except for unskilled labour. For
instance, the increase in the level of semi-skilled labour is 1.1 percent which is

close to the prediction of 1.3 percent.

Table 9: Determinants of employment by skill classes (percentages)

actual predicted % change attributable to:*
change change Price Output Time

unskilled labour —1.6 —0.1 —0.1 0.9 —0.9
semi-skilled labour 1.1 1.3 0.2 1.4 —0.2
high-skilled labour 4.6 2.6 0.0 2.3 0.4

@ Average growth rates and elasticities over the period 1978-1990. Insignificant price

elasticities are not included.

As can seen in Table 9, price effects play a minor role explaining the employ-
ment changes of the three types of labour. This suggests that wage compression
is a very small factor explaining the shift away from unskilled labour. In contrast,
for all types of labour except unskilled labour, it is evident from column four and
five that output is the major contributor to the shift in labour composition. In
particular, 89 % of the increasing demand for graduates can be explained by
output growth. The main cause of the decline in low-gkill labour demand is the

time effect.

5. Conclusion

Determinants of factor demand were estimated using concavity unrestricted and
restricted models. In particular, we investigated the role of the substitution
effect on the shift in labour composition. We use cross-section time series for 27
manufacturing industries for the period 1978-1990. Even though price concavity

is rejected, the different price elasticities obtained from the restricted estimates
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1]

2]

were quite similar from those of the unrestricted estimates. Pairwise substitution
dominates between medium and unskilled labour, energy and capital, energy and
materials as well as materials and capital. In particular, the substitutability is
stronger between skilled and unskilled labour than any other pair of inputs. Some
complementarity is found between energy and unskilled labour. Furthermore, the
demand for unskilled labour is more price-elastic than any other factor included
in the model. However, the substitution pattern as well as the price effect do not
explain observed changes in the different types of labour. The dominant factor
explaining the shift against unskilled labour and towards skilled labour is the
output effect which is increasingly positive with rising skills.

This study is restricted to the manufacturing sector. As such the results and
implications are not necessarily transferable to the overall economy. Further re-
search needs to be done in this area. First, we could expand the coverage to
more industries. Second, the distinction between domestic and imported materi-
als could help to determine the exact impact of trade on the employment demand

for different types of skills.
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Appendix A: Data description

Wages and employment for different skill groups. Information on earnings
for unskilled and medium-skilled labour is taken from the IABg, a 1% random
sample of all persons covered by the social security system. This amounts to
200,000 individual workers for each year between 1975-1990. Wages are mea-
sured as daily gross wages excluding employers social security contribution. In
the first step, median earnings are calculated by each manufacturing sector and
skill groups. The sample is limited to full-time workers. For manufacturing
industries between 66,995 and 74,708 annual observations were used to calcu-
late wages. In the second step the industry classification based on the IABg
is matched together with the two-digit national accounts classification. Follow-
ing Bender et al. 1996, annual wages are calculated by multiplying daily wages
with the average number of calendar days (= 30) and then by multiplying by
12. Finally, non-wage labour costs measured as a percentage of gross wage are
added to annual gross wage. One problem of the IABg is a structural break in
the data (see Steiner and Wagner 1997): from 1984 onwards, more and more

income components are added to labour earnings. However, comparing wages

9 For applications using TABg data, see Beissinger and Moller (1998), Fitzenberger (1996),
Fitzenberger and Franz (1998) and Steiner and Mohr (1998).
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drawn from the wage and salary statistics with IABg data we find no differ-
ences between these two data sources. Since in the IABg data, monthly gross
earnings for graduates are censored to the right we take earnings for high-skilled
workers from the wage and salary statistics. The highest skill group refers to
“professional and managerial workers” (category II white-collar). Earnings for
high-skilled labour are converted into labour costs by adding the employers social
security contribution.

Labor input by education is constructed in multiple steps. For approximately 5%
of the employees, the occupational degree is not available (see Table 8). In the
first step, two thirds of these workers were added to the unskilled group and one
third to the skilled group. In a second step, labour is transformed to full-time
equivalent employees. Part-time workers and trainees are weighted by one half.!?
We then check the sum of the three different types of labour costs against total
labour costs obtained from the national accounts. Labour costs calculated at the
sector level cover between 90-100 percent of total labour costs reported in the
national accounts. Finally, wages are transformed to wage indices normalised
to unity in 1978. These transformations generate ppn:, Psne and pyne. The final
labour mput is obtained by dividing total labour costs by the respective wage
indices.

In both data sources, annual average working hours are not available for the
three skill groups. For assessing the stability of our results with respect to the
measure of the labour quantity and price indices (number of workers versus man-
hours), we also use data from the German microcensus, which reports average
hours worked per week for every two years. Alternative labour input and labour
costs are calculated using interpolated data for working hours. However, since
the elasticities are not sensitive to changes in the definition of employment we
did not use man-hours.

Energy and non-energy materials. Data on energy are not available in the

National accounts. However, energy expenditures and quantities (measured in

10" Since wages of apprentices do not necessarily reflect their marginal productivity, they should
actually be excluded. We still included apprentices in the the group (or category) of unskilled
labour as estimation results proved to be not sensitive anyway.
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terajoule) based on the input-output classification have been provided by the
Federal Statistical Office.!’ We use this information for splitting up gross ma-
terials into non-energy materials and energy. The data from the two sources
(input-output tables and national accounts) are, however, not directly compara-
ble.!? For this reason the following adjustments have been made to make energy
data based on input-output tables consistent with national accounts:
NA
NA (p. )IO <pyy>n,78

(Pe€)nzs = nis X 0
( yiy)n,?s
NA 10 (Pee)nN%
(pe€)y = (Pe€),y —5 > t=178,...,90,
(pe€>n,78
The assumption underlying this approximation is that the output discrepancies
between the two sources do not change over the period.”® Energy deflators pgg ;
are derived by dividing energy expenditures (pee)itO by an indice for energy

10

quantities e, ;

(also based on the input-output classification). pgg , is normalized
to one in 1978, and is assumed to be identical with pé\%. Finally, the quantity
index for energy enNtA 1s derived by dividing total expenditures by the energy

price index:

NA
NA <p€€>n,t
€t — 70 -
pen,t

Non-energy material expenditures (respectively quantities) are calculated by sub-
tracting energy expenditures from material expenditures (respectively quanti-
ties). The deflator for non-energy materials is calculated by dividing non-energy

material expenditures by their respective quantities.

1 Annual energy data based on Input-Output classification 1978-1990, unpublished data.

12 There are three main differences between the national accounts and input-output concepts.
In the national accounts, output does not include intra-firm trade. Furthermore, in the na-
tional accounts, output of trade is presented on a gross basis including the value of merchan-
dise. The main difference between the two sources, is that the sectoral breakdown in the
national accounts is mainly based on institutional units (establishment concept). Firms are
classified into a given industry according to their main activity. In contrast, according to the
input-output concept, outputs are broken down by commodity groups.

13" These discrepencies between (pyy)ibv?s and (pyy)iO?s are negligible for 26 out of 31 industries.
Only for petroleum processing, iron and Steel, Fofmdry, Office and Data processing, printing
and publishing some discrepencies were observed.
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User costs of capital. The user costs of capital are computed using the invest-

ment price parne, the nominal interest rate r; and the depreciation rate 6,;:

Pint = (1 + 7“15> PAknt — (1 - 57115) PAknt+1-

The depreciation rate is calculated as 6,y = 1 — (kpy — Akyy)/kni—1, where Ak,
denotes gross investment at constant prices. Annual interest rates are drawn

from the Deutsche Bundesbank (long-term interest rate for public sector bonds).

Appendix B: Descriptive statistics
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Table Al: Labour by different types of skills (1990):

total workers, ths

No  sector national social
accounts security st.
14 Chemical products 641 649
15 Petroleum processing 26 24
16 Synthetic material 312 305
17 Rubber 117 110
18  Stone and earth products 179 182
19  Fine ceramics o1 58]
20  Glass 73 71
21  Iron and steel 201 204
22 Non-ferrous metals 76 78
23  Foundry 106 113
24 Fabricated Metals 276 262
25 Steel, light metal and tracked vehicles 185 197
26 Machinery 1196 1243
27  Office and data processing 101 84
28  Vehicles and repairs 1019 1056
29  Shipbuilding 36 37
30  Aircraft and spacecraft 66 66
31  Electrical machinery 1222 1121
32 Precision and optical instruments 215 220
33  Metal products 372 383
34  Musical instruments 68 52
30  Wood 46 43
36  Wood processing 318 305
37  Pulp, paper and board products 58 66
38  Paper and articles of paper 130 109
39  Printing and duplicating 246 235
40  Textile 55 67
41  Leather 230 235
42  Clothing 203 186
43/44 Food and beverages 742 686
45  Tobacco 16 15

Source: Federal Labour Statistics, IABS, own calculations.
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composition in % apprenti- part-time in %
H S U  degreena. cesin% H S U
social security statistics IABg

94 61.4 26.0 3.2 4.2 1.1 43 6.8
11.0 69.9 16.7 2.9 2.6 0.0 54 83
2.6 49.5 41.8 6.1 3.3 1.5 3.3 4.5
3.9 47.2 44.1 4.7 2.7 0.0 41 14
2.9 58.3 31.5 7.2 3.4 4.7 4.4 3.0
2.8 42.2 519 3.0 4.5 0.0 64 7.8
3.4 51.9 41.1 3.7 3.4 0.0 24 36
3.0 006.8 33.7 6.0 4.5 0.0 1.2 1.0
3.7 57.2 36.5 2.6 4.2 0.0 24 23
1.8 48.5 44.8 4.9 3.8 0.0 23 1.6
1.7 53.2 394 0.7 4.8 0.0 04 1.2
4.1 70.0 21.2 4.7 6.2 0.0 24 3.0
5.0 70.3 21.8 2.3 6.6 0.3 23 4.1
17.4 53.1 22.7 6.8 4.4 0.0 43 7.7
4.0 62.6 30.2 3.2 2.8 0.8 1.7 2.5
5.2 70.9 18.0 6.0 9.0 0.0 1.2 1.5
21.9 65.2 12.7 0.3 1.3 0.0 3.0 38
10.2 54.0 32.1 3.7 4.1 1.0 3.7 6.7
4.6 62.6 29.6 3.2 7.7 2.2 4.3 6.0
2.2 541 394 4.2 3.7 20 2.7 3.9
1.1 54.2 38.2 6.5 3.6 0.0 6.5 123
1.1 47.3 46.7 4.9 2.9 7.1 1.9 24
1.1 61.1 33.3 4.5 9.2 0.0 3.0 3.9
3.6 955.0 38.7 2.2 2.4 0.0 51 6.6
1.9 47.1 44.7 6.2 3.1 0.0 3.3 4.2
1.7 66.1 25.4 6.8 0.6 0.0 6.3 11.3
0.9 45.6 48.5 5.0 4.2 0.0 9.7 83
1.8 43.8 48.6 0.8 14 0.0 82 1.3
0.7 54.9 38.1 6.2 0.7 0.0 10.8 14.6
1.4 60.0 32.3 6.3 15.0 0.0 5.6 5.5
0.0 56.0 354 3.1 1.3 0.0 24 94
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Table A2: Cost-shares (sector number in parentheses)

vvar E H K M U S
Chemical 78 94 22 92 596 7.1 125
Products (14) 84 13.7 24 82 57.8 57 122
90 8.0 3.6 9.8 586 5.2 14.8

Petroleum 78 772 03 63 134 0.8 19
Processing (15) 84 76.7 03 3.7 178 03 1.2
90 49.6 04 3.9 439 0.3 1.8
Synthetic 78 24 09 7.2 585 150 16.0
Material (16) 84 2.7 1.0 74 638 11.2 139
90 2.5 14 84 62.6 104 14.7
78 4.0 1.2 86 56.4 156 14.2
Rubber (17) 84 44 14 85 589 134 134
90 3.0 2.1 89 595 121 14.5
Stone and 78 9.8 0.8 12.0 51.9 10.8 14.7
Earth Products (18) 84 11.3 0.9 11.7 529 89 144
90 7.9 1.2 11.6 55.8 8.2 15.2
78 84 1.7 9.6 320 285 19.9
Fine Ceramics (19) 84 10.0 2.0 10.9 33.8 24.0 19.3
90 6.0 2.6 11.3 38.3 21.5 20.3
78 10.1 1.2 10.5 464 16.7 15.1
Glass (20) 84 15.6 1.2 12.0 445 126 14.1
90 8.2 1.7 13.1 51.5 10.6 14.9
Iron and Steel 78 6.8 1.0 11.7 582 9.7 12.6
(21) 84 83 1.0 12.8 589 7.8 11.3
90 7.0 1.3 11.2 585 8.0 14.0

Non-Ferrous 7 74 06 7.0 689 76 85
Metals (22) 84 76 06 6.2 728 53 7.5
90 6.2 08 7.1 713 52 94
78 55 1.0 9.1 44.3 20.2 20.0
Foundry (23) 84 7.7 1.0 9.5 47.0 16.6 18.2
90 5.0 1.1 9.5 472 174 19.7
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continued Table A2

vear E H K M U S
Fabricated 78 27 06 7.0 604 14.0 15.4
Metal (24) 84 3.3 0.7 7.7 59.1 12.8 164
90 26 09 7.4 588 120 18.3
Steel, Light Metal 78 1.5 14 4.0 64.8 7.7 20.7
and Tracked Vehicles 84 2.1 2.1 5.7 569 8.1 251
(25) 90 1.2 23 5.1 599 6.9 245
78 14 22 57 575 88 24.4
Machinery (26) 84 1.7 26 6.5 572 7.7 243
90 1.2 3.1 6.5 579 6.5 248
Office and 78 1.7 6.6 16.3 53.2 6.8 15.4
Data Processing (27) 84 1.7 5.5 13.1 649 3.9 109
90 1.7 58 11.5 66.1 3.6 114
Vehicles 78 1.7 09 59 644 86 18.5
and Repairs (28) 84 1.8 13 7.8 64.0 94 15.6
90 13 16 7.7 66.7 7.2 15.6
78 1.6 1.8 6.7 55.7 9.3 249
Shipbuilding (29) 84 16 18 7.8 604 7.6 20.7
90 1.3 23 6.7 646 5.4 198
Aircraft and 78 14 99 5.1 51.1 6.6 259
Spacecraft (30) 84 14 93 7.2 54.8 4.7 226
90 1.0 104 7.1 586 3.3 195
Electrical 78 1.5 39 59 574 123 19.0
Machinery (31) 84 1.8 49 6.9 59.0 95 178
90 1.2 57 7.7 60.0 80 174
Precision and 78 1.6 1.9 5.3 521 14.5 24.7
Optical Instruments 84 1.8 24 6.6 524 11.6 252
(32) 90 13 34 7.2 53.0 9.6 255
Metal Products 78 21 08 6.6 56.9 149 18.6
(33) 84 25 1.0 7.5 586 125 17.9
90 19 12 7.7 59.6 11.2 18.3
Musical 78 19 04 6.5 64.6 11.6 15.1
Instruments 84 2.0 05 86 63.1 10.2 15.6
(34) 90 1.8 06 9.6 65.1 83 14.6
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continued Table A2

vvar E H K M U S

Wood 78 48 02 95 066 105 83
(35) 84 52 03 102 65.1 94 9.8

90 4.3 04 104 66.0 89 10.1
Wood 78 20 04 59 609 12.6 18.3

Processing (36) 84 24 05 7.1 59.6 11.3 19.0
90 1.8 06 6.2 615 9.9 20.0

Pulp, Paper 78 115 1.0 122 56.6 87 9.9
and Board 84 13.7 1.0 10.6 60.6 6.1 8.1

(37) 90 11.2 1.3 135 595 52 9.3
Paper and 78 2.0 05 8.1 64.2 13.1 12.2

Articles of Paper (38) 84 2.6 0.5 87 67.0 10.5 10.7
9 1.7 0.7 86 69.5 87 109

Printing and % 15 08 89 501 10.0 28.8
Duplicating (39) 84 19 09 104 51.2 88 26.8
90 1.6 1.0 10.1 524 87 26.2

Leather 78 1.5 0.2 68 619 174 12.2
(40) 84 1.7 03 69 645 15.0 11.5

90 1.3 05 74 654 124 13.1

Textiles 78 3.2 0.6 89 59.6 15.3 12.6
(41) 84 4.1 0.7 9.1 61.0 13.3 11.8

90 34 09 9.8 615 11.8 12.7

Clothing 78 1.1 03 39 685 12.6 13.6
(42) 84 14 03 44 703 10.2 13.3

90 1.0 04 43 73.7 79 12.7

Food and 78 2.6 0.2 59 787 47 78
Beverages 84 3.1 03 6.5 780 47 74
(43/44) 90 24 04 75 765 46 8.6
78 1.6 08 08 79.7 6.5 10.7

Tobacco (45) 84 1.6 1.0 1.5 820 54 85

9 1.1 1.2 18 863 23 7.2
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Figure 1: Changes in quantities and prices, total manufacturing, 1978-90
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Appendix C: Further estimates

Table A3: Estimation results (concavity unrestricted)

Parameters  coeff t-stat® Parameters coeff  t-stat?
Qe —.002 —0.57 Ohey —.021 —0.59
e .029 3.86 Okt —.003 —2.16
e, .068 2.58 gy 038  13.98
Cleg —.013 —-0.51 s —.381 —3.51
ey, —.048 —2.95 O .024 0.26
et —.005 —7.08 Qo .013 0.84
Oley .014 6.20 iy H68  40.00
Ok —.009 -—-1.07 gy 747 5.08
Ohm .010 0.81 gy —.017  —4.65
Qpg .014 0.30 Olgy 080  18.29
O hy .023 0.70 Qe —.031 —12.84
Oy .002 6.61 Oy 027 6.28
Qpy 015  10.27 Oy .001 0.61
e, 134 3.94 Oy .001 1.66
ks —.053 —1.63 Oy .001 2.74
LR Test® 6649 (156) Log. likelihood 8300.13
Adj.-R? 0.94 — 0.99 Observations 27 x 13 x 6

¢ t-statistic based on heterocedasticity consistent standard errors. Coefficients on
industry dummies are not reported.
? Log-likelihood ratio test statistic for the Null hypothesis that all dummy vari-

ables are identical. The number of degrees of freedom is in parentheses.
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