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Abstract. Predictive algorithmic scores can significantly impact the lives of assessed indivi-
duals by shaping decisions of organizations and institutions that affect them, for example, 
influencing the hiring prospects of job applicants or the release of defendants on bail. To better 
protect people and provide them the opportunity to appeal their algorithmic assessments, 
data privacy advocates and regulators increasingly push for disclosing the scores and their 
use in decision-making processes to scored individuals. Although inherently important, the 
response of scored individuals to such algorithmic transparency is understudied and therefore 
demands further research. Inspired by psychological and economic theories of information 
processing, we aim to fill this gap. We conducted a comprehensive experimental study with 
five treatment conditions to explore how and why disclosing the use of algorithmic scoring 
processes to (involuntarily) scored individuals affects their behaviors. Our results provide 
strong evidence that the disclosure of fundamentally erroneous algorithmic scores evokes self- 
fulfilling prophecies that endogenously steer the behavior of scored individuals toward their 
assessment, enabling algorithms to help produce the world they predict. Occurring self- 
fulfilling prophecies are consistent with an anchoring effect and the exploitation of available 
moral wiggle room. Because scored individuals interpret others’ motives for overriding 
human expert and algorithmic scores differently, self-fulfilling prophecies occur in part only 
when disclosing algorithmic scores. Our results emphasize that isolated transparency mea-
sures can have considerable side effects with noticeable implications for the development of 
automation bias, the occurrence of feedback loops, and the design of transparency regulations.
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1. Introduction
Private organizations and public institutions increasingly 
rely on predictive algorithmic methods to augment their 
decision-making processes. A report by BCC Research 
(BCC 2021) estimates the global market for predictive ana-
lytics to grow from $11.1 billion in 2022 to $23.9 billion by 
2027, representing a compound annual growth rate of 
16.5% for the five years between 2022 and 2027.

Predictive algorithmic scores already shape millions 
of people’s social and economic well-being and are often 
unnoticed. Examples include human resource (HR) 
managers who consult algorithmic scores to assess appli-
cants’ future job performance during hiring processes 

(Tambe et al. 2019), insurance agents who use machine- 
learning models to compute prospective customers’ risk 
premiums (Huang and Meng 2019), investors leveraging 
credit or profit scores to estimate borrowers’ default risks 
(Serrano-Cinca and Gutiérrez-Nieto 2016), and judges 
who invoke algorithmically generated recidivism scores 
to make bail decisions (Kleinberg et al. 2018). The prom-
ise of algorithmic scoring processes is twofold. On the 
one hand, they aim to alleviate inefficient information 
asymmetries so that individuals relying on the score, 
users of the algorithm, can make better decisions that 
affect scored individuals: data subjects.1 On the other 
hand, algorithms supposedly ensure that human 
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hunches, subjective perceptions, and moods no longer 
distort the evaluation of data subjects and associated 
decisions that concern them.

However, prominent examples such as the Correctional 
Offender Management Profiling for Alternative Sanctions 
system (Angwin et al. 2016) and Amazon’s machine- 
learning recruitment tool (Dastin 2018) show that these 
algorithmic methods can spectacularly fail in making good 
on their promises. Because scores can have substantial per-
sonal consequences, for example, not being hired or not 
being released on bail, researchers, activists, and regulators 
increasingly advocate disclosing the outcome, use, and 
workings of algorithmic scoring processes to the public, 
especially to scored individuals themselves (Goodman 
and Flaxman 2017, Cabral 2021). Following Louis Bran-
deis’s notion that “Sunlight is said to be the best disin-
fectant,” such algorithmic transparency aims to enhance 
data subjects’ understanding of the process and effectively 
enable them to contest scoring results. According to the 
OECD, more than 60 countries have implemented or pro-
posed more than 700 policy instruments regulating the use 
of algorithmic assessment and decision-making systems 
from 2017 onward (OECD AI 2021). The European Union, 
for instance, put into effect the General Data Protection 
Regulation in 2018 and proposed the even more com-
prehensive Artificial Intelligence Act in 2021, regulating 
the disclosure, storage, and processing of personal data 
(Parliament and Council of European Union 2016, 2021).

Although the growing number of transparency require-
ments is generally a welcome trend projected to balance 
power asymmetries between users of algorithmic systems 
and (unknowingly or involuntarily) scored individuals, 
potential downstream consequences of shedding more 
light on modern algorithmic scoring processes have only 
recently come to the attention of researchers. A nascent lit-
erature focuses on the impact of explanations about why 
algorithms produce certain outputs on user behaviors, 
showing that explainability affects users’ perceptions, atti-
tudes, and reliance on the system (Rader et al. 2018, Dodge 
et al. 2019, Poursabzi-Sangdeh et al. 2021, Senoner et al. 
2021). Another stream in this literature explores the con-
sequences of disclosing algorithmic prediction perfor-
mances to users, producing evidence that it improves 
perceptions of the system (Warshaw et al. 2015, You et al. 
2022). However, a surprisingly understudied facet of algo-
rithmic transparency is the reaction of scored individuals 
to learning that a private organization or public institution 
used a certain algorithmic score to augment decisions that 
affect them. Exploring potential downstream ramifica-
tions regarding the more vulnerable party, whom the 
transparency aims to empower, constitutes a pivotal re-
search objective. Our study takes the first step to filling 
this research gap. More specifically, this study aims to 
answer two key questions: 

(1) Will disclosing the result and the use of predic-
tive algorithmic scores in decision-making processes to 

scored individuals endogenously affect the behavior 
the algorithm tries to predict, and if so, why?

(2) What is the role of the algorithmic nature of dis-
closed scores, that is, do scored individuals respond dif-
ferently when algorithmic systems or human experts 
perform the assessment?

As an illustration of the scenarios we have in mind, 
consider an individual A who applies for a job. The 
responsible HR manager H observes an algorithmic pre-
diction of applicants’ future job performance that the 
HR manager can use when making the hiring decision. 
H finally decides to hire A who accepts the offer. After 
the final decision, because of regulations (Parliament 
and Council of European Union 2016, 2021), H discloses 
to A that H had access to an algorithmic scoring method 
that predicted A to be a future low performer. In this 
scenario, we are interested in the following questions. 
Does learning about the result and use of the algorith-
mic scoring process affect the applicant’s actual perfor-
mance on the job, and if so, why? Would the applicant’s 
on-the-job performance be different if a human expert 
and not an algorithm produced his score? The existence 
of such side effects associated with the disclosure of 
algorithmic scoring processes has important implica-
tions for organizations and policymakers alike.

One tacit assumption behind the employment of algo-
rithmic predictions is that their use does not affect the 
outcome they aim to forecast. Yet, theories about indi-
vidual belief formation processes (Chapman and John-
son 2002, Dana et al. 2007) rooted in psychology and 
behavioral economics suggest that disclosing algorith-
mic scores to data subjects may do just that. As a result, 
algorithmic transparency may endogenously influence 
the score’s accuracy. In our study, we leverage these the-
ories, more specifically, theories on anchoring and moral 
wiggle room exploitation, to build the conceptual foun-
dation of how disclosing scores can affect scored indivi-
duals’ behavior.

We address our research questions using a compre-
hensive experiment where we incentivize participants 
to act according to their true preferences and reveal their 
true first- and second-order beliefs that underlie their 
behavior. Our findings show that disclosing the result 
and use of inaccurate algorithmic assessment processes 
to scored individuals steers their behavior in the direc-
tion of revealed scores, that is, creates self-fulfilling 
prophecies. The occurrence of self-fulfilling prophecies 
is unique to algorithmic scoring if the decision-maker 
who uses the score chooses to override it. This pattern 
seems to originate from scored individuals’ beliefs about 
why decision-makers override the score: a pattern that 
may hint at a broader phenomenon we call second-order 
algorithm aversion.

Our results show that disclosing the use of algorith-
mic scoring processes after the fact in isolation provides 
a channel through which algorithms can help create the 
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world they predict. As we discuss, this unintended side 
effect has important implications for the development 
of automation bias, the occurrence of feedback loops, 
and the design of transparency regulations.

The paper proceeds as follows. In Section 2, we pre-
sent the theoretical foundation of our work and outline 
our contribution to existing literature. Section 3 explains 
our study design. We present our results in Section 4. 
Section 5 concludes with a discussion about our study’s 
implications and limitations and an outlook on future 
research directions.

2. Theoretical Background
The following sections describe theories that guide our 
research and summarize related work. We first explain 
the role of beliefs in individuals’ decision-making pro-
cesses (Section 2.1). Subsequently, we outline our work’s 
contribution to the existing literature (Section 2.2).

2.1. Role of Beliefs in Decision Making
Research provides ample evidence that beliefs are an 
essential component of decision-making processes. 
Among others, beliefs about a system’s usefulness shape 
users’ adoption of information systems (Davis 1989, Ben-
lian et al. 2012), trustworthiness beliefs determine trust-
ing behaviors in online environments (McKnight et al. 
2002, Kim and Benbasat 2006), reciprocity beliefs influ-
ence the willingness to contribute to and use knowledge 
management systems (Bock et al. 2005, 2006), and beliefs 
about prevailing social norms affect reporting rates for 
fake news (Gimpel et al. 2021). In this study, we assert 
that disclosing the result and use of algorithmic scoring 
processes to data subjects may affect their beliefs about 
expected or condoned behaviors. These “second-order 
beliefs” are integral to individuals’ decision-making pro-
cesses (Battigalli and Dufwenberg 2007, Goldstein et al. 
2008) and components of popular psychological models 
such as the Theory of Planned Behavior (Ajzen 1989, 
Mathieson 1991).

When individuals’ behavior is at odds with their 
second-order beliefs, they typically experience a disutil-
ity or discomfort, for example, due to feelings of guilt, 
shame, or anxiety, associated with disappointing others’ 
expectations or violating a perceived standard (Baume-
ister et al. 1994, Krupka and Weber 2013). Trying to 
avoid this psychological unease in the first place, indivi-
duals tend to behave in a way compliant with what they 
believe is expected of them. For instance, employees 
may not only exert effort at work because they antici-
pate a reward or because their boss monitors them. At 
least in part, they may also exert effort because they 
intrinsically want to meet their firm’s standards.

Importantly, beliefs are rarely stationary. Individuals 
frequently adjust their beliefs, and more broadly, their 
mental constructs, in response to encountering new 

information from their environment (Grether 1980, Van-
denbosch and Higgins 1996, Holt and Smith 2009). We 
argue that the disclosure of predictive algorithmic scores 
and their use in a decision-making process that affects 
scored individuals provide information relevant to 
beliefs. Specifically, under this form of transparency, 
assessed individuals effectively obtain two novel pieces of 
information that can change their second-order beliefs: (i) 
the result of their algorithmic assessment and (ii) a deci-
sion maker’s awareness of it when making a decision that 
affects them. We assert and empirically test that these two 
pieces of information influence assessed individuals’ 
second-order beliefs due to an anchoring effect (Chapman 
and Johnson 2002) and the provision of moral wiggle room 
(Dana et al. 2007), respectively.

Figure 1 illustrates the model we have in mind. The 
starting point is an algorithmic system that predicts a 
scored individual’s behavior, shaping a decision maker’s 
beliefs about the scored person’s behavior and thus their 
decision. The scored individual observes this decision 
and, importantly, also the employment of the scoring 
process. On the one hand, observing a personal score 
may anchor the scored individual’s beliefs about what is 
expected of them. On the other hand, knowing that the 
decision maker was aware of this score provides an 
informational ambiguity to interpret the observed deci-
sion’s intention in a self-serving way and opportunisti-
cally adjust second-order beliefs. By changing the scored 
individual’s second-order beliefs, the algorithmic trans-
parency may endogenously alter the behavior the system 
tries to predict, thereby influencing whether predictions 
are “correct.”

In the following, we describe anchoring and wiggle 
room effects in detail, outlining how they relate to the 
disclosure of algorithmic scoring processes.

2.1.1. Anchoring Effect. Anchoring effects describe a 
cognitive bias whereby attitudes, behaviors, and beliefs 
are skewed toward a provided reference point, that is, 
an anchor (Tversky and Kahneman 1974). The provided 
anchor is a cue that can be of both a quantitative or qual-
itative nature (Yasseri and Reher 2022). Previous re-
search has shown that the occurrence of anchoring 
effects is a very robust phenomenon that spans numer-
ous domains. For instance, anchoring biases occur in the 
domain of legal decisions (Englich et al. 2006), purchas-
ing decisions (Ariely et al. 2003), valuation decisions 
(Northcraft and Neale 1987), and even self-efficacy 
beliefs (Cervone and Peake 1986).

The literature provides different explanations for the 
occurrence of anchoring biases. One view posits that 
anchoring biases originate from individuals applying 
the anchor-and-adjustment heuristic (Tversky and Kah-
neman 1974). This explanation presumes that indivi-
duals use the anchor as an initial starting point for 
searching the appropriate judgment. Individuals then 
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insufficiently adjust their beliefs away from the original 
anchor value toward a solution that appears subjec-
tively more plausible (Jacowitz and Kahneman 1995).

The currently predominant explanation asserts that a 
confirmatory hypothesis testing underlies the anchoring 
bias (Chapman and Johnson 1999, Mussweiler and 
Strack 1999). According to this notion, individuals con-
sider the provided anchor as a reference point that con-
stitutes a plausible belief in a situation where they 
assume that an objective standard exists. Once they 
observed the anchor, individuals selectively form argu-
ments or retrieve the knowledge consistent with the 
anchor. To do so, individuals effectively activate the 
accessibility of information, opinions, and experiences in 
memory that are anchor confirming. Notably, research 
has found that this retrieval process is independent of 
the informational relevance of the anchors (Englich et al. 
2006). Following the selective retrieval of anchor- 
consistent knowledge, individuals integrate this infor-
mation to adjust their beliefs that eventually translate 
into changed behaviors in the decision-making process 
(Chapman and Johnson 2002).

A third explanation brought forward reconciles the 
previous two interpretations. This view on anchoring 
draws on the processes of attitude change and assumes 
that anchoring can originate from a relatively non-
thoughtful application of the anchor-and-adjust heuris-
tic or a relatively thoughtful confirmatory hypothesis 
testing. Which process occurs depends on individuals’ 
motivation and capability to exert cognitive efforts (Blan-
kenship et al. 2008).

We conjecture that disclosing algorithmic scoring 
processes to scored individuals evokes anchoring effects 
because the score represents a first reference point about 
what behaviors are condoned in the context in which the 
algorithmic scoring occurs. From this initial reference 
point, scored individuals would then either insufficiently 

adjust their judgment about what they should do or 
retrieve anchor-confirming experiences from memory 
(conditional on cognitive resources the decision-making 
process requires). In that sense, the disclosed score can be 
interpreted as an indication of the expectations of the 
broader socio-technological environment where the algo-
rithmic scoring process takes place. Notably, the anchor-
ing effect is fundamentally independent of other people’s 
awareness of the score and their ability to use it when 
making a decision; it only stems from scored individuals’ 
personal knowledge of the score. In the previous hiring 
example, disclosing to hired candidates that the algo-
rithm predicts them to be a low performer may, indepen-
dent of the knowledge that the HR manager knew the 
score when hiring them, set a relatively low initial refer-
ence point about performance standards. Insufficiently 
adjusting from this anchor, the hired candidates adopt 
low second-order beliefs causing their job performance to 
converge toward the disclosed score, that is, creating a 
self-fulfilling prophecy.

2.1.2. Moral Wiggle Room. Through disclosing algo-
rithmic assessments, data subjects not only observe the 
score as such. Instead, they also become aware that the 
score may have influenced the decision-making process 
that has consequences for them. When data subjects 
learn that the decision-making person was aware of 
their algorithmic score but effectively chose to override 
it, they can make opportunistic inferences about the 
decision maker’s expectations and intentions, possibly 
giving them an excuse to behave selfishly without feel-
ing psychological discomfort. In social situations, indivi-
duals care about what involved people expect them to 
do, feeling guilty if they violate these expectations (Bau-
meister et al. 1994; Battigalli and Dufwenberg 2007, 
2009). Although an aversion to feeling guilty or disap-
pointing others typically evokes expectation-meeting 

Figure 1. Disclosed Algorithmic Scores, Beliefs, and Behaviors 
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behaviors, individuals tend to exploit informational 
ambiguities, that is, “moral wiggle room,” to justify self-
ish, expectation-violating behaviors and avoid associ-
ated psychological and moral costs (Dana et al. 2007, 
Grossman and Van Der Weele 2017).

Researchers first studied the tendency to construct 
and subsequently exploit opportunistic beliefs in the 
context of honesty and generosity (Dana et al. 2007, Lar-
son and Capra 2009, Grossman 2014). These studies find 
that subjects in controlled experiments involving distri-
butional decisions often willfully avoid information 
about how their actions affect others. In their seminal 
paper, Dana et al. (2007) show that an option to remain 
ignorant about the consequences of one’s decisions 
serves as moral wiggle room for behaving selfishly at 
the expense of others while maintaining a positive self- 
image. Similarly, Haisley and Weber (2010) report that 
individuals leverage wiggle room to construct self- 
serving beliefs that they exploit to justify unfair behavior. 
Additional studies find people to exploit moral wiggle 
room in abundant other domains, including reciprocal 
decision-making processes (Regner 2018), charity dona-
tions (Exley 2016), online feedback giving (Bolton et al. 
2019), and contributions to carbon offsets (Momsen and 
Ohndorf 2022).

More broadly, one can understand the construction 
and exploitation of moral wiggle room as a manifesta-
tion of the motivated reasoning phenomenon. Research 
on motivated reasoning consistently reveals that indivi-
duals selectively avoid, distort, or misinterpret informa-
tion to form or maintain a particular set of self-serving 
beliefs (Dunning 1999, Balcetis and Dunning 2006, Uhl-
mann et al. 2009, Epley and Gilovich 2016). These biased 
beliefs, which feel objective to individuals, enable them 
to pursue directed goals, that is, intrinsically or extrinsi-
cally preferred outcomes (Kunda 1990). In other words, 
their preferences regarding the result of the reasoning 
process frequently shape people’s cognitive processes 
for forming and updating beliefs.

In the context of our study, we contend that disclosing 
algorithmic scoring processes provides moral wiggle 
room when the decision-maker seemingly overrides the 
algorithmic assessment result. Specifically, learning that 
the decision maker deliberately chose not to adhere to 
the predictive score creates informational ambiguity 
about this person’s motives and expectations about 
choice consequences. Overriding an algorithmic score 
and its implied recommendation can, in principle, have 
a multitude of causes, for example, a lack of trust in the 
system, the absence of explanations for assessment 
results, or a biased discounting of machine advice (Jus-
supow et al. 2020). However, scored individuals can 
opportunistically interpret the decision to override the 
score as signaling an indifference toward the attitude, 
trait, or behavior the algorithm aims to predict. As a 
result, scored individuals can self-servingly adjust their 

beliefs about what the decision maker expects them to 
do. Exploiting this opportunistic belief allows them to 
behave more selfishly at the expense of the decision 
maker without feeling guilty about it. For example, 
applicants who was hired even though an algorithm 
indicated to the HR manager that they were not suitable 
for the job might opportunistically conclude that the 
manager is indifferent about their job performance. This 
belief allows hired applicants to save effort costs for 
high performance while avoiding psychological costs 
from disappointing the HR manager who hired them.

2.2. Contribution to the Literature
Our paper complements three streams of literature.

2.2.1. Algorithmic Transparency. First, we contribute 
to the growing literature exploring the consequences 
of algorithmic transparency. Algorithmic transparency 
broadly refers to disclosing the use, workings, and out-
come of algorithmic methods to affected individuals. 
The increasing adoption of algorithms in consequential 
domains such as healthcare (Jussupow et al. 2021), 
finance (Ban et al. 2018), and hiring (van den Broek et al. 
2021) has sparked the interest in algorithmic transpar-
ency by academics, practitioners, and regulators alike. 
Proponents of algorithmic transparency argue that it can 
alleviate negative ramifications associated with using 
algorithmic systems such as machine biases (Watson 
and Nations 2019). Artificial intelligence (AI)-developing 
companies and governments are increasingly enacting 
policies and regulations that effectively mandate that 
people be informed about when and how algorithmic 
systems evaluate, rank, or profile them (Parliament and 
Council of European Union 2016, 2021; Google AI 2019; 
Meta AI 2021). Similarly, there is a growing number of 
transparency-promoting initiatives within academia (Ara-
ujo et al. 2018, Dencik et al. 2019).

Much of the research on the ramifications of algorith-
mic transparency focuses on explanations about why 
algorithms produce certain outputs, aiming to alleviate 
problems of accountability (Gregor and Benbasat 1999). 
Explainability often improves users’ trust in the system 
(Wang and Benbasat 2007), fairness perceptions (Dodge 
et al. 2019), task efficiency (Senoner et al. 2021), and 
understanding of the system’s malfunctions (Rader et al. 
2018). However, there is also evidence of potential disad-
vantages related to informational overload (Poursabzi- 
Sangdeh et al. 2021), reduced user trust (Kizilcec 2016), 
and reduced accuracy perceptions (Springer and Whitta-
ker 2018). Several studies also consider the role of dis-
closing algorithmic prediction performances to users, 
finding evidence that such a transparency intervention 
improves system perceptions (Warshaw et al. 2015, You 
et al. 2022).

Although these studies make critical contributions to 
our understanding of the ramifications of algorithmic 
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transparency, they all focus on the consequences for the 
system user. However, it is also crucial to understand 
how scored individuals whom the score-influenced 
decisions ultimately affect respond to algorithmic trans-
parency. After all, these individuals are the most vulner-
able stakeholders, especially if they are not even aware 
of being scored. To the best of our knowledge, no study 
has previously explored this facet of algorithmic trans-
parency. We aim to make a first step toward filling this 
gap. We adopt the perspective that the most fundamen-
tal form of transparency from the perspective of scored 
individuals is making them aware of the result and the 
employment of algorithmic scoring processes in deci-
sions that affect them. This basic form of transparency is 
the first decisive step to enabling data subjects to identify 
and challenge inaccurate assessments and avoid possi-
bly severe personal consequences such as not receiving a 
loan. We investigate whether and how this algorithmic 
transparency affects the behaviors of data subject that 
the algorithm aims to predict. This way, we complement 
related research on algorithmic transparency by shed-
ding light on a central, however, thus far overlooked, 
channel through which downstream consequences of 
algorithmic transparency can occur.

2.2.2. Human-Machine Interaction. The second line of 
research we contribute to examines the ways and con-
sequences of the interaction between humans and 
machines. A large body of work in the information 
systems (IS) field explores how (intelligent) decision- 
supporting systems can affect humans’ decision-making 
performance, providing ample evidence on efficiency- 
enhancing effects through information structuring (Xu 
et al. 2014, Jussupow et al. 2021). Notably, there is also 
evidence of potential risks and downsides often re-
lated to influencing users in ways beneficial to system 
designers (Xiao and Benbasat 2015). Previous research 
reveals that the employment of decision-supporting 
machines cannot only influence human behaviors 
superficially. These machines also seem capable of 
changing users’ more deeply rooted preferences and 
belief structures. Häubl and Murray (2003) show how 
the presentation of items included in a recommender 
system’s preference elicitation interface endogenously 
influenced users’ revealed preferences. Using a causal 
mediation approach in a field experiment, Li et al. 
(2022) show that decision support systems endoge-
nously change consumers’ consideration sets. Adoma-
vicius et al. (2018) provide strong evidence that product 
recommendations shape people’s willingness to pay, 
emphasizing decision support systems’ capabilities to 
render preferences. Research has also shown that dis-
playing predicted preferences rating to consumers can 
bias their ex post preference ratings (Adomavicius et al. 
2013), which can create considerable biases in feedback 

loops that aim to improve predictions over time (Ado-
mavicius et al. 2019).

Our study complements this literature by examining 
whether the previously identified endogeneity effects 
do not only occur when algorithmic predictions are 
about users themselves. We ask whether it is an even 
broader phenomenon that also occurs when algorithmi-
cally scored individuals observe the prediction about 
themselves but are not the system user. Instead, another 
person can leverage the prediction to make a better deci-
sion that affects the well-being of the scored individuals. 
This setting reflects the fundamental structure of a wide 
variety of scenarios such as promotion decisions, bail 
decisions, loan approval decisions, and hiring decisions. 
Exploring the occurrence of such endogeneity effects 
and their underlying mechanisms from the perspective 
of scored individuals is still lacking in the literature.

2.2.3. Algorithm Aversion and Appreciation. Finally, 
because we explore whether effects associated with dis-
closing scores to assessed individuals are idiosyncratic 
to algorithmic scoring, or occur equally for human 
expert assessments, our study also relates to the ongoing 
debate about algorithm aversion and algorithm appreci-
ation. Algorithm aversion refers to human decision 
makers’ reluctance to rely on superior yet imperfect 
algorithms (and prefer human advice) (Dietvorst et al. 
2015), whereas algorithm appreciation describes the incli-
nation to adjust more toward advice from algorithms 
than humans (Logg et al. 2019). Previous research in this 
domain dates back decades, producing mixed results. 
Several studies demonstrate that aversion to algorithms 
is the dominant phenomenon (Dawes 1979, Mackay and 
Elam 1992), whereas others find human decision makers 
to prefer algorithmic over human advice (Sanders and 
Courtney 1985, Dijkstra 1999). With the rise of contem-
porary machine-learning systems, the examination of 
human decision-makers under- or overreliance has seen a 
considerable resurgence, for example, in the domain of 
robo-advisory (Ge et al. 2021), automated customer ser-
vice (Schanke et al. 2021), medical decision making (Chan 
et al. 2020), and efficient task delegation (Fügener et al. 
2021). A large body of work has examined factors in-
fluencing the occurrence of algorithm aversion and 
appreciation (for an excellent review, see Jussupow et al. 
2020). Whether human decision makers underuse algo-
rithmic advice depends on their task experience (Prahl 
and Van Swol 2017), unmet expectations about the algo-
rithm’s characteristics (Castelo et al. 2019), the perceived 
loss of decision autonomy (Scherer et al. 2015), and the 
presence of a “human-in-the-loop” both during the 
development (Jago 2019) or production stage (Palmeira 
and Spassova 2015, Dietvorst et al. 2018).

We complement this literature by exploring the exis-
tence of second-order effects of algorithm aversion. 
Although the previous literature considers how people’s 
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advice-taking differs when the advice comes from a 
human, an algorithm, or a hybrid system, we examine 
their response to learning that algorithms or human 
experts influence decisions that affect them. Do data sub-
jects value or respond to another person’s decision dif-
ferently when this person relied on algorithmic or 
human expert advice? Does it matter whether data sub-
jects expect the other person to exhibit algorithm aver-
sion or appreciation? To the best of our knowledge, we 
are the first to explore the existence of such effects.

3. Study Design
Our objective is to explore how and why disclosing 
algorithmic scoring processes impacts the beliefs and 
behaviors of scored individuals who are affected by 
decisions that the score informs. There are several obsta-
cles to exploring this issue and identify causal mechan-
isms. First, answering our questions requires careful 
measurement of data subjects’ beliefs about the algo-
rithm and the decision-maker’s expectations to avoid 
endogeneity problems. Second, to avoid introducing 
confounds, the choice to use or disclose algorithmic 
scoring needs to be out of the control of the decision 
maker who can use the score. Third, assessments by 
optimized algorithmic systems are necessarily unique 
and nonrandom. Hence, in the field, it is virtually impos-
sible to observe data subjects’ responses to disclosing 
counterfactual algorithmic scores and thus identify 
causal relations. Fourth, the degree to which decision 
makers can override algorithmic scores depends on a 
variety of factors that we need to control for, including 
organizational constraints, personal preferences, and 
prior task experience. These challenges make it particu-
larly difficult, if not outright impracticable, to answer 
our core research questions using a natural field setting.

To address these challenges, we developed a novel 
experimental design. The main task is a sequential 
transaction that mirrors the fundamental structure of 
many economic interactions where algorithmic scores 
about the second moving party inform decisions of the 
first moving party (see Figure 2 for an illustration of the 
transaction sequence). Examples include algorithmi-
cally supported employment decisions (first mover: HR 
manager; second mover: applicant), credit approval 
decisions (first mover: loan officer; second mover: poten-
tial borrower), and bail decisions (first mover: judge; sec-
ond mover: defendant). In our main experiment, 
participants always take on the role of the second mov-
ing party, that is, the scored individual. Using an eco-
nomic experiment to identify causal effects answers 
prominent calls for using this methodology in the IS 
domain (Gupta et al. 2018) and is in line with previous IS 
studies that successfully used controlled experiments 
(Jiang and Benbasat 2007, Adomavicius et al. 2018, 
Fügener et al. 2022).

Our preregistered experiment2 comprised two con-
secutive stages. In stage 1, participants answered survey 
questions that served as a basis to score them algorith-
mically. In stage 2, participants engaged in the sequen-
tial transaction, always taking on the role of the second 
mover. First movers are subjects from a pilot study. We 
implemented the transaction as a one-shot investment 
game (Berg et al. 1995): a reliably and widely used 
experimental paradigm (Fehr and Fischbacher 2003). 
Our main between-subject treatment manipulation is 
disclosing to second movers what their algorithmically 
generated score is and that the first mover can use it 
when making the initial decision. To isolate causal 
mechanisms, we implemented additional control treat-
ments where second movers learn that the first mover 
did not observe their predictive score or that human 
experts instead of an algorithm produced the score. In 
the following, we fill in the experimental details.

3.1. Study Details
3.1.1. Stage 1: Eliciting Personal Information. In Stage 
1, participants filled out a questionnaire containing 
items on 15 personal traits. Twelve of these traits served 
as the basis for the predictive scoring, and the remaining 
three serve as additional controls in our analyses (see 
Table 26 in the online appendix for an overview). At this 
point, we did not inform participants about the purpose 
of the questionnaire, allowing us to allay concerns that 
participants gave intentionally inaccurate answers to 
(perceivably) outsmart or game the system. Importantly, 
among items not used for the scoring are two questions 
about participants’ reciprocal preferences from (Falk et al. 
2016, 2018) that strongly correlate with people’s actual 
second-mover behavior in standard investment games. 
We will rely on these measures to determine the accuracy 
of individual scores.

3.1.2. Stage 2: Investment Game. Stage 2 comprised a 
one-shot investment game (Berg et al. 1995) with the fol-
lowing basic structure. There are two parties: an inves-
tor and a borrower. The investor has 10 monetary units 
(MU) and begins with deciding whether to keep or 

Figure 2. Algorithmically Supported Transaction Sequence 

Note. Participants on our main study always take on the role of the 
second mover.
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invest the entire 10 MU with the borrower. If the in-
vestor keeps the 10 MU, the game ends leaving her and 
the borrower with a payoff of 10 MU and 0 MU, respec-
tively. If the investor decides to invest, the borrower 
receives triple the amount, that is, 30 MU. The borrower 
is then free to keep the whole amount without any 
repercussions. Crucially, however, the borrower can 
repay the investor any amount x ∈ [0, 30] MU. The 
investor’s and borrower’s payoffs equal x MU and 30�
x MU, respectively. With this structure, the investment 
game closely mirrors sequential human transactions 
that require both trust by the first mover (e.g., loan offi-
cer, HR manager, supplier) and reciprocity by the sec-
ond mover (e.g., borrower, worker, buyer), especially in 
incomplete contract situations (Fehr and Fischbacher 
2003, Johnson and Mislin 2011).3

Participants in our experiment always played in the 
role of the borrower. Investors were participants from a 
pilot study that we randomly matched4 with borrowers 
to ensure incentive compatibility and thereby the reli-
able elicitation of preferences and beliefs (Camerer and 
Hogarth 1999). Borrowers had to indicate how much 
MU they would repay to an investor before knowing 
whether the investor actually invested. After the repay-
ment decision, participants indicated what they believed 
an initially investing investor expected as repayment. If 
their guess did not deviate from the actual belief of the 
investor by more than five units, participants addition-
ally earned 2 MU. The experiment concluded with a 
brief questionnaire elaborating on their perceptions of 
investor behaviors.

3.1.3. Baseline and Treatment Conditions. In our base-
line condition, participants played the investment game 
in Stage 2 as outlined. We introduced our between- 
subject treatment variations before participants made 
their repayment decision: participants learned that we 
generated a prediction about their repayment behavior 
using a subset of their survey answers. We informed 
them that the prediction was about whether they would 
repay more than 10 MU to an investor, a reciprocal pre-
diction because the investor is better off investing, or 
not, a nonreciprocal prediction because the investor is 
worse off investing.

Participants in our main treatment condition (Algo. 
Public) learned their personal prediction, that a machine- 
learning model made the prediction and that the inves-
tor knew the prediction before making a decision. We 
informed participants about the type of the machine- 
learning model and its workings. Importantly, we used 
an incentivized strategy method to observe participants’ 
behavior for both possible predictions. The strategy 
method works as follows: participants had to indicate 
their repayment for both possible predictions before 
knowing what the prediction actually was. To determine 
actual payments, we matched investor and borrower 
decisions given the true prediction. Because participants 
did not know the prediction when making their deci-
sion, they had a strong incentive to make decisions 
according to their true preferences to get their most 
desired outcome for both possible predictions, even the 
one that ex post did not materialize. This procedure 
allowed us to measure the borrower responses for both 
actual and counterfactual predictions (see Brandts and 
Charness (2000) and Fischbacher et al. (2012) for the 
empirical validity of this strategy method approach).5
After making their repayment decision, participants 
indicated what they believed the investor expected as 
repayment, again for both possible predictions. Before 
we revealed their personal prediction, participants 
guessed the prediction accuracy across (baseline) par-
ticipants in the experiment, and the investor’s belief 
about the prediction accuracy. If their guesses did not 
deviate from the correct answers by more than five 
percentage points, participants additionally earned 2 
MU. We also asked participants to answer several ques-
tions about their perception of the machine-learning 
model and a manipulation check question. The experi-
ment ended with informing participants about their pre-
diction and their generated income.

Our study comprised three additional control treat-
ments to isolate causal mechanisms (see Table 1 for an 
overview). Control treatments merely differed from our 
main treatment regarding (i) the entity generating the 
prediction and (ii) the borrowers’ knowledge about the 
investor’s awareness of the prediction before making a 
decision. Specifically, in our Algo. Private treatment par-
ticipants learned about their prediction of the machine- 
learning model. However, we specifically informed 

Table 1. Overview of Experimental Conditions

Condition

Borrower learns that prediction comes from Borrower learns that the investor

A machine-learning model Human experts Knew the prediction Did not know the prediction

Baseline X X X X
Algo. Public ✓ X ✓ X
Algo. Private ✓ X X ✓

Human Public X ✓ ✓ X
Human Private X ✓ X ✓
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them that the investor had no access to this prediction 
when choosing to invest; that is, the prediction had not 
influenced the investment decision. This control treat-
ment, which would have been extremely difficult if not 
outright impracticable to implement in a field setting, 
enables us to isolate potential anchoring effects and bet-
ter understand underlying mechanisms that drive our 
effects in the main treatment. Our Human Public and 
Human Private treatments replicated our Algo. Public 
and Algo. Private treatments, respectively. The only differ-
ence is that participants in these two control treatments 
learned that the prediction comes from researchers with 
great expertise in behavioral science who predefined a 
rule to determine repayment behaviors, that is, human 
experts. These two control treatments allow us to isolate 
the role of the prediction source, or, put differently, 
whether borrowers behave differently given algorithmic 
or human expert predictions.

3.1.4. Machine-Learning Model. For the Algo. Public and 
Algo. Private conditions, we trained, validated, and tested 
an actual machine-learning model on a data set compris-
ing 1,048 distinct observations. We collected this data in an 
incentivized field study that we conducted at a large Ger-
man university over three years (2016–2019). Students par-
ticipated online, using a link we distributed via student 
email addresses. The study included a comprehensive sur-
vey and an incentivized sequential social dilemma game 
that closely resembles the trust game used in our experi-
ment (see online appendix for additional information). 
Based on their answers in the role of the borrower in the 
game, we categorize participants as behaving reciprocally 
or selfish following definitions by Miettinen et al. (2020). 
We then train a random forest to predict whether an indi-
vidual is reciprocal, that is, repays more than 10 MU to the 
investor in the experiment. We developed our model in 
Python using popular Data Science libraries including 
Pandas, NumPy, and Sklearn. To avoid imbalance pro-
blems, we rebalanced our training data using the Synthetic 
Minority Over-sampling Technique algorithm. We also 
recoded our categorical variables into their dummy repre-
sentation. The final structure of the forest is the result of 
empirical feature selection6 and hyperparameter tuning 
processes implemented as a grid search in a fivefold cross- 
validation on the training set. As adjustable hyperpara-
meters we included the number of trees, the learning rate, 
the share of training data to build a tree, the maximum 
depth of a tree, and the maximum number of features a 
tree can use. Overall, we tested 750 hyperparameter com-
binations. On representative test data that we initially sep-
arated from the training data set (85%/15% split), the final 
model achieves an accuracy, precision, recall, and F1 score 
of respectively 63%, 70%, 75%, and 72% on average.7

3.1.5. Human Experts. The human expert predictions 
reflect the assessments of real scientists (PhD students, 

postdoctoral researchers, and professors) who conduct 
research in the fields of psychology, economics, or IS. 
We conducted a pilot study where researchers assessed 
whether different borrowers behave reciprocally in the 
trust game that underlies the training of the machine- 
learning model. To make an informed assessment, 
researchers always observed 12 borrower characteris-
tics: the same characteristics that the previously outlined 
random forest leverages. Every researcher assessed 15 
random, fictitious borrowers synthesized from our field 
study data. There is no intermediate feedback. Using the 
researchers’ assessments, we trained, tested, and opti-
mized a decision tree that uses the 12 borrower charac-
teristics to predict the researchers’ assessment. This 
strategy allows us to produce scalable human expert 
assessments in a live online experiment without having 
to rely on a mockup. We explained to participants in the 
Human Public and Human Private control treatments that 
the assessments they observe originate from a logical rule 
predefined by a group of independent human experts.

3.1.6. Investors. We conducted our experiment in an 
incentive compatible way, that is, borrowers’ decisions 
had real material consequences, so that their behaviors 
and beliefs reflect their true preferences. To ensure the 
incentive compatibility regarding the material well- 
being of investors, their repayment decisions affected 
the payoffs of real people who played the game in the 
role of the investor. Specifically, before running our 
main experiment with the borrowers, we conducted an 
incentivized pilot study where different participants 
acted as investors.8 The investment game had an identi-
cal structure to the one employed in the main borrower 
study. Participants in this pilot study, made five invest-
ment decisions: an investment decision without any fur-
ther information; two investment decisions respectively 
assuming that a machine-learning model predicted the 
matched borrower repay more than 10 MU or not; two 
investment decisions respectively assuming that human 
experts predicted the matched borrower repay more 
than 10 MU or not. We informed investors that bor-
rowers had no opportunity to manipulate predictions in 
their favor. After making their investment decisions 
they stated their repayment expectations for each of the 
five investment scenarios. We also asked them to state 
their belief about the prediction accuracy of human 
experts and the machine-learning system. We matched 
investor decisions from the pilot with borrower deci-
sions in the main experiment to determine payoffs.9

3.1.7. Experimental Procedure. We implemented all 
our studies as computerized online experiments using 
oTree (Chen et al. 2016) and several Python libraries. 
For our main experiment with borrowers (n � 566) and 
the pilot with investors (n � 25), we recruited participants 
from the popular platform Prolific.co.10 We computed 
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payoffs by matching each borrower with one random 
investor.11 We paid participants $0.1 per MU they earned 
plus a fixed participation fee of $1. Investors (borrowers), 
on average, needed approximately 6 (10) minutes to finish 
the experiment and earned $3.44 ($3.26). Participants 
from our human expert pilot (n � 35) were psychology, 
economics, and IS researchers from two large German 
Universities that we contacted directly via mail. We did 
not incentivize them. Researchers took approximately 14 
minutes on average to finish the study.

4. Results
We present our results in two steps. First, we explore 
the impact of disclosing the outcome and the use of 
algorithmic assessment processes to data subjects on the 
behavior the algorithm tries to predict. We closely 
examine second-order beliefs and scores’ accuracy to 
understand underlying mechanisms. Second, we test 
whether the algorithmic origin of scores plays an idio-
syncratic role, creating effects that human expert assess-
ment processes do not evoke.

4.1. Algorithmic Scores, Behaviors, and Beliefs
Figure 3(a) depicts how the disclosure of algorithmic 
scoring processes affected the borrowers’ repayment 
behavior (see Table 4 in the online appendix for summary 
statistics). The visual illustration suggests that disclosing 
both the result and the use of algorithmic predictions 
about borrowers’ repayment moral to borrowers endoge-
nously shifted their actual repayment behavior in the 
direction of their prediction (see Algo. Public condition). In 
the baseline, borrowers, on average, repaid 12.15 MU to 
the investor. If borrowers became aware that an investor 
had observed and followed a reciprocal prediction (a pre-
diction that they would repay more than 10 MU), they 
repaid 13.45 MU on average (+10.7%). Regression an-
alyses reported in Table 2 reveal that this difference is 

statistically significant (p < 0.05, F test). By contrast, dis-
closing to borrowers that the investor had observed a 
nonreciprocal prediction (a prediction that they would 
repay 10 MU or less) and invested anyway, their repay-
ment equaled 9.13 MU on average. Compared with the 
baseline, this is a repayment reduction by 24.9% (p < 0.01, 
F test). Together, these findings suggest that disclosing 
the result and the use of the algorithmic scoring process 
to assessed individuals steers their behavior toward the 
disclosed score, that is, creates self-fulfilling prophecies. 
However, why is this the case? To answer this question 
we next analyze borrowers’ behavior in the Algo. Private 
condition, where they knew that investors had not ob-
served the prediction, and their second-order beliefs.

We first examine the repayment of borrowers in the 
Algo. Private condition to deconstruct the overall self- 
fulfilling prophecy into the partial effects attributable to 
learning about the personal score, and learning that the 
investor had seen this score. When learning about a 
reciprocal prediction, borrowers in the Algo. Private con-
dition repaid 13.22 MU on average. This amount is not 
significantly different from the corresponding amount 
in the Algo. Public condition (�2%, p � 0.6, F test), indi-
cating that the self-fulfilling prophecy for reciprocal pre-
dictions stems entirely from becoming personally aware 
of one’s prediction. The information that the investor 
had been aware of this prediction did not have an addi-
tional effect. By contrast, when borrowers in the Algo. 
Private condition learned about a nonreciprocal predic-
tion, they repaid 10.45 MU on average. Compared with 
the Algo. Public treatment, this repayment is signifi-
cantly larger (+14.5%, p < 0.04, F test). Hence, the overall 
self-fulfilling prophecy for nonreciprocal predictions 
seems to be due to learning both one’s score and the 
investor’s knowledge of it.12

Overall, these results reveal two insights. On the one 
hand, personally learning about their prediction led bor-
rowers to adjust repayments in the direction of the 

Figure 3. Disclosing Algorithmic Assessments 

Notes. We show borrowers’ average repayment decisions and second-order beliefs about what they think the investors expect as a repayment. 
Different bars represent different experimental conditions. (a) Repayment decisions. (b) Second-order beliefs.
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score. On the other hand, disclosing that the investor 
chose to invest despite observing a nonreciprocal predic-
tion, that is, that the investor had effectively overridden 
the prediction, reinforced the self-fulfilling prophecy. 
But do these effects originate from, or at least relate to, 
participants’ second-order beliefs? To address this ques-
tion, we next examine elicited second-order beliefs.

Figure 3(b) reveals that repayment differences across 
different conditions closely mirror differences in bor-
rowers’ second-order beliefs. On average, borrowers in 
the baseline condition believed that an investor who 
had sent them his 10 MU expected a repayment of 12.56 
MU. Learning about a reciprocal prediction, borrowers 
in the Algo. Public and Algo. Private condition believed 
that the investor expected a repayment of 13.76 MU and 
13.96 MU, respectively. Compared with the baseline, 
these second-order beliefs are significantly higher (p <
0.05 for both, F test), yet they are not significantly differ-
ent from each other (p � 0.79, F test). Learning about a 
nonreciprocal prediction, borrowers in the Algo. Public 
(Algo. Private) condition believed that the investor ex-
pected repayment of 5.79 MU (9.14 MU). Both second- 
order beliefs are significantly smaller compared with the 
baseline (p < 0.01, F test), and, more importantly, signifi-
cantly different from each other (p < 0.01, F test).

Following these results, privately learning about their 
prediction shifted borrowers’ second-order beliefs in 
the direction of the observed prediction. This belief 
adjustment is consistent with our theoretical conjecture 
that the disclosure of algorithmic scores anchors beliefs 
and thereby affects repayment decisions.

When learning that the investor invested despite 
observing a nonreciprocal prediction, that is, had effec-
tively overridden the prediction, borrowers further adj-
ust second-order beliefs in a seemingly opportunistic 
direction. Consistent with our conjecture about the 
construction of moral wiggle room, borrowers seem to 

exploit the ambiguity about why investors ignored the 
prediction. They form the belief that the investor 
expected only a small repayment, although ignoring 
the prediction could also be meant to credibly convey 
trust intentions which investors typically expect to 
pay off (Toussaert 2017).13

Revealing that second-order beliefs are central to 
decision making, we find that repayment decisions and 
second-order beliefs are highly correlated (Spearman’s 
ρ ≥ 0:29, p < 0.01 for all conditions). Additionally, sup-
porting our interpretation that second-order belief 
adjustments drive the self-fulfilling prophecies in repay-
ments, we find that the coefficients for treatment vari-
ables decline to negligible levels and become statistically 
insignificant when we include participants’ second- 
order beliefs as additional control variables in our regres-
sion analyses (see Table 5 in the online appendix).

Together, these findings are highly consistent with 
our theoretical conjecture that the disclosure of algorith-
mic scoring processes to assessed individuals can affect 
their second-order beliefs and thus the behavior the 
algorithm aims to predict.
Result 1. Disclosing the result and the use of an algo-
rithmic scoring process to scored borrowers led them 
to adjust their repayment in the direction of the pre-
diction, that is, created a self-fulfilling prophecy. Our 
findings are consistent with the notion that an anchor-
ing effect and the exploitation of moral wiggle room 
shifted borrowers’ second-order beliefs and, thereby, 
created self-fulfilling prophecies.

Result 1 shows that increased algorithmic transpar-
ency may yield critical side effects for data subjects, 
that is, those individuals whom transparency mea-
sures typically seek to empower. Data subjects may 
process the additionally provided information in a 
heuristic or biased way, creating unforeseen ramifica-
tions. At this point, regarding the effects occurring 

Table 2. Regression Analyses on Repayments and Second-Order Beliefs

Repayment (in MU) Second-order beliefs (in MU)

(1) (2) (3) (4)
Reciprocal pred. Nonreciprocal pred. Reciprocal pred. Nonreciprocal pred.

Algo. Public (β1) 1.64** �2.71*** 1.297** �6.822***
(0.734) (0.799) (0.625) (0.683)

Algo. Private (β2) 1.462* �1.396* 1.48** �3.489***
(0.794) (0.789) (0.661) (0.732)

F test: |β1 | � |β2 | > 0 p � 0.6 p < 0.04** p � 0.38 p < 0.01***
Individual controls Yes Yes Yes Yes
N 352 352 352 352
R2 0.094 0.096 0.045 0.175

Notes. We depict results from OLS regression models with robust standard errors reported in parentheses. In columns (1) 
and (2), we use borrowers’ repayment decisions (in MU) as the dependent variable. In columns (3) and (4), we use 
borrowers’ second-order beliefs about the investors’ repayment expectations (in MU) as the dependent variable. As 
independent variables, we include treatment dummies. The baseline serves as the reference category. Additionally, we 
include controls on borrowers’ age, gender, academic achievement, risk preference, and general level of reciprocity.

*p < 0.1; **p < 0.05; ***p < 0.01.
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when investors had overridden nonreciprocal predic-
tions, one may naturally wonder whether this result is 
an artifact of our strategy method, that is, whether 
investors actually overrode this prediction. Investors 
in our corresponding pilot study overrode nonrecipro-
cal predictions in 15.4% of the cases so that the docu-
mented effects materialize in a nonnegligible number of 
transactions. Naturally, from a practical perspective, the 
occurrence of this effect requires that the human deci-
sion maker has the discretion to override algorithms’ 
(implicit) recommendations, which is frequently the 
case with “humans-in-the-loop” (Cowgill and Tucker 
2020) and legally required (Parliament and Council of 
European Union 2021).

Thus far, we showed that the disclosure of algorith-
mic scoring processes can evoke self-fulfilling prophe-
cies. However, it remains open whether the effects 
stem from accurate scores, correct classifications of bor-
rowers’ fundamental repayment tendencies, that rein-
force existing behaviors, or inaccurate scores, incorrect 
classifications of borrowers’ fundamental repayment 
tendencies, that attenuate them. For instance, did the 
disclosure of a nonreciprocal prediction make funda-
mentally nonreciprocal individuals even more selfish, 
or did fundamentally reciprocal individuals behave less 
reciprocally when they learned about a nonreciprocal 
prediction?

To classify borrowers’ ground truth types, that is, 
their fundamental repayment tendency, we rely on a 
validated survey item that measures people’s pure 
positive reciprocity on a seven-point scale and is 
strongly predictive of their repayment behavior in a 
standard investment game (Falk et al. 2016, 2018).14 In 
our baseline, where we use a standard investment 
game, the correlation between borrowers’ answer to 
the survey item and their actual repayment strongly 
correlate (Spearman’s ρ � 0:45, p < 0:01). We classify 

borrowers as fundamentally reciprocal types with a 
tendency to repay more than 10 MU if their survey 
answer is larger or equal to the median of the distribu-
tion of our study. Otherwise, we classify them as fun-
damentally nonreciprocal types with a tendency to 
repay at most 10 MU. Providing confidence in this 
proxy’s capability to capture borrowers’ fundamental 
repayment tendency, we find that it correctly predicts 
whether baseline participants repay more than 10 
MU, that is, behave reciprocally, in 63.4% of the cases.

We next examine repayments and second-order 
beliefs for fundamentally reciprocal types (nonreci-
procal types) conditional on whether the prediction 
says that they will repay more than 10 MU (reciprocal 
prediction) or repay at most 10 MU (nonreciprocal 
prediction). We refer to the situations where a bor-
rower’s fundamental type, as defined by the validated 
survey item, and her algorithmic prediction coincide as 
correct and otherwise as incorrect. Notably, because the 
disclosure of the prediction appears to affect behaviors 
endogenously, our definition of a prediction’s accuracy 
captures the hypothetical case where it remains undi-
sclosed. From this perspective, what we refer to as 
correct (incorrect) prediction is best interpreted as a pre-
diction that (in)accurately classifies a borrower’s funda-
mental repayment tendency, which the prediction’s 
disclosure may reinforce or attenuate. For readability, 
however, we use the terms correct/accurate and 
incorrect/inaccurate throughout the rest of this paper.

Repeating our analyses on borrowers’ repayment 
behaviors separately for reciprocal and nonreciprocal 
types, we find that self-fulfilling prophecies mainly 
occur for cases where borrowers’ fundamental repay-
ment tendencies were incorrectly predicted. Figure 
4(a) and (b) provides a visual illustration, whereas 
Table 3 shows regression analyses. Compared with 
the baseline, if the algorithm predicted fundamentally 

Figure 4. Repayment Decisions by Types 

Notes. For fundamentally reciprocal types, correct and incorrect predictions respectively refer to reciprocal and nonreciprocal predictions. For 
fundamentally nonreciprocal types, correct and incorrect predictions respectively refer to nonreciprocal and reciprocal predictions. (a) Reciprocal 
types. (b) Nonreciprocal types.
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reciprocal borrowers in the Algo. Public condition to 
behave nonreciprocally, they decreased their repay-
ment by 30.9% (13.73 MU versus 9.49 MU; p < 0:01, 
F test). Conversely, fundamentally nonreciprocal bor-
rowers whom the algorithm predicted to behave recip-
rocally increased their repayment by 32.4% (12.46 MU 
versus 9.41 MU; p < 0:01, F test). Privately learning that 
a prediction is not consistent with their fundamental 
repayment tendency steers both types’ behavior toward 
the prediction, making them behave less in accordance 
with their fundamental repayment tendencies (for both, 
p < 0:05, F test). The awareness that investors had ob-
served a nonreciprocal prediction and chosen to over-
ride it evoked an additional adjustment of repayments 
by fundamentally reciprocal borrowers (p < 0:06, F test). 
By contrast, fundamentally nonreciprocal borrowers did 
not additionally increase their repayment when they 
learned that the investor had observed a reciprocal pre-
diction. Independent of borrowers’ fundamental types, 
the disclosure of algorithmic predictions that are consis-
tent with borrowers’ type did not significantly affect 
repayment behaviors.

Treatment differences in second-order beliefs (see 
Figure 6, (a) and (b), and Table 6 in the online appen-
dix) are again consistent with our conjecture that anchor-
ing and wiggle room driven changes in second-order 
beliefs underlie behavioral differences. Specifically, our 
results suggest that becoming personally aware of an 
incorrect prediction changed both types’ second-order 
beliefs in the direction of the prediction (�27.4% and 
+25.9% for reciprocal and nonreciprocal types, respec-
tively). When fundamentally reciprocal types learned 
that the investor observed a nonreciprocal prediction but 
invested anyways, they opportunistically lowered their 
second order beliefs even more (�35%, p < 0:01, F test). 
Notably, we find some evidence that nonreciprocal pre-
dictions also shifted nonreciprocal types’ beliefs (�22.5% 

and �17.3%). However, the effects are substantially less 
pronounced for these types and do not translate into 
behavioral changes. The finding that nonreciprocal bor-
rowers do not exploit seemingly opportunistic beliefs is 
in line with previous research on moral wiggle room 
showing that informational ambiguities are typically 
exploited by individuals who, in the absence of an 
excuse, behave prosocially (Dana et al. 2007); after all, 
inherently selfish individuals do not need an excuse to 
behave nonreciprocally in the first place.15

In sum, our analyses reveal that disclosing the 
result and use of algorithmic scoring processes to 
scored individuals can create side effects if algorithmi-
cally produced scores incorrectly classify their funda-
mental behavioral tendencies. We do not find evidence 
that disclosing correct scores does so too. Thus, docu-
mented self-fulfilling prophecies seem to occur because 
scored individuals act less according to their fundamen-
tal (behavioral) inclinations and more as predicted by 
the inaccurate algorithmic scores. Because self-fulfilling 
prophecies endogenously alter the observed ground 
truth labels of data subjects, algorithmic transparency 
affects the accuracy of the scoring system, allowing it to 
create the (mis)predicted world without necessarily 
being noticed by human supervisors. In fact, in our 
Algo. Public condition the prediction accuracy is 19.4% 
higher compared with the baseline.

Result 2. Disclosing the use and outcome of an algorith-
mic scoring process to borrowers led to self-fulfilling 
prophecies when the score was incorrect; that is, it 
caused borrowers to behave less according to their 
underlying tendencies and thus endogenously changed 
the label the score aimed to predict. We do not find self- 
fulfilling prophecies that reinforce borrowers’ funda-
mental tendencies.

To elaborate on whether anchoring and moral wig-
gle room mechanisms underlie the reported findings, 

Table 3. Regression Analyses on Repayment Behavior for Different Borrower Types

Reciprocal types Nonreciprocal types

(1) (2) (3) (4)
Correct pred. Incorrect pred. Correct pred. Incorrect pred.

Algo. Public (β1) 0.406 �4.070*** �0.574 3.465***
(0.989) (1.11) (1.185) (1.139)

Algo. Private (β2) 0.946 �2.383** 0.207 2.435**
(1.141) (1.1) (1.087) (1.088)

F test: |β1 | � |β2 | > 0 p � 0.3 p � 0.06* p � 0.25 p � 0.17
Individual controls Yes Yes Yes Yes
N 194 194 158 158
R2 0.033 0.124 0.073 0.114

Notes. We depict results from OLS regression models with robust standard errors reported in parentheses. In all columns, 
we use borrowers’ repayment decisions (in MU) as the dependent variable. Columns (1) and (2) show results for 
reciprocal borrowers, whereas columns (3) and (4) show results for nonreciprocal borrowers. As independent variables, 
we include treatment dummies. The baseline serves as the reference category. Additionally, we include controls on 
borrowers’ age, gender, academic achievement, risk preference, and general level of reciprocity.

*p < 0.1; **p < 0.05; ***p < 0.01.
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we conducted additional analyses inspired by previ-
ous work on moderators. Regarding anchoring, previ-
ous work in psychology provides empirical evidence 
that people’s susceptibility to anchoring depends on 
their Big-Five personality trait “openness-to-experience.” 
Specifically, people with a high openness-to-experience 
score are significantly more likely to insufficiently adjust 
away from anchoring cues relative to people low in 
these traits because these traits lead to the activation of 
confirmatory search and selective accessibility mechan-
isms of anchoring (McElroy and Dowd 2007, Zong and 
Guo 2022). In line with these findings, belief adjustments 
in the direction of predictions in our Algo. Private condi-
tion are more pronounced for participants with an 
above-median openness-to-experience. For both types of 
participants, the coefficient for Algo. Private is larger if 
they possess a high compared with a low openness-to- 
experience score (�4.71 versus �3.82 for reciprocal types 
and 4.74 versus 1.42 for nonreciprocal types; see Tables 7 
and 8 in the online appendix). We also find stronger 
Algo. Private treatment effects for participants who score 
relatively low on an adapted version of Rosenberg self- 
esteem scale by Brailovskaia and Margraf (2020) (�5.56 
versus �1.53 for reciprocal types and 3.02 versus 1.16 for 
nonreciprocal types; see Tables 9 and 10 in the online 
appendix). This finding is in line with recent experi-
ments by Zong and Guo (2022), who use the Rosenberg 
scale to proxy for participants’ self-confidence and report 
that only individuals with a low score exhibited signifi-
cant anchoring effects in a judgement task. In sum, the 
treatment effect we attribute to anchoring is stronger for 
participants with a high openness-to-experience score 
and a low self-esteem score, two factors that previous 
studies found to moderate people’s susceptibility to 
anchoring.16

Regarding the moral wiggle room effect, psychologists 
have previously demonstrated a connection between 
self-esteem and strategies of self-presentation. Low com-
pared with high self-esteem individuals are more in-
clined to avoid exhibiting bad qualities or disappointing 
others (Baumeister et al. 1989, Leary and Baumeister 
2000). One implication of these findings is that construct-
ing moral wiggle room to avoid psychological costs 
associated with violating others’ expectations and behav-
ing selfishly, that is, disappointing others, should be 
more attractive to people with relatively low self-esteem. 
Hence, in the context of our study, we would expect 
additional changes in reciprocal types’ second-order 
beliefs in our Algo. Public compared with the Algo. Private 
condition to be primarily driven by low self-esteem par-
ticipants. Indeed, we find that additional second-order 
belief adjustments of reciprocal types with relatively low 
scores on our Rosenberg self-esteem scale (Brailovskaia 
and Margraf 2020) are larger than the ones of their high 
self-esteem counterparts (�5.27 MU versus �2.68 MU; 
see Tables 11 and 12 in the online appendix). Hence, it 

appears that low self-esteem participants are more in-
clined to leverage the information that an investor ig-
nored a nonreciprocal prediction to form opportunistic 
beliefs about this person’s repayment expectations, that 
is, construct moral wiggle room.

Taken together, additional findings from the sub-
sample analyses provide some support for the notion 
that anchoring and moral wiggle room effects under-
lie observed second-order belief adjustments. How-
ever, reported findings are by no means conclusive 
evidence that these are the only mechanisms at work 
or that there are no other explanations for the results. 
Therefore, we discuss other potential mechanisms in 
the final section of this paper.

4.2. Algorithmic Factor
Results 1 and 2 depict considerable ramifications associ-
ated with making algorithmic scoring processes trans-
parent to data subjects. However, at this point, the 
reader may wonder about the importance of the predic-
tion’s algorithmic origin: Do the reported effects exclu-
sively occur when algorithmic systems produce the 
prediction or do our results reflect more general predic-
tion effects that also occur when predictions come from 
human experts? To answer this question, we conclude 
our analyses by comparing the outcomes from our algo-
rithmic scoring treatment conditions with those from 
conditions where human experts produce the scores.

Figure 5(a)–(d), contrasts the cumulative distributions 
of repayments when predictions come from the algo-
rithmic model and human experts. We depict results 
conditional on the prediction and type of disclosure. We 
provide corresponding illustrations for second-order 
beliefs in Figure 8, (a)–(d), in the online appendix. Table 
4 and Table 13 (online appendix) show summary statis-
tics and regression analyses, respectively. Our results 
show that anchoring effects occurred independently of 
the prediction’s origin. By contrast, the exploitation of 
moral wiggle room appears to be unique to the disclo-
sure of nonreciprocal predictions by the algorithm.

Borrowers in the Human Public and Human Private 
conditions who learned that human experts predicted 
them to behave reciprocally, respectively, repaid 13.77 
MU and 13.58 MU on average (Figure 5(a) and (b)); 
average second-order beliefs equaled 13.77 MU and 
14.44 MU, respectively. Neither repayment decisions 
nor second-order beliefs differ from corresponding re-
sults in the Algo. Public and Algo. Private conditions 
(p ≥ 0:51 for all, F test). We also find no significant differ-
ences in repayments and second-order beliefs between 
the Human Private and Algo. Private conditions for non-
reciprocal predictions (p ≥ 0:98 and p ≥ 0:16, respec-
tively, F test). The absence of treatment differences for 
these measures suggests that the anchoring effect is a 
more general consequence associated with the disclosure 
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of scoring results and not an idiosyncrasy of algorithmic 
scores.

A different result emerges when we look at the exploi-
tation of moral wiggle room (Figure 5(c)). Borrowers in 
the Human Public condition who learned that the inves-
tor had observed a nonreciprocal prediction repaid 12.03 
MU on average. This amount is significantly larger than 
borrowers’ corresponding repayments on the Algo. Pub-
lic condition (+33%, p < 0.01, F test). Intriguingly, when 
comparing associated second-order beliefs, we do not 
find significant differences between algorithmic and 

human expert predictions (respectively, 5.79 MU and 
6.37 MU; p � 0.37, F test). Hence, disclosing that the 
investor had observed and overridden a nonreciprocal 
prediction led borrowers to construct seemingly oppor-
tunistic second-order beliefs independent of whether the 
prediction came from an algorithm or a human expert. 
However, only in the former case did borrowers exploit 
this opportunistic belief and self-servingly reduce their 
repayment compared with the baseline.

Why did borrowers not exploit the moral wiggle 
room in the Human Public condition? An explanation in 

Figure 5. (Color online) Repayment Distributions for Human Expert and Algorithmic Predictions 

Notes. We show cumulative distributions of borrowers’ repayment decisions, contrasting repayments for the disclosure of human experts and 
algorithmic assessments. (a) Reciprocal prediction, public conditions. (b) Reciprocal prediction, private conditions. (c) Nonreciprocal prediction, 
public conditions. (d) Nonreciprocal prediction, private conditions.

Table 4. Summary Statistics on Repayment Behavior and Second-Order Beliefs

Baseline Prediction Algo. Public Algo. Private Human Public Human Private

Repayment (in MU)
12.15 

(6.25)
Reciprocal 13.45 13.22 13.77 13.58

(5.26) (6.11) (4.90) (5.09)
Nonreciprocal 9.13 10.45 12.03 10.74

(6.22) (5.92) (5.90) (6.32)
Second-order belief (in MU)

12.56 
(4.74)

Reciprocal 13.76 13.96 13.77 14.44
(4.74) (5.30) (3.87) (4.55)

Nonreciprocal 5.79 9.14 6.37 10.27
(5.72) (6.31) (5.17) (6.31)
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line with our data relates to borrowers’ perceptions 
about the investor’s intentions behind overriding a pre-
diction. A large body of work in psychology and econom-
ics demonstrates that others’ intentions matter when 
people interact with each other (Dufwenberg and Kirch-
steiger 2004, Charness and Levine 2007). Perceptions of 
others’ intentions have also been shown to influence peo-
ple’s inclination to exploit moral wiggle room (Friedrich-
sen et al. 2022). In line with previous observations from 
this literature (McCabe et al. 2003), it is possible that bor-
rowers in the Human Public condition did not opportunis-
tically exploit the constructed wiggle room because they 
perceived the decision to override the nonreciprocal pre-
diction as genuine kindness which they felt obliged to 
reciprocate. Evidence in support of this notion originates 
from borrowers’ beliefs about investors’ perceptions of 
the reliability of the observed predictions.

When looking at borrowers’ beliefs about investors’ 
expectations of the prediction accuracy, we find that 
borrowers, on average, believed investors to be algorithm 
averse. Specifically, borrowers, on average, believed that 
investors perceived human expert predictions to be more 
accurate than algorithmic ones (respectively, 63.6% ver-
sus 73.1%; p < 0.05, F test), even though borrowers 
themselves did not expect an accuracy difference (62.8% 
versus 63.8%, p � 0.97, F test). Importantly, for nonreci-
procal assessments in the Human Public and Algo. Public 
conditions, we find that borrowers’ repayments increased 
with their beliefs about investors’ accuracy expectations 
(p < 0.05, F test; see Table 15 in the online appendix). This 
result suggests that borrowers were less inclined to ex-
ploit moral wiggle room when they thought the investor 
had overridden a highly reliable prediction. Because 
overriding a highly accurate prediction is, in expected 
terms, more costly to an investor, borrowers might have 
seen overriding human expert predictions as a credible 
signal of investors’ genuine kindness toward them. In 
line with previous research, this perception of genuine 
kindness could have prevented borrowers in the Human 
Public condition from behaving opportunistically (McCabe 
et al. 2003, Von Siemens 2013). Conversely, borrowers in 
the Algo. Public treatment had a lower belief about inves-
tors’ accuracy expectations so they did not see overrid-
ing algorithmic outputs as a credible signal of genuine 
kindness they needed to reciprocate. Answers to addi-
tional survey questions on the perceived kindness and 
social pressure to adhere to algorithmic or human advice 
provide some support for this notion. Compared with 
the other treatments, borrowers in the Human Public con-
dition most strongly agreed with statements that invest-
ing despite a nonreciprocal prediction signals genuine 
trust that they need to reward (see Table 16 in the online 
appendix).

In sum, our results suggest that the algorithmic origin 
of disclosed predictions matters for borrowers’ willing-
ness to exploit morale wiggle room created by an 

investor’s decision to override a prediction. That is 
because borrowers expect investors to be algorithm 
averse, leading them to perceive the overriding decision 
as an act of kindness.

Result 3. Human expert and algorithmic predictions 
similarly evoked anchoring effects. However, the algo-
rithmic origin of a prediction mattered for the exploita-
tion of constructed moral wiggle room. Borrowers seem 
to believe that overriding human expert compared with 
algorithmic predictions is a (more) genuine signal of 
kindness that limits the exploitation of moral wiggle 
room.

Borrowers’ belief that investors expect expert pre-
dictions to be more reliable than algorithmic ones 
may reflect a so far overlooked facet of algorithm 
aversion: beliefs about other people’s preference for 
human over algorithmic advice, or second-order algo-
rithm aversion. This second-order algorithm aversion 
may cause borrowers’ to expect that overriding a 
human expert prediction compared with an algorith-
mic one is more difficult for an investor. From that 
perspective, this facet of algorithm aversion may be 
the reason why borrowers perceive the overriding 
decision to be a (more) genuine signal of kindness. 
Interestingly, analyzing the decisions and beliefs of 
investors reveals that such second-order algorithm 
aversion would be mistaken. Our incentivized mea-
sures show that investors expected assessments from 
human experts (66%) and the machine learning model 
(66.9%) to be equally accurate (p� 0.78, Wilcoxon 
signed-rank test). Additionally, we do not find signi-
ficant differences in investors’ likelihood to adhere 
to an assessment conditional on its source (p� 0.32, χ2 

test).

5. Discussion and Conclusion
Understanding the ramifications of revealing algorith-
mic scoring processes to (involuntarily) scored indivi-
duals constitutes a major yet underexplored research 
problem. We conducted a comprehensive experimental 
study to systematically examine the impact of algorith-
mic transparency on behaviors of scored individuals in 
strategic settings. Our main contribution is to show that 
disclosing the involvement of incorrect algorithmic scores 
in decision-making processes to data subjects can steer 
their behaviors toward their score, creating a self- 
fulfilling prophecy. When analyzing the mechanisms 
driving our results, we find evidence that is consistent 
with our theoretical conjecture that the self-fulfilling 
prophecy occurred due to an anchoring effect and the 
exploitation of moral wiggle room that reshaped scored 
individuals’ second-order beliefs. We further show that 
the occurrence of the self-fulfilling prophecy is a phenom-
enon unique to algorithmic scoring if the decision maker 
who used the score chose to override it. That appears to 
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be the case because scored individuals interpreted deci-
sion makers overriding human expert scores as a more 
genuine sign that they felt obliged to reciprocate. A poten-
tial explanation for the difference in the perceived kind-
ness may relate to scored individuals’ expectation that 
decision makers are algorithm averse: a pattern we refer 
to as second-order algorithm aversion.

5.1. Discussion of Results and Implications
Because of our nonspecialized experimental design, 
reported findings provide insights for a broad range of 
strategic decision-making scenarios where the algorith-
mically scored person is not the one to use the score to 
inform a decision. Instead, it is up to another person’s 
discretion to use the score as a tool to make a decision 
that ultimately affects the scored person. Examples 
include hiring decisions where HR managers use algo-
rithmic scores to assess an applicant’s suitability for the 
job, insurance deals where brokers rely on scores to cal-
culate premiums for potential customers, bail decisions 
where judges invoke algorithmic scores to determine 
the recidivism risk of defendants, and even payment 
term decisions where suppliers rely on algorithmic 
scores to assess their customers’ payment behavior. To 
better understand the direct impact of revealing scores 
to assessed individuals, we employ a one-shot design, 
abstracting away from institutional or reputational fac-
tors that may constrain data subjects’ ability to adjust 
behaviors in the direction of the score. Hence, our find-
ings represent unadulterated behaviors, and underlying 
mechanisms, that disclosing scores to assessed indivi-
duals brings to light and whose occurrence institutions 
and other environmental influences refine. The magni-
tude of the behavioral effects we report in this study 
will depend on factors such as the threat of legal 
recourse or public shame so that our results may not 
generalize equally well to different strategic setting. 
However, as long as scored individuals have at least 
some discretion to adapt their predicted behavior, self- 
fulfilling prophecies can occur. For instance, a hired can-
didate who learns that the algorithm incorrectly predicts 
him to be a low performer may not entirely abstain from 
work due to binding contracts. Yet the candidate may, 
ceteris paribus, exhibit less effort compared with a coun-
terfactual world where the algorithmic scoring process 
was absent. Similarly, a borrower who obtained a loan 
despite a low credit score may not completely default on 
the loan, but make late repayments if learning about the 
score and its use during the credit approval process. 
More generally, we expect our documented effects to be 
more likely to manifest the more discretion the decision 
maker has to override scores and the more discretion 
scored individuals have to change their predicted behav-
ior without (serious) repercussions.

Relatedly, the extent to which our findings have impor-
tant implications also depends on two interdependent 

facets of the socio-technological environment where scor-
ing processes are in use: the underlying distribution of 
assessed types and the error distribution of the algori-
thmic model. Our reported side effects are particularly 
noteworthy in settings where algorithmic models have 
difficulty making correct predictions. Typically, algorith-
mic models exhibit relatively low prediction performances 
in domains where there is not (yet) a sufficient amount of 
high-quality training data available. That is often the case 
for novel prediction problems (e.g., performance predic-
tions for new fields of activities in a company) or when 
concept drifts (Žliobaitė et al. 2016) occur that change the 
underlying data generation process and adversely affect 
the prediction performance (e.g., risk premium predic-
tions at the beginning of the COVID pandemic).

Notably, given the likely influence of the aforemen-
tioned contextual factors, our findings may not generalize 
equally to each of the examples we consider throughout 
this paper. Nonetheless, our results have several note-
worthy implications whose magnitude of relevance will 
depend on the previously outlined factors. First, because 
the disclosure of the outcome and the use of algorith-
mic scores creates a self-fulfilling prophecy, algorithmic 
transparency can endogenously increase the predictive 
accuracy of the system and thus the decision maker’s 
incentives to follow the available score. In our setting, 
for instance, the self-fulfilling prophecy inflated the 
machine-learning model’s performance. Although the 
model in our baseline condition achieves an receiver 
operator characteristics (ROC)-area under the curve 
(AUC) of 0.567, its performance in the Algo. Public condi-
tion as measured by the ROC-AUC equals 0.603. As a 
result, the decision maker risks becoming a passive 
bystander who simply nods off the machine’s implicit 
decision. Even people who are initially skeptical of the 
algorithm’s predictive accuracy may gradually come to 
rely on it once they realize that their decisions to override 
the machine are actually suboptimal. From this point of 
view, the disclosure of results and the use of algorithmic 
evaluation procedures may inadvertently encourage 
blind faith in those results and undermine efforts to keep 
humans in power, that is, foster automation bias (Wick-
ens et al. 2015).

Second, the self-fulfilling prophecy effect may be 
especially harmful in environments where algorith-
mic systems comprise discriminating machine-learning 
models and undergo repeated retraining based on novel 
training data they help to produce. If a machine- 
learning model produces biased outputs and inaccu-
rately scored individuals are more likely to behave 
according to their score once it is revealed, the predic-
tion becomes automatically more accurate. As a result, it 
becomes harder to detect whether the system is actually 
discriminatory as it endogenously affects the label it 
aims to predict. This endogeneity undermines the 
decision-makers’ capabilities to act as a guard who 
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interferes if algorithms discriminate. In a dynamic set-
ting where newly created observations are fed back to 
the system for retraining at a later point in time, the 
machine-learning model’s bias might even increase. 
That is because the novel data encodes the endoge-
nously reshaped feature-label relationship, which the 
machine-learning model will pick up on. Against this 
background, our results suggest that revealing algorith-
mic scoring processes to data subjects as an isolated 
transparency measure may foster the occurrence of neg-
ative feedback loops that prior work has warned about 
(Ensign et al. 2018, Cowgill and Tucker 2020).

Third, scored individuals’ differential responses to 
being scored by an algorithm or human experts empha-
size the complex, second-order channels through which 
algorithm aversion can affect human-machine interac-
tions. The mere expectation that other people are averse 
to following algorithmically generated advice appears 
to affect the behavior of scored individuals in our study. 
This observation more broadly suggests that it matters 
how organizations advertise their employees’ trust in and 
collaboration with machines, especially if the employ-
ment of algorithmic systems in customer-related pro-
cesses becomes transparent. Our findings indicate that 
data subjects outside the organization may interpret the 
motivation why a decision maker overrides their algorith-
mic score and “gives them a chance” differently, condi-
tional on their belief about his fundamental inclination to 
rely on the score. Against this background, organizations 
may be well-advised to combine transparency efforts 
with an advertisement or public-relations campaign that 
shows how well employees collaborate with machines 
(that make their work more manageable).

From a societal perspective, our results indicate that 
the indiscriminate and isolated implementation of algo-
rithmic transparency measures may create unintended 
downstream ramifications. Imposing disclosure obliga-
tions that force organizations to provide data subjects 
access to the result of algorithmic scoring processes and 
inform them where scores affect people’s lives might 
enable algorithms to create the frequently inaccurate 
world they forecast. This potential side effect raises the 
question of whether algorithmic transparency after the 
fact is a suitable means to balance power asymmetries 
between the scorers and the scored. The fundamental 
problem may be rooted more deeply in the equal endur-
ance of good and bad information about their customers 
that organizations secretly use. When poor information 
feed into scoring algorithms, resulting predictions are 
generally unfair and may also be blatantly incorrect, 
evoking the outlined side effects. From this perspective, 
it might be beneficial if transparency and contestability 
measures precede the use of data by the algorithmic 
methods that transform it into scores. For example, an 
applicant for a position may be required to verify and 
correct provably inaccurate information that recruiters 

have collected about the applicant, independent of the 
submitted documentation. Only after this correction 
phase can the company use algorithmic scoring meth-
ods to predict an applicant’s fit for the job, reducing the 
likelihood of an inaccurate or unfair evaluation whose 
disclosure may evoke negative side effects. Notably, 
effectively including data subjects in the data cleaning 
process might also sense from a managerial perspective, 
because it could not only improve the performance of 
predictive models and prevent the occurrence of the 
side effects we document but also positively affect the 
data subjects’ trust in the organization.

5.2. Limitations and Future Research
Our study does not come without limitations. In light of 
increasing regulatory requirements and private initia-
tives aiming to enhance algorithmic transparency, we 
believe these limitations open up fruitful avenues for 
future research.

First, although presented empirical insights are con-
sistent with our theoretical framework, we acknowl-
edge that they do not constitute conclusive evidence 
that anchoring and moral wiggle room effects are the 
(only) mechanisms driving changes in second-order 
beliefs. Several alternatives come to mind. Consider-
ing alternative explanations for the anchoring effect, it 
appears conceivable that privately disclosing an incor-
rect prediction affects scored individuals’ belief about 
what social category of people they belong to and, 
thus, what behavioral norms they are obliged to follow 
(Krupka and Weber 2013). If such a change in self- 
categorization had occurred, the more reliable the 
received signal, the more likely borrowers would have 
changed their beliefs about what kind of person they 
are (Bénabou and Tirole 2011). Casting doubt on this 
rationale, additional regression analyses reveal that 
the impact of emotional and cognitive trust in the predic-
tion (Komiak and Benbasat 2006), that is, the perceived 
reliability of the signal, on second-order beliefs is statisti-
cally and economically insignificant (see Table 18 and 19 
in the online appendix). Another way to rationalize 
anchoring effects is that scored individuals perceive the 
algorithm and human experts as authority figures they 
need to obey because they exert “expert power” (French 
et al. 1959, Milgram and Gudehus 1978). As expert 
power typically increases with beliefs about the author-
ity figure’s expertise in a relevant domain, we would 
expect that second-order belief adjustments increase 
with scored individuals’ perception about the prediction 
accuracy, that is, the authority figure’s expertise. How-
ever, results from additional analyses are inconsistent 
with this alternative explanation (see Tables 20 and 21 in 
the online appendix). A third alternative rationale for 
effects associated with the private disclosure of predic-
tions we can speculate about is some general preference 
to prove predictions right. Although we believe that our 
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experimental design and the incentive compatibility ren-
der such a mechanism unlikely, we cannot definitively 
rule it out, leaving its examination to future research. 
Regarding the moral wiggle room effect, we see two 
plausible alternative (or additional) mechanisms. On the 
one hand, the second-order belief adjustments in the 
Algo. Public condition we interpret to be opportunistic 
could reflect genuine changes in beliefs about investor 
motives. If the borrower wants to maximize the sum of 
the borrower’s and investor’s utility and takes the inves-
tor’s decision to override the nonreciprocal prediction as 
a sign of indifference to the material income, it is rational 
to reduce repayments. That is because the investor 
values the material income relatively less. Although we 
are unable to speak to participants’ true motives, our 
finding that repayments in the Algo. Public condition 
increase with beliefs about investors’ accuracy expecta-
tions are inconsistent with this explanation. A borrower 
believing an investor to have high accuracy expectations 
should see overriding a prediction as a credible signal 
that the investor is not interested in material income. 
However, our findings suggest the opposite: repayments 
increased with borrowers’ beliefs about investors’ accu-
racy expectations. On the other hand, it seems possible 
that borrowers comprehend investors as the product of a 
hybrid human-machine system rather than just a human 
aided by an algorithm. In this case, if a borrower is 
wrongly classified as someone who is not making repay-
ments, they may retaliate against the whole hybrid sys-
tem. In line with previous insights from the algorithm 
aversion literature (Dietvorst et al. 2015), the absence of a 
wiggle room effect for human expert predictions may 
then reflect a higher willingness to forgive incorrect pre-
dictions of a pure human system that makes investment 
decisions. We cannot rule out that such an effect addi-
tionally reduces repayments of reciprocal participants in 
our Algo. Public condition. However, this mechanism 
does not provide a clear rationale for the observed 
adjustments of second-order beliefs. Hence, it seems 
more plausible that such an effect adds to the moral wig-
gle room mechanism instead of being an orthogonal 
alternative. Examining the existence of such an effect 
more generally appears particularly fruitful considering 
upcoming regulations requiring humans-in-the-loop 
(Parliament and Council of European Union 2021).

Related to alternative mechanisms driving changes in 
second-order beliefs, it is also conceivable that the 
repayment differences in the Human Public and Algo. 
Public conditions point to a more deeply rooted phe-
nomenon. The higher repayment for a nonreciprocal, 
that is, negative, prediction in the human condition may 
also be related to a more pronounced desire to prove the 
fundamentally inaccurate predictions of human experts 
wrong. This stronger desire to defy a prediction may 
also trace back to borrowers’ belief that investors, on 
average, expect human expert predictions to be more 

accurate than the algorithmic ones, that is, their second- 
order algorithm aversion. It is possible that a sense of 
accomplishment associated with defying somebody else’ 
(negative) assessments (Deci and Ryan 2013) depends on 
how reliable investors perceive the assessment to be. This 
train of thought naturally raises the question of whether 
the repayment difference would be reversed if borrowers 
believed investors to exhibit algorithm appreciation. 
Alternatively, our finding may partially depict a funda-
mental human need to “prove human haters wrong” but 
not algorithmic ones. Testing and isolating these different 
motives and studying the role of second-order algorithm 
aversion (or appreciation) in more depth constitute a 
fruitful avenue for future research. Overall, our discus-
sion on the mechanisms behind our documented effects 
aims to inspire future research in this area, as understand-
ing these mechanisms is crucial for anticipating when 
and how they may occur.

Second, scored individuals in our study do not obtain 
explanations about how the employed machine-learning 
model leverages their personal information to arrive at a 
prediction. While focusing mainly on system users, not 
data subjects, previous research on explainable AI 
(XAI) provides ample evidence that explainability can 
influence human attitudes toward and perceptions of algo-
rithmic systems (Gregor and Benbasat 1999, Poursabzi- 
Sangdeh et al. 2021). Disclosing not only their score and 
its use to data subjects but also informing them about 
why the algorithm produces a given score may shift per-
ceptions about the system’s reliability and thus dynami-
cally interact with second-order beliefs. Analyzing how 
our results may change when scores come from an 
explainable algorithm is a fruitful avenue for future 
studies.

Third, although the strategy method provides unique 
insights into responses to counterfactual scores, it pre-
vents us from confronting data subjects with one inaccu-
rate score they can choose to contest (at a personal cost). 
Examining such a setting in more depth is interesting 
from at least two points of view. On the one hand, it is 
vital to understand whether and under what circum-
stances data subjects are willing to challenge inaccurate 
scores even if the outcome benefits them in the short run. 
On the other hand, it introduces additional space for wig-
gle room and opportunistic behavior on the part of the 
scored individuals; they may strategically refrain from 
challenging an inaccurate score if it provides wiggle room.

Fourth, we use a one-shot design that does not allow 
us to study the endurance of reported effects or identify 
potential spillover effects. Do anchoring effects or con-
structed opportunistic beliefs persist over time or do 
scored individuals forget the scoring process relatively 
quickly? Also, do changed second-order beliefs only 
apply for the specific context where the scoring process 
occurs, or do scored individuals transfer these adjusted 
beliefs to other, related domains?
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Fifth, as mentioned before, we abstract away from 
environmental influences that may constrain the occur-
rence of (behavioral) self-fulfilling prophecies. One evi-
dent avenue for future research is to analyze moderating 
factors and document real-world settings where our 
reported effects are most likely to occur. For example, it 
could be the case that in a different domain with distinct 
socio-technological influencing factors, the disclosure of 
accurate predictions also evokes self-fulfilling prophe-
cies that reinforce scored individuals’ fundamental 
types.

Finally, we encourage future research on the pattern 
we believe may depict second-order algorithm aversion. 
Our aggregate level evidence on borrowers’ expectation 
that investors believe human expert predictions to be 
more accurate than algorithmic ones opens a wide range 
of follow-up questions. Does second-order algorithm 
aversion (or appreciation) occur in other settings? Does 
it have explanatory power regarding peoples’ response 
to hybrid human-machine advice? What are the deter-
minants of second-order algorithm aversion (or appreci-
ation)? Do people opportunistically form motivated 
beliefs that others exhibit algorithm aversion or appre-
ciation or do they project their own perceptions? 
Answering these questions seems particularly urgent 
considering that it becomes increasingly likely that peo-
ple interact with (hybrid) algorithmic systems where 
other humans are in the loop, for example, due to regu-
latory requirements, so that second-order algorithm 
aversion (or appreciation) could moderate economic 
and social outcomes.

5.3. Conclusion
A concluding remark is worth making. Of course, our 
work is not meant to be an argument, much less a plea, 
against making “black box” scoring processes more 
transparent. Instead, we comprehend our findings as a 
warning that sunlight all on its own may not be “the 
best disinfectant”. Staying with Louis Brandeis’s meta-
phor, we argue that sunlight without additional protec-
tion brings its own dangers, such as sunburn, that need 
addressing. A high-level interpretation of our results is 
that the pervasive human inclination to process infor-
mation in a biased and often self-serving manner may 
interact with well-intended yet rudimentary transpar-
ency efforts in unexpected ways, yielding undesirable 
outcomes. To design successful algorithmic transpar-
ency measures that level power asymmetries, regulators 
need to address these facets of the human mind by 
implementing complementary governance and incen-
tive structures. In our setting, data subjects may, for 
instance, obtain additional information about the score 
being a probabilistic measure (to mitigate anchoring 
effects) or explain why a decision maker chose to over-
ride a score (to reduce informational uncertainty and 
thus the construction of opportunistic beliefs).
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Endnotes
1 In the following, we refer to individuals whose personal data are 
collected, held or processed to generate a predictive score inter-
changeably as data subjects, scored individuals, or assessed indivi-
duals. Similarly, we use the terms scores, assessments, and predictions 
interchangeably.
2 See AEARCTR-0009300 and AEARCTR-0009694.
3 From a game theoretic point of view, when it is public knowledge 
that individuals are only motivated by their personal material 
income, there exists a unique subgame perfect Nash equilibrium: 
Investors correctly anticipate that borrowers do not make a repay-
ment and thus do not invest in the first place, that is, not investing 
is the dominant strategy. The uniqueness, however, does not hold 
anymore, when allowing for the existence of social preferences, con-
cerns about other people’s material well-being, which seems reason-
able in the light of robust empirical research findings (Miettinen 
et al. 2020). Under perfect information, there exist multiple subgame 
perfect Nash equilibria where investors always invest when bor-
rowers possess sufficiently strong social preferences and return 
strictly more than 10 MU; under imperfect information, there also 
exist multiple perfect Bayesian equilibria.
4 The matching procedure has no implications for the robustness of 
our results; it merely served as a means to ensure incentive compat-
ibility so that the experiment does not represent a mock-up thought 
experiment but a decision-making scenario that determines partici-
pants’ personal and other individuals’ material well-being. We out-
line the matching procedure in more detail later.
5 To illustrate the unique facet of the strategy method, suppose we 
randomly matched participant B with investor A who invested 
even though A observed the prediction that B would not repay 
more than 10 MU. If we had not used the strategy method but 
instead asked every participant to decide after they learned their 
personal prediction, it would have been impossible to observe B’s 
decision following the prediction that B would repay more than 10 
MU, that is, the prediction that the algorithm did not actually make.
6 We iteratively computed SHAP values of the model and reduced 
the number of features until we ended up with a set of predictive 
features that is not overly large so that participants do not get tired 
filling out the initial survey in stage 1. The superset of features com-
prised all survey items included in the previous field study (see 
online appendix). Eventually, we selected 12 characteristics that are 
sufficiently strong predictors that are easy and fast to elicit in the 
questionnaire.
7 Because we (i) elicited participants’ incentivized beliefs about the 
predictive performance without informing them about the model’s 
true performance and (ii) used the strategy method, the actual 
model performance can by design not influence our results.
8 Pilot participants could not participate in the main experiment.
9 The matching procedure worked as follows: At the end of the 
study, we generated a random integer between 1 and 25 for every 
borrower. We used the random integer to match borrowers to a 
unique ID of our 25 investors from the pilot study. Given a bor-
rower’s treatment condition and the actual prediction, we selected 
one of the five investor decisions to determine whether the investor 
initially invested under the given circumstances. If the investor 
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invested, we implemented the borrower’s decision for the actual 
prediction. For example, assume a borrower participated in the 
Algo. Public condition and the developed machine-learning model 
predicts the borrower to repay more than 10 MU. This borrower 
indicated repaying 15 MU if an investor observes the prediction 
that the borrower would repay more than 10 MU and invests. Based 
on the random integer, we matched this borrower with investor 
number 5, who decided to invest when the machine-learning model 
predicts a borrower to repay more than 10 MU. Accordingly, in this 
scenario, we would implement the following decisions to calculate 
payoffs: the investor initially invests, and the borrower repays 15 
MU, leaving both with a 15 MU payoff.
10 To ensure the quality of our data, we exclude participants who 
failed our introduced attention check, which is 141 of 707 partici-
pants (approximately 20%).
11 Among all borrowers matched with a specific investor, we ran-
domly select one borrower whose choice becomes payoff-relevant 
for the investor.
12 We find similar pattern in an additional within-subject design 
where each participant makes decisions for the baseline, the Algo. 
Public, and the Algo. Private conditions, allowing us to include indi-
vidual fixed effects (see Online Appendix C).
13 Additional analyses on treatment heterogeneities provide more 
direct empirical evidence that the observed changes in second- 
order beliefs relate to anchoring and morale wiggle room effects. 
We report these findings and discuss our conjectured mechanism 
together with alternative mechanisms later.
14 See the online appendix for more details.
15 The fact that nonreciprocal types did not further lower their 
repayment may also originate from a perception of a generally 
required minimum repayment that is independent of their belief 
about what the current investor expects back.
16 Corresponding subsample analyses regarding Human Private 
treatment effects reveal similar, however, less pronounced treat-
ment heterogeneities (see Tables 22–25 in the online appendix).
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