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Abstract
Large Language Models (LLMs) are transforming knowledge work
across industries. While current HCI research emphasizes produc-
tivity, users’ subjective experience of integrating LLMs into daily
work has received less attention. We conducted a follow-up study of
our 2023 investigation by employing a two-week diary study with
15 participants, exploring how prolonged LLM use shapes perceived
productivity, accomplishment, and self-efficacy as psychological
dimensions of work. Our findings reveal higher ratings of perceived
accomplishment with prolonged LLM use. Efficiency emerged as
a main driver not only for productivity but also for enhancing
users’ sense of accomplishment and self-efficacy, suggesting that
thoughtful LLM integration can create more meaningful work ex-
periences. Our research advances our understanding of technology
adoption and adaptation, providing insights for developing tools
and processes that honor personal fulfillment while leveraging
technological advancement.
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1 Introduction
Since OpenAI’s launch of ChatGPT to the general public in No-
vember 2022, LLMs have garnered significant attention and have
been adopted across various domains (e.g., [36, 60, 67]). While the
long-term impact of these tools is still unfolding, recent observa-
tions indicate notable changes in work practices and interactions
with technology [17, 66]. Simultaneously, the rapid integration of
LLMs into everyday tasks has also raised critical questions about
job displacement, deskilling, and potential adverse cognitive effects
[1–3, 8, 12, 59].

As LLMs continue to disrupt traditional workflows, it becomes
increasingly crucial to understand how individuals work, learn,
and interact with LLMs beyond mere productivity gains, and how
this develops with sustained use. While initial research has pri-
marily focused on quantitative productivity metrics [44] and is
now moving to industry-specific applications [28, 31, 43], there is
a notable gap in our understanding of the psychological impacts
of LLM adoption: How do users’ perceptions and sense-making
processes evolve as they become accustomed to these powerful AI
(artificial intelligence) tools? This subjective perspective is essential
for understanding long-term effects on workplace well-being and
can inform sustainable human-centered technology integration.

To address these critical questions, we conducted a follow-up
study with 15 out of 21 participants from our initial 2023 investiga-
tion [34] to explore the longitudinal effects of AI usage. Our research
employed a mixed-methods approach, combining a two-week di-
ary study with in-depth interviews to capture both quantitative
measures and qualitative insights that contextualize participants’
experiences and thought processes.

Our findings reveal a nuanced picture of LLM adoption and its
psychological impacts. Notably, we observed that participants now
report feeling more accomplished when using LLMs compared to
the previous year. This increase appears to stem from a growing
understanding of the LLMs’ capabilities and limitations and sub-
sequent adaptation of interaction strategies ultimately leading to
perceived efficiency gains. As users become more familiar with
LLMs over time, their initial feelings of inferiority appear to di-
minish, replaced by a more confident and strategic approach to AI
collaboration. This also highlights the importance of longitudinal
observations and studies in understanding the impact of disrup-
tive technologies on human cognition and work practices beyond
novelty effects.
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2 Related Work
AI and LLMs have been widely discussed since the launch of Chat-
GPT. Since then, academics and practitioners have been exploring
ways to interact effectively with LLMs. From prompt engineering
tutorials to cheat sheets, productivity is often seen as one of the
main drivers of LLM adoption [17, 24]. In our research, we aim to
provide a long-term view of what it means to adopt and adapt to
technology as highly disruptive as LLMs from a subjective user-
centric perspective building on our study conducted in 2023 [34]
(see section 2.4 for an overview of our 2023 results).

2.1 Technology Adoption, Adaptation, and
Appropriation

Technology adoption is the process of how individuals and orga-
nizations embrace and implement new technological innovations
[25]. Technology adoption involves the initial acceptance of tech-
nology and the subsequent learning curve and adaptation required
to integrate it effectively into existing practices. Multiple factors in-
fluence this adoption process, including the expected performance
benefits, the perceived ease of use, the availability of supporting
resources and infrastructure, and the impact of social norms and
peer influence.

One model that tries to explain technology adoption is the Tech-
nology Acceptance Model (TAM) developed by Davis [25, 26]. The
original model suggests that two primary factors influence an indi-
vidual’s intention to use a system: Perceived Usefulness (PU) and
Perceived Ease of Use (PEOU). PU describes the degree to which a
person believes that using a particular system would enhance their
job performance, while PEOU describes the degree to which they
believe that using the system would be free of effort. The extension
of the original TAM, TAM2, was developed by Venkatesh and Davis
in 2000 [63, 64]. It builds on the original TAM by incorporating ad-
ditional determinants of perceived usefulness and usage intentions.
Key added factors in TAM2 include social influence processes, such
as subjective norms, and cognitive instrumental processes, such as
job relevance.

While TAM and TAM2 focus on initial acceptance and use of
technology, researchers have also explored how users adapt and
appropriate technology over time. Technology adaptation refers
to the process by which users modify their use of technology to
better suit their needs or context [7]. This concept recognizes that
users do not always use technology exactly as designed but may
find creative ways to apply it to their specific situations. Tech-
nology appropriation, a related concept, describes how users take
possession of a technology’s capabilities and features, making the
technology their own through use [18]. This process involves users
exploring, evaluating, and adopting or rejecting various features of
a technology. Salovaara and Tamminen [50] argue that the concept
of appropriation is particularly important for understanding post-
adoption usage of mature technologies. They suggest that users
often find innovative ways to use technologies beyond their origi-
nal design intent and that this process of appropriation can lead to
different usage patterns and perceptions among users. This perspec-
tive challenges the notion of a uniform acceptance of technology
and instead proposes a more heterogeneous view of technology use.
These perspectives on adaptation and appropriation complement

the acceptance models by highlighting that technology adoption is
not a one-time event but an ongoing process of negotiation between
users and technology [57].

As adoption is a process, and it is not enough to probe it once, our
research aims to provide the first step of a long-term view of LLM
adoption and adaptation as we interact with this highly disruptive
technology.

2.2 The Role of (Technological) Self-Efficacy
Self-efficacy, a concept originating from Bandura’s Social Cognitive
Theory [4, 6], also plays a significant role in technology adoption,
adaptation, and appropriation. In the context of technology use,
self-efficacy refers to an individual’s belief in their ability to use
technology successfully to accomplish specific tasks. Compeau and
Higgins [23, p. 192] introduced the concept of computer self-efficacy,
defining it as “a judgment of one’s capability to use a computer”.
Their research demonstrated that individuals with higher computer
self-efficacy are more likely to adopt and use new technologies and
are more resilient when facing difficulties in technology use. In
terms of technology adoption, Venkatesh and Davis [65] incorpo-
rated self-efficacy into an extended version of TAM. They found that
self-efficacy significantly influences perceived ease of use, which in
turn affects intention to use technology. This suggests that individ-
uals who feel more confident in their ability to use technology are
more likely to perceive it as easy to use and, consequently, are more
likely to adopt it. Regarding technology adaptation and appropria-
tion, Jasperson et al. [32] argue that self-efficacy plays a crucial role
in post-adoptive behaviors. Users with higher self-efficacy are more
likely to explore and experiment with technology features, leading
to more innovative and extensive use. This aligns with the concept
of technology appropriation, where users adapt technology to fit
their needs and contexts. Bandura [5] posited that self-efficacy is
not static but can change over time through experience, vicarious
learning, social persuasion, and emotional states. In the context of
technology use, this suggests that as users gain experience with
technology, their self-efficacy may increase, potentially leading to
more advanced or creative uses of the technology.

Building on this foundation, our research investigates how inter-
actions with LLMs may influence users’ self-efficacy in technology
use.

2.3 The Current Adoption of LLMs in
Knowledge Work & Education

The adoption of LLMs like ChatGPT in knowledge work and ed-
ucation represents a new frontier in technology acceptance and
appropriation. These AI-powered tools are rapidly changing how
people approach tasks in professional and educational settings,
presenting unique challenges and opportunities for understanding
technology adoption. As the participants in our study are knowl-
edge workers and students alike, we want to highlight the recent
adoption of LLMs in these two domains.

In education, the adoption of LLMs presents both opportunities
and challenges [33, 42]. Mollick and Mollick [41] explored how
educators are dealing with AI writing tools used by students, high-
lighting the need for new pedagogical approaches and assessment
methods. For example, while LLMs may lower the cognitive load
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required for tasks such as collecting information, this can affect
learners’ active engagement with the material and, thus, learning
[52]. This underscores how the adoption of LLMs may require
not just individual adaptation but systemic changes in educational
practices. One approach examined in recent work is using LLMs
for giving students formative feedback, supporting self-regulated
learning at a large scale [53].

In the realm of knowledge work, LLMs have been picked up
early in different domains such as software engineering [20], law
[54], consumer science [47], and natural sciences [40, 61]. Recent
Human-Computer Interaction (HCI) research focuses on profes-
sionals’ perception of generative artificial intelligence (GenAI) in
different domains such as User Experience and Interaction Design
[35, 36, 60], healthcare [56], programming [9, 29, 66], and data sci-
ence [28, 68], providing us with a snapshot of AI adoption (for an
overview of AI perception across seven industries, see also [67]).

Sun et al. [58] showed that users in creative fields develop per-
sonalized prompting strategies based on mental models of how
GenAI works and continuously approach each new context with
different learning and adaptation strategies. In a three-week study,
Long et al. [39] analyzed how users adopt, adapt, and appropriate
an AI-based workflow. Interestingly, their research also showed
that users’ perceived usefulness (one of the key components of the
TAM) increases after familiarization with the tool.

The concept of self-efficacy appears particularly relevant in the
context of LLM adoption. Liang et al. [37] found that individuals
with higher levels of general technology self-efficacy were more
likely to experiment with and adopt LLMs in their educational tasks.
However, they also identified a need for a new construct of “AI
interaction self-efficacy”, reflecting the unique skills required to
effectively prompt and interpret LLM outputs.

2.4 Our Previous Findings on LLMs’ Impact on
Perceived Productivity and Accomplishment

Our 2023 study investigated how ChatGPT affects young profes-
sionals’ perceptions of productivity and sense of accomplishment
through a two-week diary study with 21 participants [34]. Our
results revealed a complex relationship between AI tool usage
and user experience. Many participants reported enhanced per-
ceptions of perceived productivity and accomplishment, primarily
driven by greater creative output and satisfaction from efficient
tool utilization. However, others experienced decreased perceived
productivity and accomplishment due to a diminished sense of
ownership, a perceived lack of challenge in the work process, and
acceptance of mediocre results despite time constraints. The study
identified that the suitability of LLMs varied significantly by task
type. LLMs proved especially valuable for comprehending broad
subject domains, generating creative solutions, and uncovering
new information. Conversely, participants found it less suitable
for research tasks due to hallucination issues requiring extensive
validation. Participants developed strategies to preserve their sense
of accomplishment, particularly by maintaining ownership through
post-processing of AI-generated content and developing effective
prompting techniques that enhanced their sense of competence.

With our follow-up research, we contribute to the body of HCI
research by providing the first step of a long-term view of LLM

adoption and adaptation. We are particularly interested in users’
perceived productivity, accomplishment and self-efficacy as impor-
tant factors of technology adoption, and thus focus on the following
research questions:

RQ1 Which factors influence users’ perceived productivity, ac-
complishment, and self-efficacy after sustained use of LLMs?

RQ2 How have users’ self-reported productivity and accomplish-
ment changed compared to August 2023?

RQ3 How have users’ interaction strategies with LLMs evolved
through sustained use?

3 Methodology
Our research is a follow-up study to our 2023 study [34], examining
how the perception of LLMs among young professionals has evolved
and consolidated over the past year. As in 2023, our study combines
a diary study to track LLM usage with short surveys and an exit
interview for more detailed qualitative insights.

3.1 Participants
We invited the 21 participants who had participated in our earlier
study [34], and 15 agreed to join. All participants were enrolled
in a master’s level educational program focusing on entrepreneur-
ship and innovation. Participants’ ages ranged from 21 to 28 years
(𝑀 = 24, 𝑆𝐷 = 1.73), with 47% identifying as female and 53% as
male. The sample included diverse nationalities and academic fields,
with all participants having at least ten weeks of full-time equiva-
lent work experience in technology or business, from which 80%
had more than one year of full-time work experience. At the time
of our study, most participants were either full-time students (47%)
or students with a part-time job (33%). We chose not to apply a
threshold for LLM use throughout the year to capture a full spec-
trum of user experiences and adoption patterns. This allowed us
to observe not only trends among active users, but also reasons
for decreased use or disengagement, which are equally valuable
for understanding the broader societal integration of LLM tech-
nology. Our participants reported a high level of expertise in in-
teracting with LLMs (𝑀 = 4.13, 𝑆𝐷 = 1.06), high familiarity with
LLMs (𝑀 = 4.87, 𝑆𝐷 = 0.99), and using LLMs often in their day-
to-day tasks (𝑀 = 4.53, 𝑆𝐷 = 0.99). All three measures were part
of the demographics survey and were measured on 6-point scales
(1 being novice/not familiar at all/never and 6 being expert/very
familiar/daily). Table 1 shows a detailed overview of the partic-
ipants’ demographics. Following Broberg [16] and Paavola and
Hakkarainen [46], we consider the students in our sample a subset
of knowledge workers since they actively engage in knowledge
creation through information processing and cognitive tools, par-
ticularly in innovation-focused educational environments like their
master’s program where participants combine academic work with
professional experience.

3.2 Procedure
Participants were onboarded to our study via email. We informed
the participants about the study’s purpose and data usage and asked
for their consent. Our study consisted of a two-step approach. First,
we conducted a 2-week feedback diary study [19] and second, we
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Table 1: The participants’ demographics for the diary study
(𝑁 = 15).

Gender
Female 7 (47%)
Male 8 (53%)
Age
∅ 24
SD 1.73
Nationality
Germany 9
Austria 1
Egypt 1
Italy 1
Poland 1
Taiwan 1
Uzbekistan 1
Highest Completed Education
High School 3 (20%)
Bachelor Degree 8 (53%)
Master Degree 4 (27%)
Primary Field of Study
Business and Economics 7
Engineering and Technology 1
Business Information Systems 1
Mathematics and Computer Science 2
Natural Sciences 3
Arts and Design 1
Work Experience
More than 24 months (2+ years) 4 (27%)
13-24 months 8 (53%)
7-12 months 2 (13%)
1-6 months 1 (7%)
Occupation (at the time of the study)
Student 7 (47%)
Student and working part-time 5 (33%)
Full-time employee 2 (13%)
Unemployed 1 (7%)

held semi-structured interviews (exit interviews) with each partici-
pant after the diary study was completed. The diary study surveys
were sent via email every business day at 6:00 p.m. (Monday to
Friday). We opted for daily surveys to preserve contextual richness
and capture real-time interactions [11]. Participants were not given
specific instructions regarding how or when to use LLMs during
the diary period as our aim was to capture participants’ real-life,
self-directed interactions with LLMs in their natural work and daily
contexts. To be eligible for the study, participants were required to
complete at least seven out of ten weekday logs, with the option
to report both LLM and non-LLM technology use. All participants
fulfilled this condition. We introduced participants to the study on
a rolling basis. All participants concluded the study between July
and August 2024 and received EUR 20 upon study completion. The
study was approved by the ethics committee within our University
Faculty.

3.3 Measures
The diary study surveys included both closed- and open-ended
questions. Closed-ended questions consisted of pre-defined answer
choices and 6-point Likert scales assessing three dimensions: per-
ceived productivity, perceived accomplishment, and perceived self-
efficacy. These dimensions were introduced to participants with
the following definitions: productivity as “doing more in less time”,
accomplishment as “the feeling of satisfaction or fulfillment that
comes from successfully completing a task or achieving a goal”,
and self-efficacy as “a person’s belief in their capacity to do tasks
and succeed.” Participants rated their immediate perceptions us-
ing 6-point scales: productivity (from not productive at all to very
productive), accomplishment (from not accomplished at all to very
accomplished), and self-efficacy (from not at all effective/skilled to
very effective/skilled). To assess perceived improvements attributed
to LLM use, additional 6-point scales (from strongly disagree to
strongly agree) were used for each dimension.

We used open-ended questions for qualitative insights into the
dimensions’ ratings. Table 2 offers an excerpt of our diary study
questions and structure for the three dimensions.

Finally, we used a semi-structured guide for the exit interviews to
probe deeper into identified themes and patterns. Interviews were
recorded and transcribed using Notta1 to facilitate accurate data
capture for subsequent analysis. The diary study and exit interview
questionnaires are included in the supplementary material.

3.4 Data Analysis
3.4.1 Diary Study. The analysis of the diary study consisted of
three main steps: (1) descriptive and inferential analyses of the 2024
quantitative data, (2) thematic analysis of the 2024 data, and (3)
significance tests comparing the quantitative 2023 data [34] and
the new 2024 data.

For (1), we provide an overview of the completed diary surveys
per participant and visualize the distribution of self-assessment data
collected through the diary study. We also calculated Spearman
rank correlations between the dimensions of perceived productivity,
accomplishment, and self-efficacy, as well as the perceived impact
of LLM usage on each of these dimensions.

For (2), we analyzed the open-ended responses using thematic
analysis for the dimensions of perceived productivity, perceived
accomplishment, and perceived self-efficacy. We imported all open-
ended responses into the qualitative research software Condens2.
For each dimension, we followed Braun and Clarke’s guidelines
[15]. One researcher generated the initial codes, capturing mean-
ingful aspects of participants’ explanations for their ratings and
subsequently analyzed and grouped the codes into overarching
themes based on patterns and relationships between the codes. To
ensure the reliability of the analysis, a second researcher indepen-
dently reviewed the codes and resulting themes to validate the
interpretation and thematic structure. Any disagreements were
discussed until a consensus was reached. We excluded codes with
too few occurrences, and our analysis ultimately resulted in four
themes across the dimensions of perceived productivity, perceived
accomplishment and perceived self-efficacy.

1https://www.notta.ai/en (last accessed: 01/28/2025)
2https://app.condens.io (last accessed: 01/18/2025)

https://www.notta.ai/en
https://app.condens.io
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Table 2: The dairy study questions for the three dimensions of perceived productivity, perceived accomplishment, and perceived
self-efficacy.

Theme Rating
(closed-ended question)

Influence of LLMs
(closed-ended question)

Reasoning
(open-ended question)

Perceived
Productivity

How productive do you feel
by your work done with the
LLM today?

Did the quantity of your
work improve by using the
LLM?

Why do you feel so?

Perceived
Accomplishment

How accomplished do you
feel by your work donewith
the LLM today?

Did your perception of ac-
complishment improve by
using an LLM?

Why do you feel so?

Perceived
Self-efficacy

How skilled/effective did
you feel while completing
your tasks?

Did your perception of self-
efficacy improve by using
an LLM?

Why do you feel so?

For (3), we used Shapiro-Wilk tests to evaluate the normality of
our data and subsequent paired-sample t-tests for the differences
between the perceived productivity and perceived accomplishment
ratings, applying a significance threshold of 𝛼 < 0.05. We used
Cohen’s 𝑑 to interpret the effect sizes [21].

3.4.2 Exit Interviews. Similar to the open-ended survey questions,
we analyzed the exit interviews following the diary study using
Condens. On average interviews lasted 21 minutes (𝑆𝐷 = 4 : 38).
We employed a collaborative, open coding approach to analyze
the semi-structured interview transcripts. Two researchers inde-
pendently conducted initial open coding on half of the transcripts.
A separate codebook was developed for the analysis of the inter-
views, as it was expected that the diary codebook is unsuitable
for this task. In the diary study, the participants provided imme-
diate day-to-day reflections, in comparison to the exit interviews,
where the participants reflected on their overall experience with
LLMs in the past study period. Following an initial analysis, the
researchers discussed preliminary findings and refined the coding
scheme. Each researcher then independently coded the remaining
half of the transcripts using the refined coding framework. Through
an iterative process of discussion and comparison, we refined the
code collection by merging similar codes and categorizing the rest
of the codes [10]. This process resulted in 38 codes, grouped into 5
categories pertaining to our research questions.

4 Results
We gathered data from two instances: the two-week diary study
with ten consecutive short surveys and the exit interviews. The
diary study entries (114 reports by 15 participants) captured par-
ticipants’ perceived productivity and perceived accomplishment
ratings for individual days, enabling comparisons with our 2023
data [34] as well as a more nuanced picture for these dimensions.
The participants filled out the diary study surveys over ten business
days. We probed deeper and collected context for the experiences
of the diary study in our exit interviews (𝑁 = 15) after the diary
study period.

4.1 Findings from the Diary Study
In total, 15 participants from the 2023 study concluded our 2024
follow-up study. On average, participants filled out 7.6 (𝑀𝐼𝑁 = 7,
𝑀𝐴𝑋 = 9) of the diary study surveys and reported using LLMs on
average on 4.4 (𝑀𝐼𝑁 = 0,𝑀𝐴𝑋 = 6) of the ten business days. Figure
1 shows the distribution of diary study entries per participant. 66 of
those 114 entries (58%) are entries where participants used LLMs,
whereas 48 (42%) are attributed to days where participants did not
use any LLMs. While most participants reported using LLMs reg-
ularly during the two-week diary period, one participant (P4) did
not log any LLM use. In the exit interview, P4 explained that their
time during the study was largely occupied with organizing a large
event, which did not require LLM support. However, they empha-
sized that under normal circumstances, they use LLMs frequently
in their day-to-day work.

For most of the entries, participants used ChatGPT-4o (79% of
all diary study entries), followed by ChatGPT-4 (17%), Claude 3.5
Sonnet (3%), and Perplexity (2%). In our study, participants mostly
used LLMs for improving text (29%), understanding complex or new
topics (20%), programming (15%), research (14%), and writing text
(13%).

Similar to our 2023 findings, we looked at perceived productivity
and perceived accomplishment (see table 2). As perceived accom-
plishment is a feeling that is measured after a lot of work or effort
is achieved, we were also interested in whether the use of LLMs im-
pacts participants’ feelings of how well they can achieve something
prior to and during a task. We thus included a question on the users’
self-efficacy with “How skilled/effective did you feel while completing
your tasks?”. All three items were rated on a 6-point scale (1-6),
with 1 being “not at all productive/accomplished/skilled” and 6 be-
ing “completely productive/accomplished/skilled”. Figure 2 shows the
scale chart for all three items. In summary, participants reported a
high sense of perceived productivity (𝑀 = 4.82 and 𝑆𝐷 = 0.95), per-
ceived accomplishment (𝑀 = 4.55 and 𝑆𝐷 = 0.85), and self-efficacy
(𝑀 = 4.53 and 𝑆𝐷 = 0.87). Appendix A shows the per-participant
scale responses (𝑀 and 𝑆𝐷) for each of the dimensions.

Our Spearman rank correlation analysis revealed strong posi-
tive relationships between perceived self-efficacy and perceived
accomplishment (𝑟𝑠 (66) = 0.70, 𝑝 < .001), and moderate positive
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Figure 1: Distribution of diary study entries across participants, showing the number of days when LLMs were used, not used,
or when no entry was recorded. Each participant had a maximum of 10 possible diary entries.
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Figure 2: Overview of scale ratings for the survey items of Perceived Productivity, Perceived Accomplishment, and Perceived
Self-efficacy.

correlations between perceived productivity and both perceived ac-
complishment (𝑟𝑠 (66) = 0.52, 𝑝 < .001) and perceived self-efficacy
(𝑟𝑠 (66) = 0.56, 𝑝 < .001).

We further evaluated the impact of LLM usage on the dimensions
of perceived productivity, perceived accomplishment, and perceived
self-efficacy. The Spearman rank correlations showed significant
strong correlations between LLM usage and perceived productivity
(𝑟𝑠 (66) = 0.68, 𝑝 < .001), perceived accomplishment (𝑟𝑠 (66) =

0.74, 𝑝 < .001), and perceived self-efficacy (𝑟𝑠 (66) = 0.70, 𝑝 <

.001) Figure 3 shows the Spearman rank correlations for the three
dimensions.

Additionally, participants provided reasoning in the form of
open text fields during the diary study for the three dimensions
of perceived productivity (𝑁 = 66), perceived accomplishment
(𝑁 = 65), and self-efficacy (𝑁 = 63). The questions we posed were
“Did the quantity of your work improve by using the LLM?”, “Did
your perception of accomplishment improve by using an LLM?”, and
“Did your perception of self-efficacy improve by using an LLM?”. In
very few instances, participants did not share any reasoning. In the
following, we present our thematic analysis results for the open
text fields of these three dimensions. We add exemplary participant
statements to illustrate the themes. Numbers in brackets indicate
the participants’ ratings from 1 to 6 for each quote, and letters in

subscript indicate the dimension for which the statement was made
(i.e., P for perceived productivity, A for perceived accomplishment,
and S for self-efficacy). Figure 4 provides an overview of the four
main themes and which dimensions they relate to.

Contextual Usefulness. Participants consistently noted that
the usefulness of LLMs depended heavily on the nature of the
task. For perceived productivity, LLMs were described as particu-
larly helpful for programming, writing, information synthesis, and
quickly gaining a high-level understanding. One participant shared,
“Instead of having to think and search [...], you can ask ChatGPT and
it will save you time. [...] With ChatGPT (and its interactiveness) you
can quickly get all your questions answered.” (P6, 6𝑃 ). Another re-
ported, “I had a very tedious task of manually searching hundreds of
company names in the database. Using LLMs saved me probably like
an hour.” (P3, 5𝑃 ). However, LLMs were less useful for very specific
queries or tasks requiring deep domain expertise: “It improved a bit,
but most of my work today involved manual little adjustments to the
structure and content of my research – AI cannot help with that, as I
am the only one that is this fully immersed in all the data.” (P14, 4𝑃 )

Although reported by less participants, the effect of LLMs on
perceived accomplishment (P1, P5, P3, P7) and self-efficacy (P3,
P5, P6, P8, P19) also varied based on the nature and complexity of
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Contextual Usefulness

Productivity Accomplishment Self-efficacy

“It improved a bit, but most of my work today 
involved manual little adjustments to the 

structure and content of my research -- AI 
cannot help with that, as I am the only one that 

is this fully immersed in all the data.'' (P14)

Efficiency Gain vs. Skill Deterioration

Productivity Accomplishment Self-efficacy

“I definitely got the knowledge faster but I don’t 
trust that the learning and depth is as good 

compared to if I read the books myself.” (P10)

Augmented Capability

Self-efficacy

“I feel like the conductor of an orchestra of AI 
tools; without them I could only play one violin, 

instead of a whole orchestra.” (P14)

Mental Offloading

Productivity

“I guess if I had drafted the whole piece myself, 
it would have taken the same amount of time, 

but with more mental effort.'' (P7)

Figure 4: The four themes elicited from the open-ended diary study questions.

the task. Similar to the dimension of perceived productivity, LLMs
proved to be beneficial for tasks involving information synthesis,
programming, writing, and learning but were less effective or even
disruptive in tasks requiring personal expertise: “It actually made
some parts of my work better and others worse so I had to put in
additional effort. So my sense of accomplishment went down.” (P1, 2𝐴)

and similarly, “The tasks were very high-level and ChatGPT wouldn’t
be able to solve them.” (P3, 3𝑆 )

In some cases, using LLMs actually increased time investment,
with P6 (2𝑆 ) observing they “lost time” due to poor prompting, while
P8 (4𝑆 ) found that for certain tasks, “a Google search would have
led to the same results today.” This suggests that the utility of LLMs
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is highly contextual and not universally beneficial across all task
types.

Efficiency Gain vs. Skill Deterioration. A prevalent theme
across all dimensions was the trade-off between efficiency and pre-
serving the depth of understanding or long-term skill development.
In terms of perceived productivity, many participants (P5, P7, P10,
P14, P17) described LLMs as tools for improving efficiency, even
if this did not always translate into more output: “I didn’t do more
than usual but I did the task faster or at least I felt that way.” (P5,
4𝑃 ). Higher productivity ratings were often associated with both
time savings and tangible output gains (P3, P5, P6, P8, P10, P15,
P17), especially for structured or repetitive work: “I was able to get
more features done in less time. I also believe the quality improved,
especially related to stuff like automatic documentation, test creation,
etc.” (P15, 6𝑃 ). Several participants also pointed to goal attainment
as a key driver of perceived accomplishment: the ability to “get more
work done” (P1, 6𝐴) or achieve goals “better and faster” (P14, 5𝐴)
was consistently tied to a sense of making progress and succeeding
in one’s tasks (P1, P3, P7, P8, P10, P14, P15, P17).

This boost in efficiency also contributed to perceived self-efficacy,
especially when LLMs helped participants overcome blockers or
finish work they might otherwise have struggled with (P5, P6, P9,
P10, P18). As one participant explained, “LLMs help to get work done
faster. Therefore, you get further in the same amount of time.” (P9,
4𝑆 ). Others credited the tools with enabling fast comprehension of
complex material: “That otherwise would have taken me way longer
to grasp.” (P14, 4𝐴), or with supporting more advanced problem-
solving: “ChatGPT was a tremendous help in analyzing data in Excel,
as you can get help with the formulas by uploading screenshots.” (P9,
4𝐴).

However, these gainswere often accompanied by concerns around
reduced learning and skill deterioration. Several participants wor-
ried that relying on LLMs would erode their abilities over time or
hinder deeper engagement with content (P6, P10, P12): “I definitely
got the knowledge faster but I don’t trust that the learning and depth
is as good compared to if I read the books myself.” (P10, 3𝐴), and “I
guess it is nice that for some niche tasks you can still rely on yourself. I
feel like this is also crucial to staying smart, taking time to think about
things.” (P6, 4𝐴). These reflections extended to self-efficacy, where
some feared that convenience was coming at the cost of personal
competence. As P12 put it, “losing the skill to do it myself” (P12,
3𝑆 ), while P10 described their experience as “taking the easy route”
(P10, 4𝑆 ). Even participants with high self-efficacy scores expressed
ambivalence, questioning their reliance on AI tools: “Many people
before ChatGPT also needed to pass this course and they understood
it without these tools. So I guess it makes you think. . . ” (P6, 6𝑆 ).

Augmented Capability. Several participants (P1, P3, P5, P6, P7,
P12, P14, P15) described how LLMs enhanced their sense of self-
efficacy by enabling them to complete tasks they found difficult or
time-consuming. One participant metaphorically described feeling
“like the conductor of an orchestra of AI tools; without them I could only
play one violin, instead of a whole orchestra” (P14, 4𝑆 ), highlighting
the transformative impact on their capabilities. The tools helped
participants overcome specific challenges, with P15 (4𝑆 ) noting how
it helped them “mitigate my weakness with writing.” In professional
situations, LLMs provided valuable support, as exemplified by P7

(5𝑆 ) who described a boost in presentation confidence “the content
and bullet points ChatGPT provided, helped me feel more confident
that I could run the session smoothly.”

Mental Offloading. In terms of perceived productivity, partic-
ipants noted reduced mental effort. This theme was particularly
pronounced in the higher ratings for P1, P8, and P10. P10 (6𝑃 ) men-
tioned to be “less frustrated trying to figure it out than by usual
Google search” and P1 (6𝑃 ) highlighted, “While the LLM was cor-
recting my errors, I could focus on other tasks and could take breaks.”
However, prompting inefficiencies seemed to overcast the reduced
cognitive load for P7 (2𝑃 ): “It took a while to prompt ChatGPT to do
exactly what I needed. I guess if I had drafted the whole piece myself,
it would have taken the same amount of time, but with more mental
effort”. This theme was not prevalent for perceived accomplishment
or self-efficacy.

4.2 Comparison to 2023 Findings
As we were interested in how the participants’ perceived produc-
tivity and personal accomplishment have changed over the course
of a year, we compare the results of the 2024 data to our 2023 re-
sults [34]. We omit P4 and P5 for this analysis as we specifically
want to look at the within-subject changes, and both participants
reported not having used LLMs during the diary study in 2024
and 2023, respectively. Figure 5 shows the boxplots of selected
response-scale options for perceived productivity and perceived
accomplishment per year. Whereas the mean for perceived produc-
tivity only slightly increased from𝑀2023 = 4.53 (𝑆𝐷2023 = 1.26) to
𝑀2024 = 4.84 (𝑆𝐷2024 = 0.96), we see a more pronounced effect for
the perceived accomplishment ratings:𝑀2023 = 3.97 (𝑆𝐷2023 = 1.04)
compared to𝑀2024 = 4.53 (𝑆𝐷2024 = 0.85).

Initial Shapiro–Wilk tests for normality confirmed that the data
for the differences per participant for both dimensions is normally
distributed. A subsequent paired samples t-test revealed that there
is no significant difference between the within-subject perceived
productivity ratings of 2023 and 2024 (𝑝 = .266). However, the
data shows a significant difference for the within-subject perceived
accomplishment ratings of 2023 and 2024 (𝑡 (12) = 2.619, 𝑝 < .05).
For measuring effect size, we used Cohen’s d interpretation, where
.2 indicates a small effect, .5 indicates a medium effect, and .8 indi-
cates a large effect [22]. Our results showed a medium effect size
(Cohen’s 𝑑 = .726). We report a summary of our statistical analyses
in Table 3.

4.3 Exit Interviews
In the following, we present the findings from the exit interviews,
where participants reflected on their overall experience of using
LLMs. We first contextualize our findings on the participants’ in-
creased sense of accomplishment (see section 4.2) before highlight-
ing prominent themes that gave us additional insights into the
diary study. Additional insights were collected on the theme Inter-
actions, which refers to the changes in interactions with LLMs since
the participants have adopted them. The themes LLM Strengths
and LLM Limitations refer to the use cases where the participants
reported satisfactory/unsatisfactory collaboration with the LLM.
Concerns refer to the fears and use cases where the participants are
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Figure 5: Boxplots for the dimensions of perceived accomplishment (left) and perceived productivity (right) for the 2024 and
2023 study, averaged by participant (𝑁 = 13).

Table 3: Paired samples t-test results comparing participants’ ratings of perceived productivity and perceived accomplishment
for 2023 and 2024. We assessed normality using the Shapiro-Wilk test.

Item Paired Samples t-test Effect Size Normality

𝑑 𝑓 𝑡 𝑝 Cohen’s 𝑑 𝑊 𝑝

Perceived Productivity 12 1.166 .266 – .932 .364
Perceived Accomplishment 12 2.619 .022∗ .726 .943 .503

hesitant to use LLMs, and Future vision of LLMs refers to the users’
expectations for modeling future interactions with LLMs.

Increased Accomplishment. In the exit interviews, participants
reported two key factors for their increased sense of accomplish-
ment over time: improved LLM output quality and enhanced user
proficiency, both ultimately increasing users’ output. All partici-
pants, except for P7 and P19, emphasized how their growing exper-
tise in LLM interaction positively impacted their sense of accom-
plishment. P14 noted, “I know better how to deal with it and how to
get what I want”, while P10 mentioned feeling “more confident in my
abilities and the output of the LLM”. P2 specifically highlighted the
satisfaction derived from precise prompt engineering: “you’re also
more accomplished because [...] you managed to write correctly what
you want.” Notably, the sense of accomplishment of P6 matured
from initial hesitation to viewing LLMs as capability enhancers: “at
the beginning you had the stigma of ‘Okay, this thing is doing my
work, and I don’t have that much of a part in it’. Whereas now, I think,
the mindset is that this is a tool that I can use.”

Interactions. The change in interactions with LLMs was one
prominent theme that was mentioned in most interviews. Here we
identified one larger group of participants (P3, P5, P7, P8, P10, P15,
P19), which reported that they narrowed down the use cases in
which they interact with LLMs, and another smaller group (P1, P4,
P9, P17) which reported that they expanded the variety of LLM use
cases. The participants who narrowed down the use cases often
reported that they had become proficient in using LLMs for specific
tasks and had obtained a sense of how to generate satisfactory

output. For example, P15 said, “I very much know which tasks work
well and which don’t, and I already know when I encounter one that
works very well, then I know how to write the prompt so that it
kind of works.” Several participants expanded on this claim, stating
that they now have “developed a better feeling for when it’s helpful
[...] and when it’s not” (P4) but also that LLMs have improved at
generating relevant output. Additionally, participants tend to rely
on LLMs in cases where they know in advance that little content
post-processing will be necessary. The group that expanded the
use cases reported higher ambition in learning how to write better
prompts: “The more often you do it, you kind of see in which situations
ChatGPT needs more detailed input to actually give you great results
and where very short, straightforward prompts are enough.” (P9)
Once they have mastered prompting for certain tasks, they would
move on to expand the variety of tasks. P1 reported, “I think in the
beginning I was only doing like grammar and spelling things, but
now I’m also doing more stuff like, hey, brainstorm this and that, like,
more creative tasks or, like, giving a text and asking for a complete
list about covering the whole topic.”

LLM Strengths and Limitations. Extending on the change in
interactions, we also noted trends in which use cases the partici-
pants found useful and which ones they discarded due to unsatis-
factory output quality. For example, programming tasks were one
use case where most participants reported reliable and frequent use,
exhibiting similar feelings as P3: “LLMs are better at programming
[than researching]. I used it a lot already for programming in the last
year, and so I kind of figured out what I can ask, and it will return
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some code that I basically have certainty about its correctness.” Data
analysis and learning were also among the use cases where the
participants found LLMs to be particularly useful. Interestingly,
there also seems to be a trend in outsourcing tasks to LLMs that
the participants did not want to do, such as finding a recipe to
cook something with the ingredients they already had available or
formatting text, noting it down as a“stupid” (P5) task they don’t
want to spend time on. Participants also outsourced tasks to the
LLM that they did not enjoy, did not know how to do, or did not
see value in learning – effectively using the LLM as an assistant. In
contrast, they tended to avoid scenarios in which the LLM repeat-
edly produced unsatisfactory output. For example, creative tasks
or brainstorming were tasks that the participants would rather not
delegate to the LLM. Some of them reported that the lack of origi-
nal output discouraged them from further using the LLMs for such
tasks, and they would rather do the task by themselves. Use cases
where extra context needed to be given to the LLM to complete a
task were also avoided. For instance, P1 stated, “I think what stops
me from feeling full productiveness is that currently, LLMs are not
able to capture full workflows. For example, I want to do a systematic
literature review, and I want to search all the studies, and I want to
come up with the research question and the methodology. I think this
is something that hinders me to come to 100% productivity.”

Concerns. Here, some participants also reported fears and gen-
eral privacy concerns related to prolonged usage of LLMs. Some of
them (P5, P7) fear that outsourcing tasks to LLMs might prevent
our development in writing skills and creative thinking “like it
will do all the thinking for us in a way that we as humans can easily
become a lot dumber than we have been before” (P5). Similarly, others
reported privacy concerns related to either revealing details about
themselves to the LLM or analyzing documents that can reveal the
personal details of others. Interestingly, some of them speculate that
what they share with the LLM could cause “data privacy problems”,
but they do not know the “rules” for sure (P7). Lastly, participants
seem torn between wishing that the LLM had more data about
them (so they do not need to provide context each time) and being
concerned that behind the LLM stands a private company with
access to the data they shared (P2, P5).

Future vision. To take a step forward, we also asked how par-
ticipants envision the development of interactions with LLMs. Here,
the vast majority of participants (P1, P2, P4, P5, P6, P7, P8, P10,
P19) expressed a vision for more implicit interactions where the
LLM would understand their wishes without too much context and
would rather be in the role of an autonomous assistant that lessens
the workload on the human. For example, P6 expressed “I think
it will do everything for you. It will schedule your calendar invites
with your friends or with your colleagues. It will look up all the data
for you that you need. I think it will be completely integrated in our
everyday lives.” On the other hand, P5’s statement “So my sense of
accomplishment would probably be 100% when the LLM knows me
from one word or two words, and it’s my soulmate in a way. So it
knows what I want, it knows what I think” expresses a vision where
the LLM is tailored to how the specific user thinks to serve them in
the best way.

5 Discussion
Our study revealed how factors such as efficiency, adaptation, and
personal interaction patterns influence users’ perceived productiv-
ity, accomplishment, and self-efficacy (RQ1). A comparison with our
earlier study [34] also showed a significant increase in perceived
accomplishment within one year while perceived productivity re-
mained similarly high (RQ2). Users in our study showed different
ways of mastering LLMs, with one group expanding their use cases
while the other narrowed them down to ensure efficiency gains
(RQ3). These findings provide a snapshot of AI adoption’s long-term
(psychological) impact in knowledge work, moving beyond initial
productivity metrics to understand how users’ perceptions, capa-
bilities, and interaction methods evolve over time. In the following
sections, we discuss our findings in light of technology adoption
and adaptation, why this is important, and how longitudinal obser-
vations like our study can advance the HCI field.

5.1 Technology Adoption and Adaptation
Our results confirm and extend previous work on technology adop-
tion and AI integration in knowledge work. Building on our 2023
study [34], we find that initial feelings of inferiority can transform
into confidence and strategic AI use over time. This echoes estab-
lished technology adoption models such as TAM2 [63, 64], which
emphasize the role of experience in shaping perceived usefulness
and ease of use. TAM2 also highlights the influence of social factors,
drawing from the Theory of Reasoned Action (TRA) to show how
expectations from others can shape behavioral intentions [64]. In
line with this, our participants reported that uncertainty around
using LLMs in 2023 often stemmed from not knowing whether use
was permitted or professionally appropriate.

By 2024, however, the narrative had shifted. Some participants
described a growing sense of pressure to adopt LLMs, saying they
felt they were “falling behind” without them. LLMs had become an
everyday tool used to enhance productivity and cognitive reach.
This transformation illustrates both the social normalization of
the technology and a shift in perceived utility driven by firsthand
experience.

Yet LLM adoption does not merely follow familiar trajectories.
Compared to earlier disruptive technologies such as smartphones,
personal computers, or the internet, LLMs display uniquely rapid
and widespread uptake. Already in 2023, 42% of a representative US
sample reported having used an LLM [27]; by 2025, that number
had risen to half of all US adults [48]. Adoption is especially high
among younger users, highly educated individuals, and knowledge
workers, with usage exceeding 80% among researchers [38], and
substantial uptake across higher education [55].

Several features help explain this accelerated adoption curve.
First, LLMs support hybrid, boundary-blurring usage patterns: the
same tool is used for learning, ideation, communication, and formal
work tasks [13, 14, 38, 49, 55]. Second, their impact on productivity
is both immediate and well-documented [30, 44, 45, 66], offering
clear incentives to integrate them into workflows [34]. And cru-
cially, unlike earlier technologies that required specialized skills
or onboarding, LLMs are accessible through natural language – a
modality familiar to virtually everyone. This dramatically lowers
the barrier to entry and broadens the adoption base.
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Finally, the unusually fast pace of LLM development introduces
a dynamic element to the adoption process. Capabilities evolve
rapidly, continuously unlocking new use cases. Unlike past tech-
nologies that demanded users adapt to new technical paradigms,
LLMs adapt to users, aligning with innate human communication
patterns. This “conversational interface” not only accelerates adop-
tion but also sustains it, as users can integrate new functionality
without relearning how to interact with the system.

Our qualitative findings from the exit interviews also show how
users adapt their LLM usage by either expanding or narrowing
down their use cases. This is similar to patterns identified by Long
et al. [39], who examined how users interact with and customize
an AI workflow for writing science communication tweets over
time. Their study shows that after a short familiarization phase,
users’ perceived system usefulness even increased with time, in-
dicating that the positive impression was not just a novelty effect.
They attribute this to the workflow supporting cognitively chal-
lenging tasks and enabling better human-AI collaboration through
customization. Our findings suggest a similar understanding of the
familiarization phase in human-LLM collaboration. As users adapt
to LLMs as a new technology, e.g., by experimenting with their use
cases (for further exploration of knowledge work use cases, see for
example [13]), their prompting strategies and how they integrate
these into their workflows [67], they also see their personal accom-
plishment increase. It is important to mention that over time, the
participants gained a “gut feeling” for which use cases they are to
expect a satisfactory output and for which cases not. For example,
when participants felt the LLM lacked the context to perform well,
they would rather not delegate that task to the LLM. Their positive
attitude towards perceived productivity and accomplishment was
often powered by their routine use cases, where they have mastered
the prompting and were guaranteed a satisfactory result. While
they found certain use cases to work better than others, throughout
this process, the participants also became aware of the limitations
of this technology, which helped them to better understand their
role in these interactions. While last year, participants were ask-
ing themselves “If the machine is as good as me, then what use am
I?” [34], this year’s findings suggest a more positive notion with
participants emphasizing that exploring the capabilities and the
boundaries of LLMs enables them to see their own value in task
achievement and envisioning the LLM as a supportive assistant.

5.2 Efficiency as a Mediating Variable for
Perceived Productivity, Accomplishment,
and Self-Efficacy

Our qualitative analysis suggests that perceived efficiency is closely
associated with users’ self-reported productivity, sense of accom-
plishment, and self-efficacy. While efficiency gains are an expected
driver for productivity improvements, their strong influence on
perceived accomplishment and self-efficacy is notable. Participants
frequently described perceived productivity and accomplishment
as interrelated aspects of their work experiences – an observation
that is further supported by patterns in their quantitative survey
responses. These correlations appear to be reinforced by users’
evolving interaction strategies with LLMs. Many participants re-
ported refining their use cases and developing a more nuanced

understanding of when and how to effectively apply LLMs which
may help explain their higher self-reported sense of accomplish-
ment. However, this efficiency-driven approach presents a para-
dox: while users report higher productivity and accomplishment,
they express concerns that increased efficiency through LLM use
might compromise their skill retention, potentially affecting their
long-term self-efficacy. These findings also intersect with emerg-
ing perspectives in technology design that challenge traditional
productivity-focused frameworks. For instance, Somanath et al. [51]
advocate for rethinking workplace technologies not just as tools for
enhancing output, but as systems that support employee well-being
and happiness. While our study did not directly measure happiness,
participants’ reflections on accomplishment and the potential loss
of skill suggest that users are already implicitly negotiating what
“meaningful” outcomes look like. In this sense, our findings offer a
complementary view of how knowledge workers evaluate the role
of AI in their work – not only in terms of what gets done, but how
it feels to do it.

5.3 Methodological Approach: A Longitudinal
Perspective on LLM Adoption

To capture how AI adoption unfolds over time, we conducted a
follow-up study that builds on a our previous investigation from
2023 [34]. By re-engaging participants from our initial study one
year later, we were able to track how their perceptions, behav-
iors, and integration strategies with LLMs evolved. This design
allowed us to move beyond one-off impressions and document a
more dynamic learning process.

Long-term approaches are critical in understanding how users
adapt to emerging technologies. As our findings show, the initial
novelty or inferiority effects reported in 2023 gave way to more
strategic, confident, and context-specific usage patterns by 2024.
Participants refined their use cases, customized workflows, and
developed a sense of agency in positioning themselves as decision-
makers, with the LLMs acting as assistants.

Our approach alignswith prior research on long-term technology
adoption. For example, van den Hooff’s longitudinal study of email
integration in organizational contexts [62] illustrates how digital
tools are gradually woven into work practices over time. Email,
initially used for simple messaging, eventually became essential for
complex, collaborative professional workflows. A similar evolution
was evident in our participants’ LLM use: from experimentation
and curiosity to task-specific, efficiency-driven applications.

However, LLM adoption presents unique characteristics that
set it apart from previous technologies. While email integration
occurred gradually over decades, LLM development and uptake
have progressed at a much faster pace. This accelerated timeline
not only amplifies the importance of longitudinal studies but also
necessitates more frequent data collection to capture fast-moving
changes in usage and perception.

Our follow-up study revealed notable shifts even within a single
year. While most participants stuck to scenarios that had proven
effective, they increasingly emphasized autonomy and control in
their interactions with LLMs. Many described delegating tedious
or repetitive tasks to LLMs, which allowed them to focus more on
the aspects of their work they found meaningful.
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Participants also expressed clear hopes for future iterations of
LLMs: they wanted systems that could handle mundane tasks (e.g.,
scheduling) more autonomously, yet still reflect their preferences
and retain a sense of user agency. Overall, our findings highlight the
value of longitudinal research in understanding not just whether
people adopt AI tools, but how they integrate them into their daily
lives.

5.4 Limitations and Future Work
Our study involved a small sample of young professionals and may
not be representative of all knowledge workers or LLM users. With
an average age of 24 years, our sample is slightly younger than the
average LLM user. For example, the majority (44.1%) of OpenAI’s
user base3 is between 25 and 34 years old. This opens up space for
further research for the adoption of LLMs by diverse generations
of knowledge workers. Our sample also consisted of 47% female
participants, which could further skew the results since Draxler
et al. [27] showed that female users tend to use LLMs less often
compared to male users, which was also the case for our sample.
On average, female participants in our study reported using LLMs
for 51.36% days of the two-week study, while male participants
reported using LLMs for 64.36% of the days. Further, our study could
be impacted by a self-selection bias, meaning that only people who
are interested in joining again joined the study, which may have
skewed our sample to more tech-savvy participants and people
who potentially use LLMs regularly. While the knowledge workers
from our sample reported similar use case scenarios, the findings
might be different for a different assortment of use cases or even
different groups of workers.

Our study primarily examined ChatGPT and other LLMs. The
findings may not generalize to all types of AI assistants or future
LLM iterations. This opens up space for closer observation of which
systems the users reach out to and why. For instance, it would be
interesting to see if they use or create custom instances of GPT
for certain purposes. Further, the study was conducted during a
period of rapid AI advancement and increasing public awareness. It
is unclear to what extent the development of LLMs had an impact,
since the technological improvements could also increase people’s
perceived performance. As GenAI tools and LLMs are a topic of
interest in the general public, our results may also be influenced by
broader societal trends and media narratives around AI. However,
our qualitative data from the surveys and interviews also shows
that participants improved their own skills in prompting, workflow
integration, and evaluation of suitable use cases, depicting users as
active agents in human-AI collaboration.

6 Conclusion
The rapid integration of LLMs into knowledge work influences
productivity but has also raised concerns about job displacement,
deskilling, and potential adverse cognitive effects. This technologi-
cal acceleration demands a deeper understanding of how individuals
make sense of these powerful AI tools beyond mere productivity
gains.

3https://www.statista.com/statistics/1470825/openai-com-user-age-worldwide/ (last
accessed: 02/04/2025)

In the field of HCI, there is a notable gap in our understand-
ing of the fundamental psychological impacts of LLM adoption,
particularly regarding users’ self-efficacy and sense of accomplish-
ment over time. Most existing research focuses on quantitative
productivity metrics and industry-specific applications, neglecting
the long-term psychological effects of AI integration in knowledge
work.

To address this gap, our study investigated how users’ percep-
tions towards their perceived productivity and accomplishment
evolve as they become accustomed to LLMs, and how the integra-
tion of these tools influences users’ self-efficacy. We conducted a
follow-up study to our 2023 study [34] to explore first long-term
effects. Our research employed a mixed-methods approach, combin-
ing a two-week dairy study with in-depth interviews with 15 partic-
ipants from the 2023 study. With this, we capture both quantitative
measures and qualitative insights into participants’ experiences
and thought processes.

Our findings reveal three key phenomena. First, perceived effi-
ciency emerges as a crucial mediating variable between LLM use
and users’ sense of accomplishment and self-efficacy. Here, we ob-
serve that positive perceptions of efficiency gains align with the
growing proficiency in using LLMs. Second, we observe distinct
adaptation patterns in how users integrate LLMs into their work-
flows, with some expanding their use cases while others deliberately
narrow them to optimize perceived efficiency. This divergence sug-
gests that successful LLM integration is highly individualized and
evolves with experience. Third, our comparison with 2023 data
reveals a significant increase in perceived accomplishment with
similarly high perceived productivity measures. This suggests that
as users developmore sophisticatedmental models of LLMs’ capabil-
ities and limitations, they move beyond initial feelings of inferiority
toward more strategic and confident AI collaboration.

Our research makes significant contributions to the HCI field by
providing a nuanced, longitudinal perspective on AI integration in
knowledge work. By analyzing how users adopt and adapt to AI
technologies, we challenge simplistic narratives about automation
and replacement. Our findings also highlight the importance of
longitudinal studies and investigations in understanding the long-
term impacts of disruptive technologies on human cognition and
work practices. As LLM capabilities continue to evolve, so too will
user strategies, expectations, and definitions of what constitutes
“productive” or “meaningful” work.
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A Per-Participant Scale Responses

Table 4: Mean (SD) scores per participant for perceived productivity, accomplishment, and self-efficacy.

Participant Perceived Productivity Perceived Accomplishment Perceived Self-efficacy

P1 5.80 (0.45) 5.60 (0.89) 6.00 (0.00)
P2 5.00 (0.00) 5.00 (0.00) 5.00 (0.00)
P3 4.83 (0.75) 4.50 (1.76) 4.83 (0.98)
P5 4.60 (0.89) 4.80 (0.84) 4.80 (0.84)
P6 4.33 (2.25) 5.33 (1.63) 5.17 (1.60)
P7 4.33 (1.51) 3.67 (0.82) 4.17 (1.33)
P8 5.00 (0.82) 4.00 (0.00) 4.25 (0.96)
P9 5.20 (0.45) 4.80 (0.84) 5.00 (0.71)
P10 5.50 (0.58) 4.00 (0.82) 4.00 (0.82)
P12 4.50 (1.38) 4.17 (0.98) 3.50 (1.22)
P14 4.40 (0.89) 4.20 (0.84) 4.40 (0.89)
P15 4.50 (1.52) 4.67 (1.37) 4.33 (0.82)
P17 5.00 (1.15) 5.00 (1.15) 4.50 (1.29)
P19 4.50 (0.71) 4.00 (0.00) 3.50 (0.71)

Overall 4.82 (0.95) 4.55 (0.85) 4.53 (0.87)
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