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Abstract
The rapid proliferation of artificial intelligence (AI) has sparked both enthusiasm and ethical concerns in societies. As AI 
continues to permeate daily life, policymakers need to understand how it is perceived by diverse stakeholders and communi-
ties. To reliably measure attitudes towards AI of the general public, a short scale is essential for universal application. Exist-
ing scales face limitations in applicability due to their length, sub-standard internal consistency, or a focus on only negative 
attitudes. In response, we built up on existing scales and developed a unidimensional six-item general AI attitude short scale. 
First tests on internet panel data from Germany (n = 1001) and the US (n = 3091) obtained favorable results for classical 
test theory (CTT) and item response theory (IRT). Confirmatory factor analysis indicated an excellent fit for a single-factor 
structure, while the scale also exhibited strong criterion-related validity, correlating positively with digital competency and 
predicting acceptance of several AI applications. Additional IRT analyses suggested high item discrimination, broad coverage 
of the attitude spectrum and no meaningful differential item functioning (DIF). Thus, we propose a psychometrically sound 
short scale for measuring general AI attitude and provide insights into the antecedents and consequences of the construct.

Keywords  Artificial intelligence · Attitude measurement · Scale development · Survey research · Technology acceptance · 
AI risk

1  Introduction

Rapid advances in AI over the past decade have driven 
scientific breakthroughs, industry innovations, and every-
day tools. Public interest surged after ChatGPT’s release 
in November 2022, offering a clear, hands-on example of 
AI in action. The growing capabilities of AI have raised 

concerns about bias, privacy, and job displacement, prompt-
ing regulatory responses like the EU AI Act (Regulation 
(EU) 2024/1689) to safeguard fundamental rights. At the 
same time, governments around the world are exploring 
ways to harness AI to improve administrative efficiency and 
deliver public services more effectively (Fischer-Abaigar 
et al. 2024). As AI becomes more embedded in daily life, 
policymakers need timely, reliable data to understand public 
concerns and ensure governance balances innovation with 
the protection of rights and values (Livingston 2024; Montag 
et al. 2024). Ultimately, whether societies and their people 
will be able to use AI to their advantage will also depend on 
their attitudes towards it and acceptance of its applications 
(Montag and Ali 2025a).

Given the dynamic developments of AI technologies and 
its spread across domains, tracking public attitudes towards 
AI over time and in diverse contexts is critical to iden-
tify concerns of different subpopulations early on (Zhang 
2023). Thus, prior research has called for an investigation 
of general attitudes towards AI in large representative sam-
ples around the world (Montag et al. 2024). Here, exten-
sive multi-topic surveys such as the General Social Survey 
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(GSS) or the European Social Survey (ESS) are a natural fit, 
as they are regularly administered and have proven instru-
mental in informing public policy (Kolarz et al. 2022). 
However, to measure attitudes towards AI in such surveys, 
a reliable and valid short scale is needed. While a range of 
AI attitude scales have been proposed, several challenges 
limit their applicability. In particular, they tend to be too 
long (see Schepman and Rodway 2020, 2023), show sub-
standard internal consistency (see Sindermann et al. 2021), 
focus only on negative aspects (see Wang and Wang 2022; 
Kieslich et al. 2022), or do not capture all three facets of 
attitudes—affective, behavioral, and cognitive (see Grassini 
2023). Recently, Stein et al. (2024) proposed a single-factor 
instrument with twelve items that encompasses all facets, but 
may still be impractical for a single construct in large multi-
topic surveys with rigid length limits. As an example, recent 
ESS questionnaires contain over 250 questions and should 
be administrable within 1 h, severely limiting the practical 
number of items per construct. Thus, the development of a 
concise yet robust scale is vital.

In response, we build upon prior work by Stein et al. 
(2024) to develop a general AI attitude short scale, adopting 
two items from each of the three attitude facets and adjusting 
the response scale to reduce cognitive strain and response 
biases (Saris et al. 2010). We tested the scale with two non-
probability samples: an extensive survey of German internet 
users in August 2024 (n = 1001) and a shorter survey of US 
internet users in February 2025 (n = 3091). In doing so, we 
subjected the scale to a rigorous validation process grounded 
in both classical test theory (CTT) and item response theory 
(IRT; Hambleton and Jones 1993), which achieved favorable 
results.

Our contributions are twofold. First, we propose and vali-
date a new general AI attitude short scale for large multi-
topic surveys. Analyses from both CTT and IRT confirmed 
high psychometric quality, enabling usage in future stud-
ies for many different applications due to its generality. We 
are also the first study that analyzes an AI attitude scale 
using IRT, contributing to the integration of CTT and IRT 
approaches for a comprehensive approach to measurement 
(Embretson and Hershberger 1999). By incorporating items 
referencing all facets of attitudes (affective, behavioral and 
cognitive), we also offer the only conceptually holistic meas-
urement instrument next to Stein et al. (2024). Due to the 
general nature of its items, we expect the scale to remain 
applicable even as AI technology evolves further. General 
applicability is important to track attitudes over time despite 
pending advances, such as the emergence of advanced chat-
bots or autonomous systems, without constantly revising the 
instrument.

Second, we provide empirical insights into current public 
sentiment towards AI across socio-demographic groups in 
Germany. Among our quota-based sample from a volunteer 

panel of internet users, we found that younger respondents 
and those with prior AI experience, higher education, and 
greater digital competency generally held more positive atti-
tudes towards AI. On the contrary, older individuals and 
females tended to be more skeptical. We also studied the 
acceptance of AI-based systems across low-, medium- and 
high-risk contexts to establish criterion validity of our scale, 
using a measure of AI acceptance based on prior research by 
Koenig (2024). Our scale consistently predicted AI accept-
ance across all contexts, explaining a substantial portion of 
the variance. It also interacted as expected with established 
moderators from attitude research, with attitude strength 
(extremity) enhancing, and structural ambivalence (cogni-
tive–affective inconsistency) weakening the predictive power 
of AI attitudes. Notably, the influence of additional socio-
demographic predictors is context-dependent. For instance, 
digital competency and AI familiarity strongly predicted 
acceptance in low-risk contexts but showed no or even 
reversed effects in high-risk scenarios. These results under-
score both the robust predictive utility of our scale and the 
nuanced, context-dependent nature of AI acceptance, high-
lighting how socio-demographic factors shape individuals’ 
readiness to embrace AI.

2 � Theoretical background

2.1 � Conceptualizing artificial intelligence

The term AI is notoriously hard to define and has lacked a 
consistent definition in prior research (Goertzel and Achler 
2014; Kelly et al. 2023). Broadly speaking, AI refers to sys-
tems capable of tasks that typically require human intel-
ligence and are not following deterministic approaches, but 
learn relationships from data. AI can be generalized into 
‘weak’ or ‘strong’ applications, also referred to as Artifi-
cial Narrow Intelligence (ANI) and Artificial General Intel-
ligence (AGI). ANI systems are task-specific and already 
in widespread use today to support human behavior and 
decision-making (e.g., voice assistants, facial recognition, 
driving assistance; Maslej et al. 2024), whereas AGI sys-
tems would be able to generalize knowledge across domains 
and learn new tasks autonomously (Firt 2020; McLean 
et al. 2023).1 While there are several AGI research projects, 
including OpenAI or Google’s DeepMind (Baum 2017), 
the concept has not been realized yet. It has, however, been 
argued that the most advanced Large Language Models may 

1  Some authors also use the term Artificial Super Intelligence (ASI) 
to reference systems with capabilities above AGI and far beyond 
human intelligence (Gill 2016; Kelly et al. 2023), though the distinc-
tion is not quite clear (McLean et al. 2023).
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resemble an early version of AGI and that AGI would have a 
major impact on our society (Bubeck et al. 2023).

The conceptualization of AI in public perception has 
evolved significantly over the years, shaped by advance-
ments in technology and media narratives (Zhai et al. 2020; 
Nguyen and Hekman 2024). For technological advance-
ments, a pivotal moment was the release of the Large Lan-
guage Model ChatGPT by OpenAI in November 2022, 
which gathered wide attention as it made the concept of 
AI perceptible to many general citizens for the first time 
(Ryazanov et al. 2024). Following Zhai et al. (2020), media 
narratives often oscillate between utopian visions (e.g., AI 
as a tool for human enhancement) and dystopian concerns 
(e.g., job displacement and surveillance). This makes public 
attitudes towards AI relevant, as AI technologies are eventu-
ally placed in social contexts, where humans interact with 
algorithmic recommendations, decisions or AI-generated 
content. Phenomena such as under- or over-reliance on algo-
rithmic outputs are shaped by this interplay and depend on 
individual attitudes towards and experiences with AI in a 
given context (Schenk and Kern 2024). Thus, the successful 
deployment of AI across society will also depend on public 
perceptions of such technologies, with studies finding stark 
differences for acceptance across use cases (Schepman and 
Rodway 2020; Kern et al. 2022; Livingston 2024).

2.2 � The role of attitudes in behavioral 
and technology acceptance research

Since the late nineteenth century, research on attitudes has 
played a crucial role in the social sciences as a foundational 
concept for understanding human beliefs and behavior (All-
port 1935). Attitudes can be defined as “a psychological 
tendency that is expressed by evaluating a particular entity 
with some degree of favor or disfavor” (Eagly and Chai-
ken 1993, p. 1). As such, attitudes are expected to influence 
behavior and decision-making in various contexts, including 
consumer psychology (e.g., Asiegbu et al. 2012), political 
participation (e.g., Wang 2007), and interpersonal relation-
ships (e.g., Byrne 1961). This has led to the development 
of several specialized attitude scales and their fielding in 
large-scale surveys such as the ESS (Jowell et al. 2007) or 
GSS (Smith et al. 2019) to track their nature and evolution 
across different populations. Attitudes can vary in several 
ways, including their valence (positive or negative orienta-
tion) or strength (durability and impact; Briñol et al. 2019). 
Attitude strength is especially complex and encompasses 
several properties. These include extremity (the degree of 
valence), perceived importance, level of certainty, extent of 
knowledge, and whether one’s evaluation is consistent or 
ambivalent, i.e., holding both positive and negative views 
(Krosnick and Petty 1995; Howe and Krosnick 2017). 
Research has shown that strongly held attitudes are more 

enduring and powerful predictors of behavior (Krosnick and 
Petty 1995), while inconsistent or ambivalent attitudes have 
decreased predictive power (Conner et al. 2021). Thus, it is 
advisable to measure not only the valence of an attitude, but 
also strength-related measures. These may include whether 
a respondent is familiar with the topic, or has engaged in 
relevant behavior (Price 1992).

Following the tripartite model outlined by Rosenberg 
and Hovland (1960), attitudes also consist of three differ-
ent classes of information, or facets: affective, behavioral 
and cognitive. The affective facet is typically regarded as 
the most important and refers to emotional responses or 
feelings associated with an attitude object. The behavioral 
facet represents behavioral intentions towards, while the 
cognitive facet encompasses beliefs and thoughts about 
the attitude object. There are differing views whether these 
facets resemble distinct attitude dimensions (multidimen-
sional model; e.g., Breckler 1984), or whether they serve 
as inter-related indicators of a single underlying evaluative 
construct (unidimensional model; e.g., Eagly and Chaiken 
1993). While the unidimensional model is most common 
in measurement practice, competing specifications—such 
as correlated or bifactor models—can be theoretically justi-
fied and empirically tested. Importantly, a single total score 
summed across items may still be meaningfully interpreted 
when multidimensionality is present, provided the general 
factor accounts for substantial shared variance among items 
(Reise et al. 2010).

Within attitudes research, the influence on behavior is 
a major research strand (Briñol et al. 2019). Attitudes are 
generally considered predictors of behavior, provided that 
both attitude and behavior are measured at a similar level 
of generality (Ajzen et al. 2018), and the attitude is strongly 
held (Krosnick and Petty 1995). To further explain behavior 
in specific contexts, theories such as the Theory of Planned 
Behavior (TPB; Ajzen 1985, 1991) were conceived, which 
posits that attitudes influence behavioral intentions, which 
in turn predict actual behavior. Several alternatives to the 
TPB were developed to better explain the attitude–behavior 
relationship in the context of technology usage (Marangunić 
and Granić 2015), with the most established ones being the 
Technology Acceptance Model (TAM; Davis 1986, 1989) 
and its extension, the Unified Theory of Acceptance and Use 
of Technology (UTAUT; Venkatesh et al. 2003). While the 
initial version of the TAM still contained a general attitude 
construct as mediating variable, it was later dropped, leav-
ing the more concrete variables perceived usefulness and 
perceived ease of use as predictors of behavioral intention.

Although TAM and UTAUT are established frameworks 
for technology acceptance, AI is encountered in a wide spec-
trum of scenarios from deliberate usage to passive encoun-
ters, which poses novel challenges (Montag et al. 2024). 
As an example, individuals may not even have a chance to 
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opt out of certain AI applications, such as algorithmic pro-
filing models in government agencies (Kern et al. 2022). 
Thus, a more holistic model of the behavioral intention to 
engage with AI systems is needed, which can be termed AI 
acceptance (Kelly et al. 2023). Koenig (2024) has proposed 
such a model with three perspectives: user-centered tech-
nology acceptance, delegation (or automation) acceptance 
and societal adoption acceptance. User-centered technology 
acceptance follows the TAM logic, describing a person’s 
willingness to intentionally use a technology, whereas del-
egation acceptance corresponds to a person’s readiness to be 
subjected to an autonomous agent’s actions. Finally, societal 
acceptance relates to one’s acceptance of AI’s application 
in society. These three perspectives detail different relations 
between people and AI, underlining the fact that AI is a gen-
eral-purpose technology with a wide array of applications, 
which makes general attitudes towards it meaningful (Mon-
tag and Ali 2025a). This is especially true as acceptance 
of an AI system has been shown to vary largely across risk 
contexts, considering different aspects, such as performance, 
privacy or safety risks (Kelly et al. 2023; Ismatullaev and 
Kim 2024). As an example, citizens may generally approve 
of applications such as translating speech using AI, but less 
of AI acting as a medical doctor or therapist, while they may 
still hold an overall positive or negative attitude towards the 
technology (Schepman and Rodway 2020).

When trying to explain acceptance of AI systems, atti-
tudes towards AI have repeatedly emerged as a significant 
predictor in reviews of the field (Kelly et al. 2023; Ismatul-
laev and Kim 2024). However, most of these studies rely 
on only slight extensions of the TAM, thus focusing more 
narrowly on user-centered technology acceptance, as well as 
the affective component of attitudes (e.g., Chen 2019; Man 
et al. 2020; Liang et al. 2020; Kim et al. 2020).

2.3 � Existing AI attitude scales

Several general AI attitude scales have been proposed in 
prior research, including by Schepman and Rodway (2020, 
2023), Sindermann et  al. (2021), Grassini (2023), and 

Stein et al. (2024), see Table 1 for a chronologically sorted 
summary and Schepman and Rodway (2025) for a recent 
review.2 Overall, both short and long scales have been pro-
posed, with the number of items ranging from four to twenty, 
and AI attitude was either conceived as one overarching, or 
two opposing factors. Most studies developed agree–disa-
gree scales with five or eleven response options, implying a 
natural midpoint or neutral option, whereas Grassini (2023) 
chose a unipolar agreement scale design. Finally, only two 
studies shared the introduction on AI provided to survey 
participants in their paper (see Schepman and Rodway 2020; 
Stein et al. 2024).

While all scales have been tested in multiple countries, 
none have been included in longitudinal cross-country 
evaluations. This may partly result from a lack of suit-
ability for large, multi-topic survey panels, where shorter 
measures are required to avoid participant fatigue and attri-
tion (Lee et al. 2004; Hoerger 2010). Especially Schepman 
and Rodway (2020), yet also Stein et al. (2024) are too 
large with 20 and 12 items, respectively. Sindermann et al. 
(2021) and Grassini (2023) did not share a definition of 
AI for future usage, which we see as necessary due to the 
ambiguous nature of the concept, nor did they explicitly 
develop items addressing all three facets of attitudes.3 In 
addition, Sindermann et al. (2021) showed subpar internal 
reliability (0.6 < α < 0.74). Overall, only the ATTARI-12 
scale by Stein et al. (2024) explicitly considers all three 
facets of attitude scales (cognitive, affective, and behavio-
ral). However, while it treats attitude as a unidimensional 

Table 1   Overview of existing AI attitude scales

Scale Factor structure # Items Scale Test populations

Schepman and Rodway (2020, 2023) 2 factors
(positive, negative)

20 5-point Agree–disagree
Fully labeled

Originally UK; replications in Germany, 
Korea, Türkye (see Schepman and Rodway 
2025)

Sindermann et al. (2021) 2 factors
(acceptance, fear)

5 11-point Agree–disagree
Endpoint labeled

Germany, China, UK

Grassini (2023) 1 factor 4 10-point Agreement
Endpoint labeled

UK, US

Stein et al. (2024) 1 factor 12 5-point Agree–disagree
Endpoint labeled

US, Germany

2  Similarly to Schepman and Rodway (2025), we exclude studies a) 
measuring attitudes towards AI in specific domains, such as the work-
place (e.g., Park et al. 2024), b) solely focusing on negative appraisals 
of AI (e.g., Stein et  al. 2019; Kieslich et  al. 2021; Wang and Wang 
2022) or c) lack scale validation, either reusing established items such 
as from the TAM (e.g., Man et al. 2020) or proposing ultra-short sin-
gle- or two-item-measures unsuitable for factor analysis (e.g., Montag 
and Ali 2025b).
3  In particular, Grassini (2023) does not seem to address the affec-
tive component, while Sindermann et  al. (2021) lack the behavioral 
component, instead including items on societal acceptance (“Artificial 
intelligence will cause many job losses").
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construct, as defining additional latent variables for the 
facets did not meaningfully improve model fit, it showed 
inferior fit without an item wording factor.

Conceptually, some scales adopt a bipolar measure-
ment approach with one factor capturing attitudes along 
a positive–negative continuum, while others distinguish 
between two separate factors, reflecting a bivariate model. 
This indicates divergent theoretical perspectives on the 
structure of attitudes, which largely revolve around the 
operationalization of attitude ambivalence. Schepman 
and Rodway (2025) are strong advocates for a bivariate 
measurement model with two factors, as they argue that 
people may hold both positive and negative views of AI 
at the same time. While prior research does suggest that 
bivariate models work best when attitude evaluation is 
not truly reciprocal (Cacioppo and Berntson 1994), alter-
native measurement models for ambivalence in bipolar 
scales exist. As an example, the midpoint of a bipolar 
scale (McGrane 2019) or differences between cognitive 
and affective evaluations (Conner et al. 2021) can also 
represent such ambivalence or inconsistencies.

Finally, Grassini (2023), Schepman and Rodway (2023) 
and Stein et al. (2024) all established convergent and dis-
criminant validity by analyzing correlations with related 
constructs, such as technology readiness. Sindermann et al. 
(2021) instead showed criterion validity through a correla-
tion of their scale with items for willingness to use certain 
AI products. All studies also analyze the effects of demo-
graphic factors on AI attitude, yet find ambiguous results on 
their strength and direction. Age has been found to have a 
significant negative effect in some studies (Stein et al. 2024; 
Schepman & Rodway 2023), while others reported no signif-
icant relationship (Sindermann et al. 2021; Grassini 2023). 
Gender effects were similarly inconsistent: while Schepman 
& Rodway (2023), Grassini (2023) and Sindermann et al. 
(2021) found that female gender was associated with more 
negative AI attitude, Stein et al. (2024) reported no signifi-
cant effect. Education has shown no significant relationship 
with AI attitude across two studies (Schepman and Rodway 
2023; Grassini 2023), while computer expertise emerged as 
a strong positive predictor (Schepman and Rodway 2023). 
Both Schepman and Rodway (2023) and Stein et al. (2024) 
also explored the inter-relationships between AI attitude 
and psychological constructs, such as the Big Five, identi-
fying significant correlations with different personality fac-
tors. Despite none of these studies relying on representative 
samples, such conflicting evidence highlights the need for 
further analyses of the antecedents of AI attitudes.

3 � Measure development

In the following, we detail the development of our AI 
attitude scale, as well as an AI acceptance index to test 
criterion validity. Development of both instruments fol-
lowed established guidelines (Menold and Bogner 2016; 
DeVellis and Thorpe 2021).

3.1 � AI attitude scale

Our aim was to develop a concise general attitude scale 
suitable for universal application while capturing the three 
facets of attitudes—affective, behavioral, and cognitive 
(see Sect. 2.2). We thus conceptualize AI attitude as a 
reflective, unidimensional latent construct, where all items 
share a common underlying cause (DeVellis and Thorpe 
2021). In this view, the three facets resemble inter-related 
expressions of the same evaluative disposition: someone 
with a strongly positive attitude towards AI will tend to 
like the idea of AI (affective), show willingness to use 
(behavioral) and hold favorable beliefs about it (cognitive). 
To construct the scale, we intended to create or adapt two 
items for each facet, resulting in a total of six items. This 
length was chosen as it aligns with other short scales (e.g., 
Keum 2021).

After careful review of existing measures, we drew six 
items from the single-factor scale by Stein et al. (2024), 
which already addressed the three attitudinal facets. From 
each facet, we adopted the two items which showed highest 
factor loadings and were not reverse-coded, as the original 
study reported item-wording effects and empirical evidence 
suggests that reverse-coded items can introduce method bias 
(Podsakoff et al. 2003). Furthermore, to allow for greater 
variance in responses, we modified the original five-point, 
endpoint labeled agree–disagree response scale to a seven-
point, endpoint labeled scale, ranging from “Not at all” (“Gar 
nicht”) to “Definitely” (“Auf jeden Fall”). Longer response 
scales enable respondents to express more nuanced degrees 
of their attitudes and opinions, and typically exhibit bet-
ter measurement quality (Saris and Gallhofer 2014). Given 
that survey respondents increasingly use mobile devices, we 
propose a seven-point scale, which is manageable on smaller 
screens, yet can be considered quasi-continuous for analysis. 
Regarding response categories, prior research has shown that 
agree–disagree scales reduce data quality compared to item-
specific formats that simplify the response process, leading 
us to adopt the latter alternative (Saris et al. 2010; Dykema 
et al. 2022). The resulting six German survey items and their 
English translations are shown in Table 2.

Finally, we opted to provide participants with the 
definition of AI proposed by Stein et  al. (2024) as an 
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introductory statement, as the term cannot be expected 
to be common knowledge yet and it is a common com-
plaint that AI surveys do not offer definitions.4 We favor 
this broad introduction as AI is evolving quickly and more 
concrete definitions would have to adapt often, whereas we 
seek to develop a scale which should maintain relevance 
for measurement over time. The introduction is reproduced 
in Appendix A1.

To evaluate the quality of our adaptations, we utilized 
the Survey Quality Predictor (SQP; Saris 2022). SQP is an 
open-access tool developed to estimate the quality of survey 
items in terms of their reliability and validity, using the for-
mal and linguistic characteristics of the items. It was built 
on the idea of combining empirical quality estimates from 
multitrait–multimethod (MTMM) experiments with the spe-
cific characteristics of survey items. Based on this, a random 
forest algorithm predicts the quality estimates along with 
their corresponding prediction intervals and standard errors 
for newly added and coded items (Felderer et al. 2024). The 
manual coding follows the coding scheme developed by 
Saris and Gallhofer (2014), whereby 20 to 60 out of a total 
of 73 item characteristics have to be coded. Here, we coded 
the items of Stein et al. (2024) and compared their measure-
ment quality to our newly adapted items. As presented in 
Appendix A2, all new items obtain a higher measurement 
quality.

3.2 � AI acceptance scenarios and index

To test criterion validity and the attitude–behavior relation-
ship for our AI attitude scale, we also intended to measure 
AI acceptance. Existing measurement instruments were 
either fixated on specific application areas not fit for our 
German sample, such as US government policy (Living-
ston 2024), or focused only on user-centered technology 
acceptance as defined in TAM (e.g., Chen 2019). Thus, we 
developed a holistic instrument based on the framework by 
Koenig (2024), encompassing three application scenarios 
and a three-item index. All scenarios and items were dis-
cussed in detail in the author team to ensure content validity. 
We refer to this instrument as an index, as AI acceptance is 
a formative measure, with items sharing a common effect 
instead of a common cause (DeVellis and Thorpe 2021).

We measured AI acceptance for three different risk sce-
narios, given different types of risk emerged as repeated 
predictors of acceptance in prior reviews (Kelly et al. 2023; 
Ismatullaev and Kim 2024). We chose scenarios based on 
the study by Schepman and Rodway (2020), which had par-
ticipants rate 42 AI applications on how comfortable they 
would feel with them. Results varied widely, with the authors 
suggesting that lower comfortableness ratings resulted from 
applications characterized by ethical dilemmas, a need for 
expert and social understanding, or limited suitability for 
automation. We grouped these considerations as risk, aim-
ing to select three applications with strongly differing risk 
levels which are relatable to the general population. This 
led us to (1) translating speech (low risk; ~ 90% felt com-
fortable), (2) reviewing legal contracts (medium risk; ~ 66% 
felt comfortable) and (3) providing psychological counseling 
(high risk; 12% felt comfortable). To make scenarios com-
parable, we used a consistent structure in writing, shown in 

Table 2   Items for AI attitude scale

Note: Item quality estimates are reported in Appendix A2
a The word “mostly” in item #5 has been accidentally fielded as “mainly” in our US sample. However, we do believe that this did not meaning-
fully impact results. The German sample is unaffected

Item Facet Full text—German (used in survey) Full text—English translation

#1 Cognitive Inwieweit sind Sie der Meinung, dass künstliche Intelligenz 
die Welt verbessern wird?

To what extent do you think artificial intelligence will make 
this world a better place?

#2 Behavioral Wie sehr möchten Sie Technologien nutzen, die auf künstli-
cher Intelligenz basieren?

How much would you like to use technologies that rely on 
artificial intelligence?

#3 Affective Wie sehr freuen Sie sich auf zukünftige Entwicklungen im 
Bereich künstliche Intelligenz?

To what extent do you look forward to future developments in 
the field of artificial intelligence?

#4 Cognitive Inwieweit glauben Sie, dass künstliche Intelligenz Lösungen 
für globale Probleme bietet?

To what extent do you believe that artificial intelligence offers 
solutions to global problems?

#5 Affective Haben Sie hauptsächlich positive Gefühle, wenn Sie an 
künstliche Intelligenz denken?

Do you have mostlya positive feelings when you think about 
artificial intelligence?

#6 Behavioral Inwieweit würden Sie sich eher für eine Technologie mit 
künstlicher Intelligenz entscheiden als für eine ohne?

To what extent would you rather choose a technology with 
artificial intelligence than one without it?

4  In their systematic review on AI acceptance, Kelly et  al. (2023) 
found 38 of their 60 analyzed empirical studies did not define AI for 
study participants.
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Table 3 for the low-risk translation example. Each scenario 
explained the use case and its potential benefit to the user, 
before highlighting the actual contribution of AI and closing 
with the data source from which this ability is learned. All 
risk scenarios and their English translation can be found in 
Appendix A3.

To holistically measure AI acceptance per scenario, 
we developed three items building up on suggestions in 
Koenig’s (2024) supplemental materials, introduced in 
Table 4. The items cover the three acceptance dimensions—
user acceptance, delegation acceptance and societal accept-
ance. Again, all items were measured on a seven-point, 
endpoint-labeled scale in German language from “Not at 
all” (“Gar nicht”) to “Definitely” (“Auf jeden Fall”).

4 � Data

We evaluated our measures using two samples from Ger-
many and the US, as summarized in Table 5. As only the 
German sample included both the AI attitude scale and AI 

acceptance index with the three scenarios, it served as our 
primary data set and is introduced first.

The German sample was part of a broader survey study 
(forthcoming), which also contained questions about socio-
demographic characteristics (e.g., age, gender, education, 
employment, and household income), AI familiarity, digital 
competency (Herklotz and Haensch 2025), job satisfaction 
(based on Fischer and Lück 1977), job security and political 
orientation (GESIS 2023), described in Appendix A4. The 
study recruited survey participants via the Bilendi Online 
Access Panel, consisting of volunteers from Germany who 
are reached through various online channels, such as search 
engine ads and social media. It used separate quotas for age, 
education, and gender to sample individuals with internet 
access aged 18 to 64 living in Germany, with reference dis-
tributions sourced from the German Microcensus (Desta-
tis 2022). Participants first answered mandatory questions 
related to the quotas, which were utilized for screening and 
sampling purposes. Subsequently, they could skip any items 
they preferred not to answer. After indicating whether they 
had heard about AI before (AI familiarity), participants 

Table 3   Composition of exemplary risk scenario (low-risk)

Scenario sentence—English translation Purpose

Artificially intelligent systems can be used to translate text into other languages in real time. 
This can make it possible to communicate with other people whose language one does not 
speak

Introduction of use case and benefit to the user

Artificial intelligence is employed in this context to enable automatic translation at high 
speed

Actual contribution of artificial intelligence

The system learns this ability from a large data set of examples of existing translations (e.g., 
books published in German and English)

Training data source from which ability is learned

Table 4   Items for AI acceptance index

Item Dimension Full text—German (used in survey) Full text—English translation

#1 User acceptance Inwieweit würden Sie das vorgestellte System benutzen? To what extent would you use the presented system?
#2 Delegation acceptance Wie sehr wären Sie bereit, die vorgestellte Aufgabe voll-

ständig dem System zu überlassen?
To what extent would you be willing to leave the 

presented task completely to the system?
#3 Societal acceptance Inwieweit stimmen Sie zu, dass so ein System in unserer 

Gesellschaft genutzt werden sollte?
To what extent do you agree that such a system 

should be used in our society?

Table 5   Data sets analyzed in 
the study

Sample 1—Germany Sample 2—US

Reference distribution German residents with internet access 
aged 18 to 64 according to Microcensus

US residents from age 18 on, accord-
ing to 2021 Census

Sampling Internet sample from Bilendi;
separate quotas for age, education, gender

Internet sample from Prolific;
joined quotas for age, ethnicity, gender

Final sample size n = 1001 n = 3091
Collection period August 7–16, 2024 February 20–28, 2025
Included measures AI attitude, AI acceptance AI attitude
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then directly proceeded to our measures on AI attitude and 
acceptance, before completing the rest of the study.

The German data were collected between August 7 and 
August 16, 2024. A total of 17226 individuals were invited to 
participate in the survey, of which 1718 did. Several groups 
of participants were excluded to ensure data quality and 
alignment with the study design: first, 402 were screened out 
due to being outside the eligible age range (under 18 or over 
64) or residing outside of Germany. Second, 230 respond-
ents were excluded, because their demographic quota groups 
were already filled. Third, 32 respondents dropped out mid-
survey, leaving 1054 who completed it. Fourth, after inspect-
ing the distribution of survey completion times, we excluded 
the fastest 3% of respondents (n = 31) to remove potential 
speeders.5 Finally, 22 participants who did not answer all 
survey items of our AI attitude and acceptance measures 
were excluded, resulting in a final sample of n = 1001.

We also fielded the AI attitude scale in a second US 
multi-topic survey. As the survey was designed for another 
forthcoming experimental study, it contained only few socio-
demographics or constructs relevant to our research. We thus 
only used this data to study the distribution and factorial 
structure of our AI attitude scale. US survey participants 
were recruited via the Prolific Panel, which is popular for 
AI research and data annotation tasks and consists of volun-
teers mostly recruited via word of mouth and social media. 
The study used joined quotas (cross-stratification) for age, 
gender and ethnicity to approximate reference distributions 
from the 2021 US census (U. S. Census Bureau 2023). All 
respondents were required to be US residents. Participants 
were first asked whether they had heard about AI before 
(AI familiarity), followed immediately by our AI attitude 
scale, before completing the remaining survey. All questions 
were required to answer. 3187 participants completed the 
survey between February 20 and February 28, 2025. After 
inspecting the distribution of page-level completion times 
for our scale, we again excluded the fastest 3% of respond-
ents (n = 96) to remove speeders. This resulted in a final 
sample of n = 3091.

Power analysis with the R package semPower (version 
2.1.1; Moshagen and Bader 2024) determined a minimum 
required sample size of 697 participants for a single-fac-
tor model with six items (Type-I error α < 0.05, desired 
β = 0.20, power = 0.80, RMSEA < 0.05), which both samples 
exceeded. Participation in both surveys was compensated, 

voluntary, and could be aborted at any time. All participants 
remained anonymous to the authors.

5 � Statistical analyses and scale evaluation

Analyses were conducted in four phases using the statisti-
cal software R (version 4.4.3), following recommendations 
by DeVellis and Thorpe (2021). The code is publicly avail-
able, and we refer interested readers to the data availability 
statement. The first three phases were conducted using both 
samples: after (1) studying descriptive statistics and internal 
reliability of the scale, we (2) investigated factorial validity 
through confirmatory factor analysis and (3) applied IRT 
to evaluate item discrimination, difficulty, and differential 
item functioning (DIF). Finally, we (4) conducted multiple 
linear regression analyses on our German sample to exam-
ine the relationships between AI attitude and demographic 
variables, and to establish criterion validity by testing our 
AI attitude scale as a predictor of AI acceptance. As we 
conceptualized AI acceptance as a formative measure, we 
excluded it from our analyses of internal reliability, factor 
structure and IRT.

5.1 � Descriptive statistics and internal reliability

First, descriptive measures for individual items and sum-
mary scores of our proposed AI attitude scale and AI accept-
ance index were calculated. We also examined skewness and 
kurtosis and inspected histograms of the mean scores for 
both measures to evaluate their distributions. Internal relia-
bility of the AI attitude scale was assessed using Cronbach’s 
alpha (α; Cronbach 1951; Morera and Stokes 2016).

5.2 � Confirmatory factor analysis

Based on Stein et al. (2024), a single-factor structure was 
hypothesized for our shortened attitude scale, which we 
investigated through confirmatory factor analysis (CFA) 
in both samples.6 Next to this unidimensional model (a), 
we also specified and tested two additional models to com-
pare fit and inspect factor loadings: a correlated three-factor 
model (b), where items load on distinct but correlated factors 
for their respective facet, and a bifactor-S1 model (c), where 
an orthogonal cognitive and affective facet factor are defined 
next to the general attitude factor.7

5  Completion times were only available for the full German sur-
vey, leading us to conduct our speeding analysis on the respondent 
level, instead of the preferable page-level (see Greszki et  al. 2014). 
31 respondents were not considered for the speeding analysis and 
retained, as no completion duration was known due to them answer-
ing and submitting the survey with interruptions.

6  As a robustness check, we also conducted exploratory factor anal-
ysis (EFA) to confirm that a single factor structure would actually 
show best fit, which is reported in Appendix A5.
7  No factor was defined for the behavioral facet, which acted as as a 
reference category (see Eid et al. 2017; Stein et al. 2024).
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Model fit was evaluated using multiple fit indices and 
established benchmarks (see Schermelleh-Engel et  al. 
2003): comparative fit index (CFI, > 0.97 excellent fit, > 0.95 
acceptable fit), standardized root mean squared residual 
(SRMR, < 0.05 for good fit, < 0.1 for acceptable fit) and 
root mean square error of approximation (RMSEA, < 0.05 
for good fit, < 0.08 for adequate fit). All models were esti-
mated using the lavaan R package (version 0.6–18; Rosseel 
2012), with maximum likelihood estimation, constraining 
latent factor variances to 1. To enhance robustness, we fol-
lowed Wolf and McNeish (2023) and computed dynamic 
fit index (DFI) cutoffs using the dynamic R package (ver-
sion 1.1.0) for our unidimensional model (a). Unlike fixed 
fit thresholds, which may not generalize well across different 
samples and model specifications, DFI cutoffs are estimated 
using Monte Carlo simulations. The resulting cutoff levels 
1 (close fit), 2 (fair fit), and 3 (mediocre fit) thus enable a 
nuanced assessment of fit quality.

5.3 � Item response theory analyses

To ensure that scale items provide broad coverage of our 
latent trait (AI attitude, or “theta” θ) and perform consist-
ently across demographic groups, we conducted IRT analy-
ses on both our samples. We used a unidimensional Graded 
Response Model (GRM; Samejima 1968) with R package 
mirt (version 1.44; Chalmers 2012). Assessing the validity 
of the assumed IRT model, we followed recommendations 
by Reeve et al. (2007) and tested for its three fundamen-
tal assumptions: unidimensionality, local independence 
and item monotonicity. We assessed unidimensionality 
through GRM model fit and local independence through 
Yen’s (1984) Q3 statistic, with values below 0.2 suggesting 
independence. Item monotonicity was examined through 
Mokken scale analysis (mokken R package, version 3.1.2; 
Andries Van Der Ark 2007).

For the GRM, we report the estimated discrimination 
(a) and difficulty parameters (b) for each item, which are 
defined on the same scale as the studied latent trait. Item dis-
crimination indicates how effectively an item distinguishes 
between respondents with differing levels of AI attitude. In 
turn, difficulty parameters represent the latent trait thresh-
olds required for respondents to have a 50% probability of 
selecting a specific or higher response category. Discrimi-
nation parameter estimates exceeding 1.7 signal very high 
differentiation, while widely distributed difficulty param-
eter estimates indicate measurement capabilities across a 
broad spectrum of the latent trait (Baker and Kim 2017). 
We again report common fit measures for our GRM, such 
as RMSEA, SRMSR and CFI, where the same thresholds 
from CFA hold (Schermelleh-Engel et al. 2003), as well as 
item-level RMSEA, plus marginal and empirical reliability 
(Zein and Akhtar 2024). Supporting our analysis with visual 

inspection, we studied test and item information curves, 
which illustrate measurement precision across various lev-
els of the latent trait.

Finally, item-parameter invariance was evaluated to 
assess whether our scale measured AI attitude consistently 
across demographic groups. We tested for DIF by fitting 
multiple-group GRMs for the variables gender and age,8 fol-
lowing the two-stage MaxA1 approach described by Meade 
and Wright (2012). In the first stage, item parameters were 
constrained to be equal across groups and a likelihood ratio 
test was used to analyze whether freeing parameters for indi-
vidual items significantly improved model fit, which would 
suggest DIF. From the non-significant items, we identified 
a candidate anchor item and refitted a model, where only its 
item parameters were constrained across groups. We then 
tested whether constraining other items would significantly 
worsen model fit (see also Thissen et al. 1993). As suggested 
by Meade (2010), we report STDS (summed average dis-
tance in expected scale scores across all six items), UETSDS 
and ETSSD (which can be interpreted like Cohen’s d; Cohen 
1988) as effect size measures for DIF from the second stage.

5.4 � Regression analyses

Finally, we conducted multiple linear regressions on our 
German data to analyze the relationships between AI atti-
tude, AI acceptance and other measures, thus also testing for 
criterion validity. We estimated six primary models: in mod-
els 1) to 3), AI attitude mean scores served as the dependent 
variable, with the following predictors added sequentially: 
(1) a set of common demographics (age, education, female 
gender) and AI familiarity; (2) digital competency (Herklotz 
and Haensch 2025), akin to computer expertise and previ-
ously identified as a strong positive predictor (Schepman 
and Rodway 2023); and (3) the remaining measures employ-
ment, household income, job satisfaction, job security, as 
well as political orientation. Next, models 4) to 6) utilized 
AI acceptance mean scores in our three risk contexts (low, 
medium and high) as target variables, to evaluate predictive 
power and criterion validity of our AI attitude scale. Next to 
AI attitude mean scores, these models contained the same 
predictors as model 2).

For all models, we report unstandardized regression coef-
ficient estimates, robust standard errors (HC3) and good-
ness of fit (R2 and RMSEA). As a robustness check, we 
conducted regression analyses with AI attitude factor scores 
derived from CFA instead of mean scores, reported in the 

8  We used age groups 18–39 and 40 + for testing, as effect sizes were 
only estimable between two groups in the mirt R package. Different 
age groups did not lead to meaningfully different test results or effect 
sizes.
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Appendix (A10, A11) with standardized regression coeffi-
cients. Regression assumptions were assessed through visual 
inspection of residual plots and formal tests for autocor-
relation, homoscedasticity and normality of residuals, plus 
checks for collinearity and influential outliers.

Finally, we defined extended model specifications for 
models 4) to 6) to analyze two possible moderators of the 
relationship between AI attitudes and AI acceptance: attitude 
strength and structural ambivalence. Attitude strength was 
operationalized as extremity, the absolute distance of the 
mean AI attitude score from the midpoint per respondent, 
and ranged between 0 and 3. Structural ambivalence was 
operationalized as cognitive–affective (C–A) inconsistency, 
the absolute maximum score difference between any cog-
nitive and affective item per respondent (see Conner et al. 
2021), and ranged between 0 and 6.9 For simplicity, we 
directly report these results with standardized coefficients 
and AI attitude factor scores from CFA in Appendix A12.

6 � Results

6.1 � Descriptive statistics and internal reliability

Table 6 shows descriptive statistics for our AI attitude and 
acceptance measures. Cronbach’s alpha α = 0.95 signaled 
excellent reliability of our AI attitude scale in terms of 

internal consistency across samples. The AI attitude mean 
score distribution approximated a normal distribution, with 
skewness and kurtosis in acceptable boundaries for psycho-
metric instruments.

We also report descriptive statistics for all developed 
items, as well as socio-demographics and other collected 
measures in Appendix A6, including a correlation matrix. 
Histograms for both measures can be found in Appendix 
A7. Studying the distribution of AI attitudes, we see a floor 
effect in our German sample: 101 respondents (10% of the 
sample) selected the lowest agreement response (1) on all 
items. Notably, half of these respondents (n = 51) did not 
report prior knowledge of AI, suggesting the effect may be 
largely concentrated to this sub-group. The floor effect was 
not present in our US sample, where the AI attitude mean 
was substantially higher (4.48 vs. 3.77) and over 99% of 
respondents reported knowledge of AI.

6.2 � Confirmatory factor analysis

Next, we report the CFA results for our unidimensional 
model (a), and two multi-dimensional models, correlated 
facets (b) and bifactor S-1 (c).10

Table 7 presents the goodness-of-fit indices, support-
ing construct validity. Fit measures met recommended 

Table 6   Descriptive statistics 
for AI attitude and acceptance 
mean scores. All measures use a 
1–7 rating

Sample Scale Mean SD Skew Kurtosis Cronbach’s α

Germany AI attitude 3.77 1.58 −0.13 −0.65 0.95
AI acceptance Low risk 4.52 1.75 −0.55 −0.55 /

Medium risk 4.15 1.75 −0.32 −0.74 /
High risk 3.42 1.80 0.15 −1.01 /

US AI attitude 4.48 1.48 −0.45 −0.42 0.95

Table 7   Goodness of fit for 
confirmatory factor analysis of 
our AI attitude scale

Sample Model χ2 df CFI RMSEA SRMR AIC BIC

Germany (a) Unidimensional 34.280 9 0.991 0.074 0.015 18,324 18,383
(b) Correlated facets 9.675 6 0.999 0.033 0.006 18,281 18,355
(c) Bi-factor S1 10.830 5 0.997 0.056 0.008 18,295 18,373

US (a) Unidimensional 91.507 9 0.993 0.068 0.011 52,937 53,009
(b) Correlated facets 63.914 6 0.995 0.07 0.008 52,897 52,988
(c) Bi-factor S1 48.736 5 0.995 0.079 0.009 52,909 53,005

9  We chose C-A inconsistency as our measure of structural ambiva-
lence, as it covers a broader range of cognitive and affective evalua-
tions compared to C-A ambivalence (Conner et al. 2021). An example 
would be simultaneously having a positive affective, and a negative 
cognitive evaluation: e.g., being excited about technological develop-
ments, but concerned about societal implications of AI.

10  The bifactor S-1 model produced a warning regarding the vari-
ance–covariance matrix of estimated parameters, with the smallest 
eigenvalue marginally below zero (German Sample: -1.15e-05; US 
Sample: -3.48e-07). This is not uncommon in models with only two 
items per factor, and does not necessarily reflect misspecification. 
Given the small deviation, absence of convergence problems, and sta-
bility of parameter estimates, we see this as a numerical artifact rather 
than a substantive concern.
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thresholds (Schermelleh-Engel et al. 2003) across all speci-
fications and both samples (CFI > 0.97 for excellent fit; 
SRMR < 0.05 for good fit; RMSEA < 0.08 for adequate fit). 
While model fit improved across most indices for the less 
restrictive models (b) and (c), fit for our unidimensional 
model was already very good, leaving little room to favor 
the more complex multidimensional specifications instead. 
This was also supported by an analysis of factor loadings 
(see further below).

Following Wolf and McNeish (2023), we also generate 
stricter DFI cutoffs tailored to our data for the unidimen-
sional model. In our US sample, it met all of the highest 
Level 1 (L1) thresholds, while only narrowly missing L1 but 
achieving all Level 2 (L2) thresholds in the German sample, 
thus indicating fair to close fit.11 Finally, an inspection of 
modification indices for the unidimensional model in our 
German sample (not shown in table) revealed only small 
absolute standardized expected parameter changes rang-
ing from 0.04 to 0.23 in our German sample (US sample: 
0.04–0.15).

To further analyze factorial structure, we also inspected 
factor loadings. Table  8 shows factor loadings for the 

unidimensional (a) AI attitude scale in our German sam-
ple, with standardized loadings ranging from 0.79 to 0.91. 
Table 9 shows standardized factor loadings for alternative 
model specifications (b) and (c) in our German sample. 
In addition, in the bifactor S-1 (c) specification, all items 
loaded most strongly on the general factor. As the general 
attitude factor accounted for the majority of explained com-
mon variance, AI attitude is likely not a statistical artifact 
but a meaningful latent construct. This was supported by 
the fact that even in the correlated facets model (b), correla-
tions between facets were very strong (between 0.93 and 
0.99; not shown in table), implying they likely do not repre-
sent distinct constructs. Results for our US sample were not 
meaningfully different—replications of Table 8 and Table 9 
are reported in Appendix A8.

6.3 � Item response theory analyses

GRM analysis for our German sample is reported in 
Table 10. All items showed high discrimination (> 2.5) 
and difficulty parameters were distributed between −1.1 
and + 1.5. Model fit was excellent for SRMSR = 0.038 and 
CFI = 0.993, with RMSEA only showing an adequate value 
of 0.082, but RMSEA values at or below 0.02 for all indi-
vidual items. We found high empirical and marginal reli-
ability (both 0.94). Evidence also supported all key IRT 
assumptions: unidimensionality was supported by CFA and 
GRM model fit, local independence by Yen’s (1984) Q3 (all 

Table 8   Factor loadings 
for AI attitude scale—(a) 
unidimensional model, German 
sample

Item Unstandardized estimates Standardized estimates

Loading on general
factor (Std. error)

95% CI
Lower

95% CI
Upper

Residual 
variance

Loading on
general factor

Residual
variance

#1 1.51 (0.04) 1.44 1.59 0.70 0.87 0.23
#2 1.62 (0.04) 1.55 1.70 0.66 0.89 0.20
#3 1.67 (0.03) 1.61 1.74 0.61 0.91 0.18
#4 1.40 (0.04) 1.31 1.49 1.19 0.79 0.38
#5 1.51 (0.04) 1.43 1.58 0.76 0.87 0.25
#6 1.53 (0.04) 1.45 1.60 0.65 0.88 0.22

Table 9   Standardized factor 
loadings for our AI attitude 
scale, German sample, and 
alternative model specifications: 
(b) correlated facets, (c) bifactor 
S-1 model

Item (b) Correlated facets (c) Bifactor S-1

sfgfg Affective Behavioral Cognitive Residual 
variance

General Factor Affective Cognitive Residu-
alvari-
ance

#1 0.91 0.17 0.87 0.19 0.22
#2 0.91 0.18 0.90 0.19
#3 0.91 0.18 0.91 -0.02 0.17
#4 0.81 0.34 0.77 0.36 0.27
#5 0.87 0.25 0.87 0.21 0.20
#6 0.89 0.20 0.89 0.22

11  DFI thresholds: Germany, L1 | CFI: 0.993; RMSEA: 0.069; 
SRMR: 0.013; L2 | CFI: 0.982; RMSEA: 0.108; SRMR: 0.019;
  US Sample, L1 | CFI: 0.991; RMSEA: 0.079; SRMR: 0.016; L2 | 
CFI: 0.982; RMSEA: 0.112; SRMR: 0.020.
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values < 0.08), and Mokken scale analysis showed no signifi-
cant deviations from monotonicity (ItemH > 0.70; Crit = 0). 
Results in the US sample were similar, with again excel-
lent model fit and even wider coverage for the lower end of 
the latent trait spectrum (difficulty parameters distributed 
between −2.0 and + 1.5). All US parameter estimates and 
fit indices are reported in Appendix A9.

Figure 1 presents the test and item information curves 
for our German sample. As the curve peaks around theta 
θ = 0, the scale was most precise for individuals with average 
levels of the latent trait. At values θ < −2 and θ >  + 2 test 
information dropped to near zero, suggesting limited reli-
ability at measuring extreme attitudes, but good reliability 
for general population samples.12 Analyzing item informa-
tion curves, we see items showed redundancy (measuring the 
same range) and that all items provided sufficient informa-
tion, with only item 6 contributing substantially less than 
other items, indicating higher standard error in measuring 
the latent trait. Again, US results were similar, apart from 
wider coverage and higher standard error for item 4. The 
respective figure for the US sample is provided in Appendix 
A9.

DIF analyses revealed no substantive concerns. Likeli-
hood ratio tests in our German sample indicated only one 

significant difference each for grouping variables gender 
(item 4, p < 0.05) and age (item 6, p < 0.01), using item 3 as 
an anchor. However, both grouping variables showed low 
effect sizes (STDSgender = 0.062, UETSDSgender = 0.124, 
ETSSDgender = 0.007; STDSage = 0.159, UETSDSage = 0.180, 
ETSSDage = 0.017), with results for ETSSD well below 
Cohen’s (1988) “small” threshold of 0.2. While tests in 
our US sample showed significant DIF for several more 
items for both gender (items 2, 3, 4) and age (all but item 
4), effect sizes were again low (STDSgender = −0.542, 
UETSDS gender  =  0 .546 ,  ETSSD gender  =  −0 .063 ; 
STDSage = 0.231, UETSDSage = 0.273, ETSSDage = 0.027), 
suggesting that these differences are not practically mean-
ingful. Significance levels were likely also inflated by our 
large sample size (Meade 2010), especially for US data. 
Plots of expected scores across subgroups also showed only 
minor differences for the US sample, and are presented in 
Appendix A9.

6.4 � Regression analyses

Next, we proceeded with regression analyses to assess cri-
terion validity. For all models we reported robust standard 
errors (HC3) to account for heteroscedasticity.

Table 11 shows the results from a hierarchical regression 
of AI attitude mean scores on our German data, sequen-
tially introducing new predictors. Overall, models explained 
a modest share of variance in AI attitude (R2 = 20–25%). In 

Table 10   Graded response 
model (GRM) for AI attitude, 
German sample

Difficulty thresholds

Item Discrimination T1 T2 T3 T4 T5 T6

#1 3.924 −1.091 −0.678 −0.266 0.432 1.057 1.545
#2 4.545 −1.050 −0.660 −0.253 0.322 0.902 1.336
#3 4.952 −0.969 −0.590 −0.217 0.379 0.860 1.325
#4 2.771 −1.098 −0.736 −0.243 0.481 1.106 1.587
#5 3.887 −0.963 −0.537 −0.067 0.577 1.124 1.600
#6 4.275 −1.020 −0.680 −0.252 0.486 1.032 1.534

Fig. 1   Test (left) and item information curves (right) for AI attitude in our German sample

12  Roughly 95% of the population would be expected to fall within 
−2 and + 2 in a standard normal distribution.
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model 1), all predictors were highly significant at p < 0.001. 
AI familiarity had the largest absolute positive influence 
on AI attitude (B = 1.018), followed by levels of education 
(B = 0.292). In comparison, being female had a strong nega-
tive impact on AI attitude (B = −0.555), while each year of 
age had a low negative impact (B = −0.016). Adding digital 
competency in model 2), we found a highly significant and 
positive effect (B = 0.306, p < 0.001), though R2 increased 
only by about two absolute percentage points. Finally, addi-
tional variables in model 3) showed mostly insignificant 
results (employment, household income, job satisfaction). 
Notably, job security had a positive and significant effect 
on AI attitude (B = 0.250, p < 0.05) and we also found a 
small positive, barely significant effect for political orien-
tation (B = 0.049, p < 0.1). This indicates that people who 
feel secure about maintaining their job and who indicated 
more right-wing political views expressed more positive 

attitudes towards AI. However, R2 increased only by further 
2% for this model. As a robustness check, we ran analyses 
also with our AI attitude factor derived from CFA as the 
target variable, showing no meaningfully different results, 
reported along with standardized regression coefficients (β̂) 
in Appendix A10.

Table 12 shows the regression results for AI acceptance 
from 4) low-, over 5) medium- to 6) high-risk contexts on 
our German data, using AI attitude mean scores as a predic-
tor. Here, models explained a large share of variance in AI 
acceptance (R2 = 48–59%). Noticeably, R2 was highest for 
low-risk contexts and decreased with increasing risk level. 
AI attitude was the strongest predictor and highly significant 
across models (B > 0.75, p < 0.001). Demographic variables 
exhibited varying effects across risk conditions. Age was 
positively associated with AI acceptance in low-risk contexts 
(B = 0.010, p < 0.001) but negatively associated in high-risk 

Table 11   Regression results for AI attitude, German data. Unstandardized regression coefficients, with robust standard error in parentheses

Decreasing sample sizes are due to missing observations for job-related variables
 + p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001

Target variable AI attitude—mean total scores

Model (1) (2) (3)

(Intercept) 3.096*** 2.285*** 1.566**
(0.257) (0.291) (0.546)

Age −0.016*** −0.016*** −0.019***
(0.003) (0.003) (0.004)

AI familiarity 1.018*** 0.821*** 0.772***
(0.129) (0.134) (0.197)

Education 0.292*** 0.207*** 0.129*
(0.050) (0.053) (0.066)

Female gender −0.555*** −0.514*** −0.614***
(0.090) (0.089) (0.109)

Digital competency 0.306*** 0.353***
(0.062) (0.085)

Employment −0.049
(0.095)

Household income 0.010
(0.046)

Job satisfaction 0.026
(0.080)

Job security 0.250*
(0.117)

Political orientation 0.049 + 
(0.030)

Num.Obs. 999 999 675

R2 0.590 0.223 0.247
R2 Adj 0.198 0.219 0.235
RMSE 1.42 1.39 1.35
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settings (B = −0.013, p < 0.001). Interestingly, education 
level had no significant effect in low- and medium-risk set-
tings, but was strongly negatively related to AI acceptance 
in high-risk contexts (B = −0.163, p < 0.001), indicating 
that more educated individuals may be more skeptical of AI 
applications in high-stakes environments. While AI famili-
arity was positively associated with AI acceptance in low-
risk settings (B = 0.533, p < 0.001), its effect weakened in 
medium-risk conditions (B = 0.176, n.s.) and turned negative 
in high-risk contexts (B = −0.239, p < 0.05). This suggests 
that individuals familiar with AI may be more critical of its 
application in high-risk domains. In addition, digital com-
petency was only positively related to AI acceptance in low- 
(B = 0.226, p < 0.001) or medium-risk contexts (B = 0.108, 
p < 0.05) while showing no significant effect in the high-risk 
context. Removing AI attitude as a predictor decreased R2 by 
35–40% across models (not shown in table). An alternative 
specification with AI attitude factor scores as a predictor did 
not yield meaningfully different results (see Appendix A11).

Finally, we assessed attitude strength (extremity) and C–A 
inconsistency as moderators of the relationship between 
AI attitudes and AI acceptance. Appendix A12 shows the 
extended versions of models 4) to 6). Each moderator on its 
own showed a significant effect consistent with prior litera-
ture (Krosnick and Petty 1995; Conner et al. 2021): extremity 
was a positive moderator across low, medium (p < 0.05) and 
high risk (p < 0.01) settings. Similarly, C–A inconsistency 
had a negative effect in all risk conditions, but was highly 

significant in low- and high-risk settings (p < 0.01) while 
only being barely significant in the medium risk setting 
(p < 0.1). When adding both moderators, only C–A incon-
sistency remained barely significant in low- and high-risk 
contexts (p < 0.1). Noticeably, R2 increased only by up to 
1% when adding moderators compared to Appendix A11. 
Significance levels and direction of coefficient estimates for 
other independent variables did not shift meaningfully due 
to added moderators.

Assessment of regression assumptions for models 1) to 6) 
largely alleviated concerns regarding autocorrelation, collin-
earity, and outliers. The Durbin–Watson test for autocorrela-
tion yielded mostly insignificant results, except for model 
2) (DW = 1.864, p = 0.037). The Variance Inflation Factor 
(VIF) was < 1.7 for all predictors, indicating no problematic 
collinearity. Maximum Cook’s distance values ranged from 
0.011 to 0.055, well below the threshold of 1, suggesting no 
single observation unduly influenced the model. However, 
assumptions of homoscedasticity and normality of residuals 
were not met, which is common when conducting regres-
sion analyses on bounded variables. The Breusch–Pagan 
test revealed significant heteroscedasticity across all speci-
fications (p < 0.05 for models 1–3 and p < 0.001 for models 
4–6). In addition, the Shapiro–Wilk test indicated non-nor-
mality of residuals across models (W > 0.97, p < 0.01). These 
results led us to report robust standard errors.

Table 12   Regression results for AI acceptance across risk contexts, German data. Unstandardized regression coefficients, with robust standard 
error in parentheses

 + p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001

Target variable AI acceptance—mean total scores

Model (4) Low risk (5) Medium risk (6) High risk

(Intercept) −0.286 0.282 1.649***
(0.242) (0.221) (0.264)

Age 0.010*** 0.002 −0.013***
(0.003) (0.003) (0.003)

AI familiarity 0.533*** 0.176 −0.239*
(0.120) (0.119) (0.104)

Education 0.057 0.046 −0.163***
(0.040) (0.042) (0.049)

Female gender 0.115 0.107 0.044
(0.075) (0.074) (0.084)

Digital competency 0.226*** 0.108* −0.033
(0.053) (0.045) (0.049)

Num.Obs. 999 999 999

R2 0.590 0.574 0.482
R2 Adj 0.588 0.572 0.479
RMSE 1.12 1.14 1.30
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7 � Discussion

In this section, we discuss our findings in detail, focusing 
on (1) the psychometric properties of our newly developed 
AI attitude scale, (2) observed patterns in AI attitude and 
acceptance across demographic groups in Germany and (3) 
the study’s limitations plus avenues for future research.

7.1 � Scale psychometrics and validation

Our findings support the proposed AI attitude scale as a 
concise and psychometrically sound instrument, aligned 
with a unidimensional, multi-faceted perspective on atti-
tudes. Using techniques from both CTT and IRT, we found 
both high reliability and validity across two samples. Global 
fit indices from CFA met or exceeded standard criteria for 
model fit and all six items loaded strongly on a single fac-
tor. Similarly, IRT analyses suggested that our short scale 
assessed general AI attitude on a broad spectrum of approval 
most commonly held in the general population. Finally, we 
established criterion validity through regression analyses, 
showing that the scale was a predictor for AI acceptance and 
correlated positively with digital competency while reveal-
ing no meaningful correlations with unrelated concepts. By 
incorporating items that tap into the affective, behavioral and 
cognitive facets of attitudes, the scale is the first concise yet 
conceptually holistic measurement instrument for AI atti-
tude. Moreover, the general nature of its items supports its 
application as AI evolves further, enabling large, repeated 
measurements to track AI attitudes over time.

To our knowledge, this study is the first to develop an 
AI attitude scale leveraging both CTT and IRT, providing a 
detailed psychometric evaluation. While the scale demon-
strated promising measurement properties and no meaning-
ful DIF across gender or age groups, IRT analyses also sug-
gested potential gaps in measurement precision at both very 
low and very high levels of latent AI attitude. This means 
that additional items targeting extreme positions could fur-
ther improve the scale’s coverage. However, given that no 
prior AI attitude studies have used IRT modeling for evalu-
ation, comparisons with existing scales were not possible.

In addition, a floor effect was observed for the AI attitude 
scale in the German sample, with a subset of participants 
consistently selecting the lowest response option. Notably, 
half of these respondents did not report prior knowledge of 
AI, which could imply that these are more skeptical of its 
application or benefits. This compression at the low end may 
hinder the detection of meaningful variance among individu-
als with strong opposition to or no prior knowledge of AI, 
which may be relevant from a policy perspective. Part of 
the floor effect may also stem from satisficing behavior and 
response patterns, such as “straightlining”, the minimization 

of cognitive effort by selecting extreme or repetitive answers 
(Krosnick 1991). Both phenomena may also be linked to 
our design omitting reverse-coded items and using consist-
ent labels across items. We acknowledge these limitations 
in favor of reduced cognitive complexity, method bias, and 
improved measurement invariance.

Finally, our results reinforce the theoretical role of atti-
tudes in shaping behavioral intentions (Ajzen et al. 2018), 
demonstrating that the scale was strongly and significantly 
related to our AI acceptance measure based on Koenig 
(2024) across diverse scenarios and risk contexts. This 
shows that general attitudes can have strong predictive 
power, underscoring the relevance of the construct (Mon-
tag and Ali 2025a).

7.2 � AI attitudes and acceptance 
across demographic groups in Germany

We examined which individual characteristics are associ-
ated with different attitudes towards AI among our volun-
teer panel of German internet users, and how these relate to 
the acceptance of AI applications. Our regression analyses 
revealed several significant predictors of AI attitude, includ-
ing positive (AI familiarity, education, digital competency, 
and job satisfaction) and negative effects (age and female 
gender). While we hope to shed more light on the mixed 
evidence from prior research, differences may also be attrib-
utable to varying control variables (e.g., inclusion of psycho-
logical constructs in Stein et al. 2024) and national cultures. 
Compared to the only AI attitude scale developed with a 
German sample by Sindermann et al. (2021), we again found 
a negative influence of female gender, and additionally for 
age, which they found not to be significant. This indicates 
that older and female citizens may tend to hold more nega-
tive attitudes towards AI, possibly due to higher levels of 
technology or risk aversion. Finally, job satisfaction emerged 
as the only significant predictor not identified in prior stud-
ies. The positive effect suggests that people content in their 
jobs might feel less threatened by AI automation, whereas 
those dissatisfied or insecure might fear AI as a competitor 
or disruptor in the workplace.

Using a measure of AI acceptance for applications in var-
ying risk contexts, our findings affirm a strong link between 
general attitude and behavioral intentions, measured via 
acceptance of AI, supporting classic theories such as the 
TPB (Ajzen 1985, 1991). AI attitude scores were power-
ful predictors of approval across all AI use cases we pre-
sented. The regression models showed that AI attitude alone 
explained a substantial portion of variance in AI acceptance 
(ΔR2 between 36 and 41%), also speaking for the strength 
of our attitude measure. In practical terms, participants gen-
eral outlook on AI translated strongly into their opinions on 
deploying AI and may serve as an early policy indicator: 
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deteriorating general attitudes could predict growing resist-
ance to new AI deployments, whereas optimistic attitudes 
might facilitate the introduction of AI innovations. Thus, 
policymakers could monitor AI attitudes over time to detect 
shifts in opinion related to real-world AI incidents or break-
throughs, thereby informing decision-making.

However, even among those with generally positive AI 
attitude, AI acceptance was not indiscriminate. The strong 
attitude–acceptance correlation thus reflects a baseline incli-
nation, modulated by the specifics of each use case. As an 
example, while prior studies identified a positive or no effect 
of higher education on AI acceptance (see Grassini 2023; 
Schepman and Rodway 2023; Ismatullaev and Kim 2024), 
we found that this is moderated by risk, with higher lev-
els of education leading to lower approval of high-risk AI 
applications. A similar moderating effect was also observed 
for AI familiarity and digital competency. It appears that 
well-informed and technology–savvy participants may 
be more aware of AI’s risks and shortcomings, approving 
of AI for benign uses but drawing a hard line at applica-
tions they deem too sensitive. These results highlight the 
nuanced nature of AI attitudes, as well as the need for con-
text-dependent AI acceptance measures capturing specific 
behavioral responses.

In addition to risk-related moderation, we also found the-
oretically consistent moderating effects of attitude strength 
and structural ambivalence. As predicted by prior theory, 
extremity significantly amplified the relationship between 
general AI attitude and acceptance across all risk levels, in 
line with the idea that stronger attitudes more reliably pre-
dict behavior (Krosnick and Petty 1995). In contrast, C–A 
inconsistency weakened this relationship, indicating that 
internal evaluative conflict impairs the translation of atti-
tude into behavioral intention. Although both moderators 
were individually significant, only ambivalence remained 
marginally significant when both were entered simultane-
ously, and additional explained variance was modest (ΔR2 ≈ 
1%). While this implies a minor role of these moderators, it 
also shows that structural ambivalence can be modelled with 
a unidimensional, bipolar scale, and does not necessitate a 
bivariate measurement model.

7.3 � Limitations and future research

Naturally, this study has several limitations, opening avenues 
for future research. Two overarching issues that also affect 
previous AI attitude studies relate to the complex nature of 
the concept, and our non-probability samples. First, given AI 
has historically lacked a common definition (Goertzel and 
Achler 2014; Kelly et al. 2023) and is evolving so quickly, 
it is hard to ensure that survey respondents have a common 
conception of it, and thus for researchers to establish con-
tent validity. Future surveys could address this by including 

open-ended questions about participants’ conceptions and 
opinions of AI, enabling comparisons of mental models and 
technological awareness (Szafran and Bach 2024). These 
should also continue to include further measures to infer 
attitude strength, such as AI familiarity, literacy, or actual 
usage behavior. Second, although our samples were sizable 
and balanced through quotas, both relied on non-probability 
online volunteer panels. Consequently, certain groups—such 
as individuals less active online—were under-represented 
and self-selection biases may have influenced the results. 
Moreover, we tested the scale in two samples from West-
ern countries. Given variations in AI literacy, availability of 
advanced AI models, and media coverage across countries 
and cultural contexts, respondents’ conceptualizations of AI 
likely differ internationally. As suggested by Montag et al. 
(2024), we thus encourage further replications and studies 
on AI attitudes in representative cross-cultural contexts, 
which would allow more robust inferences about diverse 
populations. To meaningfully compare AI attitude scores 
between different contexts, however, measurement invari-
ance would need to be carefully assessed. As a starting point, 
this may include estimating sequences of constrained multi-
group CFAs to assess configural, metric and scalar invari-
ance (Schoot et al. 2012). These tests may be accompanied 
by modern algorithmic approaches for detecting group dif-
ferences and estimating latent variable scores under param-
eter heterogeneity (Brandmaier et al. 2013; Classe and Kern 
2024a, b).

Furthermore, while the brevity of our short scale is 
advantageous, it also entails important trade-offs. The scale 
exhibited reduced sensitivity at the extremes, especially 
for respondents without prior knowledge of AI in the Ger-
man sample, who often selected the most negative response 
option. This suggests the scale may not fully distinguish 
degrees of strong AI skepticism or fear, potentially due to 
its positive framing after exclusion of reverse-scored items 
from Stein et al. (2024). Although this reduces method bias 
(Podsakoff et al. 2003), it may inadvertently induce an acqui-
escence bias or straight-lining behavior, and not fully cap-
ture negative attitudes. Such criticism has also been raised 
by Schepman and Rodway (2025) for the positively-worded 
agreement scale by Grassini (2023). We further acknowledge 
the risk of inflated reliability due to including solely posi-
tively framed items. Future research might address this by 
adding items targeting the low end of the attitude spectrum, 
or testing whether item-specific negative and positive labels 
would improve measurement properties.

We also see opportunities for extended statistical analyses 
and replications. We utilized a self-developed AI acceptance 
measure following Koenig (2024) which had not been vali-
dated in prior studies, as we did not find established holis-
tic measures. We urge following studies to further validate 
our AI acceptance index and examine the relationship of AI 
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attitudes with actual usage behavior to evaluate whether the 
scale remains a consistent predictor. While we conceptual-
ized AI attitudes and acceptance as two distinct constructs, 
their sequential placement in the German survey may have 
introduced empirical overlap, reinforcing our call for further 
replications. Furthermore, due to survey length constraints, 
our regression analyses could not include an exhaustive set 
of control variables, which may have influenced the signifi-
cance of predictors, such as gender or age. Future research 
should incorporate a broader range of controls to determine 
whether the effects of these demographics persist or are 
mediated by other factors. Finally, given the cross-sectional 
and correlational nature of our regression analyses, causal 
inferences are limited. Longitudinal studies are needed to 
disentangle cause and effect, and to explore how individual 
attitudes evolve over time or in response to increased expo-
sure to AI. As AI becomes more ubiquitous and its capabili-
ties continue to evolve, we expect that public attitudes will 
shift accordingly—underscoring the value of a short scale 
for tracking these changes in survey panels.

8 � Conclusion

We developed and validated a concise, psychometrically 
sound six-item instrument for measuring general AI atti-
tude. We further highlighted both the importance of attitudes 
in shaping behavior, as well as the nuanced patterns driv-
ing societal acceptance of AI applications. As AI becomes 
increasingly embedded in our lives, regular measurements 
of AI attitudes in the population is paramount. Our short 
scale enables researchers to include the construct in more 
studies and thus reliably track public sentiment with minimal 
respondent burden, ultimately providing valuable insights 
for policymakers. We encourage further research on AI atti-
tudes across different countries and over time to build a com-
parative, global knowledge base on how public sentiment 
shapes and is shaped by the integration of AI into daily life.

Appendix

A1 Introduction to AI by Stein et al. (2024)

German version (used in survey) English version

Im Folgenden interessieren 
wir uns für Ihre Einstellun-
gen gegenüber Künstlicher 
Intelligenz (KI). Künstliche 
Intelligenz kann Aufgaben aus-
führen, die üblicherweise men-
schliche Intelligenz erfordern. 
Sie befähigt Maschinen dazu, 
selbstständig und ähnlich 
dem Menschen, ihre Umwelt 
wahrzunehmen, zu handeln, 
zu lernen und sich anzupas-
sen. Künstliche Intelligenz 
kann Teil eines Computers 
oder einer Onlineplattform 
sein—man kann ihr aber auch 
in verschiedenen anderen 
technischen Geräten, wie etwa 
Robotern, begegnen

In the following, we are inter-
ested in your attitudes towards 
artificial intelligence (AI). AI 
can execute tasks that typically 
require human intelligence. It 
enables machines to sense, act, 
learn, and adapt in an autono-
mous, human-like way. AI may 
be part of a computer or online 
platform—but it can also be 
encountered in various other 
hardware devices, such as robots

A2 SQP quality estimates

Comparison of SQP quality estimates between Stein et al. 
(2024) and our adapted items.

Stein et al. (2024) Our scale

Item Quality (q2) Item Quality (q2)

Künstliche Intel-
ligenz wird die 
Welt verbessern

0.51 Inwieweit sind Sie 
der Meinung, 
dass künstliche 
Intelligenz die 
Welt verbessern 
wird?

0.56

Ich möchte Tech-
nologien nutzen, 
die auf künstli-
cher Intelligenz 
basieren

0.53 Wie sehr möchten 
Sie Technologien 
nutzen, die auf 
künstlicher Intel-
ligenz basieren?

0.56

Ich freue mich 
auf zukünftige 
Entwicklungen 
im Bereich 
künstliche Intel-
ligenz

0.58 Wie sehr freuen 
Sie sich auf 
zukünftige 
Entwicklungen 
im Bereich 
künstliche Intel-
ligenz?

0.60

Künstliche Intel-
ligenz bietet 
Lösungen für 
viele globale 
Probleme

0.52 Inwieweit glauben 
Sie, dass künstli-
che Intelligenz 
Lösungen für 
globale Probleme 
bietet?

0.56
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Stein et al. (2024) Our scale

Item Quality (q2) Item Quality (q2)

Wenn ich an kün-
stliche Intelli-
genz denke, habe 
ich hauptsächlich 
positive Gefühle

0.54 Haben Sie 
hauptsächlich 
positive Gefühle, 
wenn Sie an 
künstliche Intel-
ligenz denken?

0.60

Ich würde mich 
eher für eine 
Technologie mit 
künstlicher Intel-
ligenz entschei-
den als für eine 
ohne

0.50 Inwieweit würden 
Sie sich eher für 
eine Technologie 
mit künstlicher 
Intelligenz 
entscheiden als 
für eine ohne?

0.56

A3 AI acceptance risk scenarios

Scenario German original
(used in survey)

English translation

#1—Low risk (trans-
lation)

Künstlich intelligente 
Systeme können 
eingesetzt werden, 
um Text in Echtzeit 
in andere Sprachen 
zu übersetzen. Das 
kann es ermögli-
chen, mit anderen 
Menschen zu 
kommunizieren, 
deren Sprache man 
nicht beherrscht. 
Künstliche Intel-
ligenz wird dabei 
verwendet, um eine 
automatische Über-
setzung mit hoher 
Geschwindigkeit 
zu ermöglichen. 
Das System lernt 
diese Fähigkeit 
von einem großen 
Datensatz mit 
Beispielen beste-
hender Überset-
zungen (bspw. 
auf Deutsch und 
Englisch veröffen-
tlichte Bücher)

Artificially intelligent 
systems can be used 
to translate text into 
other languages in 
real time. This can 
make it possible to 
communicate with 
other people whose 
language one does 
not speak. Artifi-
cial intelligence is 
employed in this 
context to enable 
automatic translation 
at high speed. The 
system learns this 
ability from a large 
data set of examples 
of existing transla-
tions (e.g., books 
published in German 
and English)

Scenario German original
(used in survey)

English translation

#2—Medium risk
(legal documents 

analysis)

Künstlich intel-
ligente Systeme 
können eingesetzt 
werden, um rech-
tliche Dokumente 
wie Verträge 
automatisch zu 
analysieren. Dabei 
kann sich bspw. 
ein Verbraucher 
vor Abschluss 
eines Onlinekaufs 
die allgemeinen 
Geschäftsbed-
ingungen des 
Händlers zusam-
menfassen lassen, 
um Risiken zu 
identifizieren. 
Künstliche Intel-
ligenz wird dabei 
verwendet, um 
große Textmen-
gen automatisch 
zu analysieren. 
Das System lernt 
diese Fähigkeit 
von einem großen 
Datensatz mit 
Gesetzestexten und 
Beispielen bestehe-
nder Verträge

Artificially intelligent 
systems can be used 
to automatically ana-
lyze legal documents 
such as contracts. 
For example, a 
consumer can have 
the retailer's general 
terms and conditions 
summarized before 
concluding an online 
purchase in order to 
identify risks. 
Artificial intelligence 
is employed in this 
context to automati-
cally analyze large 
volumes of text. The 
system learns this 
skill from a large 
data set of legal texts 
and examples of 
existing contracts
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Scenario German original
(used in survey)

English translation

#3—High risk
(Psychological coun-

seling)

Künstlich intel-
ligente Systeme 
können einge-
setzt werden, um 
Menschen via Chat 
psychologisch zu 
beraten. Das kann 
es ermöglichen, 
zu jeder Tages- 
und Nachtzeit die 
eigenen Anliegen 
mitzuteilen und 
Ratschläge zu 
erhalten, auch 
wenn man bspw. 
noch keinen 
Therapieplatz hat. 
Künstliche Intel-
ligenz wird dabei 
verwendet, um 
Probleme automa-
tisch einzuordnen 
und Ratschläge zu 
geben. Das System 
lernt diese Fähig-
keit von einem 
großen Datensatz 
aus Protokollen 
psychologischer 
Gespräche und 
Gutachten

Artificially intelligent 
systems can be used 
to psychologically 
counsel people 
via chat. This can 
make it possible to 
communicate one's 
concerns and receive 
advice at any time of 
day or night, even if 
one does not yet have 
an assigned therapy 
spot, for example. 
Artificial intelligence 
is employed in this 
context to auto-
matically classify 
problems and give 
advice. The system 
learns this ability 
from a large tran-
script data set of psy-
chological interviews 
and assessments

A4 Overview of further survey items

Variables/items German question English translation

Age Wie alt sind sie? How old are you?
AI familiarity Sind Ihnen die Beg-

riffe „künstliche 
Intelligenz “ oder 
„KI “ (sprich „ka-
ie “) vertraut?

Are you familiar with 
the terms “artificial 
intelligence” or “AI” 
(pronounced “A-I”)?

Digital competency (Herklotz and Haensch 2025)
 Question Wie sicher fühlen Sie 

sich beim Umgang 
mit den folgenden 
Aufgaben am 
Computer (Laptop, 
Desktop)?

How confident do you 
feel in performing 
the following tasks 
on a computer (lap-
top, desktop)?

 Item #1 Dateien über den 
Dateipfad finden

Finding files using the 
file path

 Item #2 Dateien über den 
Such–Befehl finden

Finding files using the 
search function

Variables/items German question English translation

 Item #3 Dateimanagement 
(Kopieren, Aussch-
neiden, Einfügen, 
Löschen und 
Umbenennen von 
Dateien)

File management 
(copying, cutting, 
pasting, deleting, and 
renaming files)

 Item #4 Dateien aus dem 
Internet herunter-
laden und speich-
ern (beispielsweise 
Text, Bilder, PDF, 
…)

Downloading and 
saving files from the 
internet (e.g., text, 
images, PDFs, etc.)

 Item #5 Eine App oder ein 
Programm aus 
dem Appstore oder 
Microsoft Store 
laden

Downloading an app 
or program from the 
App Store or Micro-
soft Store

 Item #6 Ein Programm 
installieren

Installing a program

Education Welchen höchsten 
allgemeinbildenden 
Schulabschluss 
haben Sie?

What is the highest 
level of general 
education you have 
completed?

Employment level Welche Erwerbssitu-
ation trifft derzeitig 
auf Sie zu?

What is your current 
employment status?

Female gender Sind Sie männlich, 
weiblich, oder 
anderes?

Are you male, female, 
or another gender?

Household income 
(monthly net 
income)

Wie hoch ist das 
durchschnittliche 
monatliche Netto-
Einkommen Ihres 
Haushaltes insge-
samt? Damit ist die 
Summe gemeint, 
die nach Abzug der 
Steuern und Sozi-
alversicherungs-
beiträge zusam-
mengerechnet für 
alle Personen, die 
in Ihrem Haushalt 
leben, übrig bleibt

What is the total 
average monthly 
net income of your 
household? This 
refers to the total 
amount remaining 
for all persons living 
in your household 
after deducting taxes 
and social security 
contributions

Job satisfaction
 Item #1 Wenn ich noch 

einmal zu entschei-
den hätte, würde 
ich wieder den 
gleichen Beruf 
wählen

If I had to decide 
again, I would 
choose the same 
profession

 Item #2 (neg.) Meine Arbeit macht 
mir wenig Spaß

I find little enjoyment 
in my work

 Item #3 Insgesamt ist meine 
Arbeit befriedigend

Overall, I am satisfied 
with my job

 Item #4 Meine Arbeit gibt 
mir genügend 
Möglichkeiten, 
meine Fähigkeiten 
auszunutzen

My work provides 
me with sufficient 
opportunities to use 
my skills
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Variables/items German question English translation

Job security (based on Fischer and Lück 1977)
 Item #1 Wie zuversichtlich 

sind Sie, dass Sie 
Ihren Arbeitsplatz 
in den nächsten 12 
Monaten behalten 
werden?

How confident are you 
that you will keep 
your job in the next 
12 months?

 Item #2 Stellen Sie sich vor, 
Sie verlieren Ihren 
aktuellen Job. Wie 
zuversichtlich 
sind Sie, dass Sie 
innerhalb von 
sechs Monaten eine 
neue Arbeit finden 
würden?

Imagine you lose your 
current job. How 
confident are you 
that you would find 
a new job within 
6 months?

 Item #3 Wie zuversichtlich 
sind Sie, dass die 
Arbeitsbedin-
gungen in Ihrem 
Berufsfeld in den 
nächsten Jahren 
gleich bleiben oder 
sich sogar verbes-
sern werden?

How confident are you 
that working condi-
tions in your field 
will remain stable or 
improve in the com-
ing years?

Political orientation
(GESIS 2023)

Viele Leute 
verwenden die 
Begriffe “links” 
und “rechts”, wenn 
es darum geht, 
unterschiedli-
che politische 
Einstellungen zu 
kennzeichnen. Wo 
würden Sie Ihre 
eigenen politischen 
Ansichten ein-
stufen?

Many people use the 
terms “left” and 
“right” to describe 
different political 
views. Where would 
you place your own 
political views?

A5 Robustness check: exploratory factor analysis 
and parallel analysis

As a robustness check, we conducted exploratory factor 
analysis (EFA) to evaluate whether a single factor struc-
ture would actually show best fit (DeVellis and Thorpe 
2021). First, data suitability was evaluated using the Kai-
ser–Meyer–Olkin (KMO) measure of sampling adequacy 
(> 0.5, acceptable) and Bartlett’s test of sphericity (p < 0.05, 
acceptable; Williams et al. 2010). Principal axis factoring 
(PAF) was used for factor extraction, with the optimal num-
ber of factors determined through parallel analysis (Horn 
1965; Hayton et al. 2004). All analyses were performed in 
R using the psych package (version 2.4.6.26; Revelle 2024).

All EFA assumptions were met: in the German sam-
ple, the KMO measure was 0.93, while Bartlett’s test of 
sphericity yielded a significant result [χ2(15) = 5662, 
p < 0.001], indicating excellent sampling adequacy and 

strong inter-item correlations. Parallel analysis supported a 
single-factor structure, as only the first factor’s eigenvalue 
exceeded that from random data and the second eigenvalue 
merely equaling 0.07. The corresponding plot is reported 
below. Similar results were achieved for the US sample, 
where the results are also available in our R code.

As a further robustness check, we randomly split our 
data set into two subsets to conduct EFA and CFA on dis-
tinct data. Since this approach produced results consistent 
with the full sample (a single-factor structure and compa-
rable CFA fit), we only report full sample findings in the 
paper. The auxiliary analysis can be found in our R code.

See Fig. 2

A6 Descriptive sample statistics

German sample (n = 1001)
See Table 13, 14, and 15.
US sample (n = 3091)
See Table 16, 17.

A7 Histograms for AI attitude and AI acceptance 
mean scores

See Figs. 3 and 4.

A8 Additional analyses of US sample—factorial 
structure

See Table 18 and 19.

Fig. 2   Parallel Analysis results for the German sample
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A9 Additional analyses of US sample—item 
response theory

GRM analysis for our US sample is reported in Table 20 and 
yielded results very similar to our German sample. All items 
showed high discrimination (> 2.5) and difficulty parameters 
were distributed between −2.0 and + 1.5. Model fit was excel-
lent for SRMSR = 0.026 and CFI = 0.995, and adequate for 
RMSEA = 0.068, with RMSEA values at or below 0.02 for all 
individual items. We found high empirical and marginal reli-
ability (both 0.95). Again, all key IRT assumptions were sup-
ported, with unidimensionality given by CFA and GRM model 
fit, local independence by Yen’s (1984) Q3 (all values < 0.0), 

and Mokken scale analysis showing few significant deviations 
from monotonicity (ItemH > 0.70; Crit = 36) given our large 
sample size (n = 3091).

See Figs. 5, 6, and 7.

A10 Robustness check: regression results for AI 
attitude

Extended version of Table 11, but reporting standardized regression coef-
ficients (β̂) and two alternative target variable operationalizations for AI 
attitude: mean total scores (b) and factor scores from CFA (c). Robust 
standard error in parentheses. Decreasing sample sizes are due to missing 
variable observations

Table 13   Overview of metric 
variables in our German sample

NA values arise due to nonresponse, or missing observations (i.e., job satisfaction and job security 
forunemployed participants

Variable Mean SD Min Max Median # NA

Developed measures
 AI attitude (Mean) 3.8 1.6 1.0 7.0 4.0 0
  Item #1 3.8 1.7 1.0 7.0 4.0 0
  Item #2 3.9 1.8 1.0 7.0 4.0 0
  Item #3 3.8 1.9 1.0 7.0 4.0 0
  Item #4 3.8 1.8 1.0 7.0 4.0 0
  Item #5 3.6 1.7 1.0 7.0 4.0 0
  Item #6 3.8 1.7 1.0 7.0 4.0 0

AI acceptance – Low risk (Mean) 4.5 1.8 1.0 7.0 4.7 0
 Item #1 4.9 1.9 1.0 7.0 5.0 0
 Item #2 4.2 1.9 1.0 7.0 4.0 0
 Item #3 4.5 1.8 1.0 7.0 5.0 0

Medium risk (Mean) 4.2 1.8 1.0 7.0 4.3 0
 Item #1 4.3 1.9 1.0 7.0 5.0 0
 Item #2 3.9 1.8 1.0 7.0 4.0 0
 Item #3 4.2 1.8 1.0 7.0 4.0 0

High risk (Mean) 3.4 1.8 1.0 7.0 3.7 0
 Item #1 3.5 1.9 1.0 7.0 4.0 0
 Item #2 3.2 1.9 1.0 7.0 3.0 0
 Item #3 3.6 1.9 1.0 7.0 4.0 0

AI attitude—moderators
 Cognitive–affective (C–A) inconsistency 1.4 1.2 0.0 6.0 1.0 0
 Extremity 1.3 1.0 0.0 3.0 1.0 0

Other measures
 Age 43.2 13.7 18.0 64.0 44.0 0
 AI familiarity 0.8 0.4 0.0 1.0 1.0 0
 Digital competency 3.9 0.9 1.0 5.0 4.0 0
 Education 2.7 0.9 0.0 4.0 2.0 0
 Employment 2.9 1.3 1.0 4.0 3.0 16
 Female gender 0.5 0.5 0.0 1.0 1.0 2
 Household income 4.5 1.6 1.0 7.0 4.0 71
 Job satisfaction 3.3 0.7 1.0 5.0 3.2 255
 Job security 3.0 0.7 1.0 4.0 3.0 255
 Political orientation 5.4 2.0 1.0 10.0 5.0 1
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Target variable AI attitude–mean total score AI attitude—factor score

Model (1b) (2b) (3b) (1c) (2c) (3c)

Age −0.135*** −0.139*** −0.160*** −0.134*** −0.138*** −0.157***
(0.029) (0.029) (0.036) (0.029) (0.029) (0.036)

AI familiarity 0.246*** 0.198*** 0.164*** 0.248*** 0.200*** 0.169***
(0.031) (0.032) (0.042) (0.031) (0.032) (0.042)

Education 0.175*** 0.124*** 0.077* 0.175*** 0.124*** 0.079*
(0.030) (0.032) (0.039) (0.030) (0.032) (0.039)

Female gender −0.175*** −0.162*** −0.197*** −0.177*** −0.164*** −0.198***
(0.028) (0.028) (0.035) (0.028) (0.028) (0.035)

Digital compe-
tency

0.179*** 0.203*** 0.179*** 0.201***
(0.036) (0.049) (0.036) (0.049)

Employment 
situation

−0.020 −0.014
(0.039) (0.039)

Household 
income

0.009 0.005
(0.042) (0.042)

Table 14   Overview of 
categorical variables and 
their coding into levels in our 
German sample

Numbers in brackets [] represent values used for numerical analysis (regression)

Variable N % of sample

AI familiarity
 [0] N/A 1 0.1%
 [0] No 139 13.9%
 [0] Not sure 37 3.7%
 [1] Yes 824 82.3%

Gender
 [0] Male 492 49.2%
 [1] Female 507 50.6%
 [N/A] Other 2 0.2%

Education
 [0] N/A 2 0.2%
 [1] Student/No School Degree 41 4.1%
 [2] Lower Secondary Degree (“Hauptschulabschluss”, 8th/9th grade) 482 48.2%
 [3] Intermediate Secondary Degree (“Realschulabschluss”, 10th grade) 172 17.2%
 [4] Higher Education (“Abitur/Fachhochschulreife”, 12th/13th grade) 304 30.4%

Employment
 [1] Not Employed 255 25.5%
 [2] Employed, Side Job 57 5.7%
 [3] Employed, part-time 189 18.9%
 [4] Employed, full-time 484 48.4%
 N/A 16 1.6%

Household income (monthly net income)
 [1] Up to €520 45 4.5%
 [2] €521 up to €750 39 3.9%
 [3] €750 up to €1,500 180 18.0%
 [4] €1,500 up to €2,500 228 22.8%
 [5] €2,500 up to €3,500 157 15.7%
 [6] €3,500 up to €5,000 173 17.3%
 [7] €5,000 and more 108 10.8%
 [N/A] Not sure/do not want to respond 71 7.1%
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Table 16   Overview of metric 
variables in our US sample. For 
our AI Attitude scale, individual 
item scores are presented 
additionally

NA values arise due to nonresponse

Variable Mean SD Min Max Median # NA

Developed measures
 AI attitude (Mean) 4.5 1.5 1.0 7.0 4.7 0
  Item #1 4.6 1.5 1.0 7.0 5.0 0
  Item #2 4.5 1.6 1.0 7.0 5.0 0
  Item #3 4.7 1.7 1.0 7.0 5.0 0
  Item #4 4.5 1.6 1.0 7.0 5.0 0
  Item #5 4.3 1.7 1.0 7.0 5.0 0
  Item #6 4.3 1.7 1.0 7.0 4.0 0

 Others
  Age 46.0 15.7 18.0 86.0 47.0 139
  AI familiarity 1.0 0.0 0.0 1.0 1.0 0
  Female gender 0.5 0.5 0.0 1.0 1.0 139

Table 17   Overview of categorical variables and their coding into levels in our US sample

Numbers in brackets [] represent values used for numerical analysis

Variable N % of sample

AI familiarity
 [0] No 2  < 0.1%
 [0] I do not know 2  < 0.1%
 [1] Yes 3087 99.9%

Gender
 [0] Male 1426 46.1%
 [1] Female 1526 49.4%
 [N/A] No response/consent revoked 139 4.6%

Fig. 3   AI attitude mean scores in Germany (left) and US (right). Histogram (binwidth = 0.5) and density plot
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Fig. 4   AI acceptance mean scores in German sample. Histograms 
(binwidth = 1.0) and density plots in low-, medium- and high-risk 
context. Note: A larger bin width is selected to account for the limited 
number of unique mean scores, which result from only three items 
and exhibit a higher degree of clustering 

▸



	 AI & SOCIETY

Table 18   Factor loadings 
for AI attitude scale—(a) 
unidimensional model, US 
sample

Item Unstandardized estimates Standardized estimates

Loading on general
factor (Std. error)

95% CI
Lower

95% CI
Upper

Residual
variance

Loading on
general factor

Residual
variance

#1 1.33 (0.02) 1.29 1.37 0.43 0.90 0.20
#2 1.46 (0.02) 1.42 1.50 0.49 0.90 0.19
#3 1.60 (0.02) 1.56 1.64 0.47 0.92 0.15
#4 1.38 (0.02) 1.34 1.43 0.80 0.84 0.29
#5 1.56 (0.02) 1.52 1.60 0.56 0.90 0.19
#6 1.34 (0.03) 1.29 1.40 1.07 0.79 0.37

Table 19   Standardized 
factor loadings for our AI 
attitude scale, US sample, and 
alternative model specifications: 
(b) correlated facets, (c) bifactor 
S-1 model

Item (b) Correlated facets (c) Bifactor S-1

asffg Affective Behavioral Cognitive Residual 
variance

General Factor Affective Cognitive Residual 
variance

#1 0.91 0.17 0.89 0.11 0.19
#2 0.91 0.17 0.90 0.19
#3 0.92 0.15 0.92 0.00 0.15
#4 0.85 0.28 0.83 0.30 0.21
#5 0.90 0.18 0.90 0.17 0.15
#6 0.80 0.36 0.79 0.37

Table 20   Graded response 
model (GRM) for AI attitude, 
US sample

Difficulty thresholds

Item Discrimination T1 T2 T3 T4 T5 T6

#1 4.318 −2.042 −1.417 −0.857 −0.146 0.663 1.35
#2 4.366 −1.793 −1.166 −0.664 −0.068 0.634 1.297
#3 4.911 −1.705 −1.122 −0.706 −0.259 0.354 1.012
#4 3.095 −1.811 −1.201 −0.709 −0.091 0.623 1.433
#5 4.512 −1.485 −0.963 −0.537 −0.004 0.617 1.321
#6 2.876 −1.662 −1.037 −0.551 0.148 0.724 1.487

Fig. 5   Test (left) and item information curves (right) for AI attitude in our US sample



AI & SOCIETY	

Fig. 6   Expected scores across genders for the AI attitude scale in our US sample. Females are shown in black, males in red

Fig. 7   Expected scores across age groups for the AI attitude scale in our US sample. Ages 18–39 are shown in black, ages 40–86 in red
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Target variable AI attitude–mean total score AI attitude—factor score

Model (1b) (2b) (3b) (1c) (2c) (3c)

Job satisfaction 0.014 0.013
(0.044) (0.044)

Job security 0.103* 0.105*
(0.048) (0.048)

Political orienta-
tion

0.063 +  0.064 + 
(0.038) (0.038)

Num.Obs 999 999 675 999 999 675
R2 0.198 0.223 0.247 0.199 0.225 0.249
R2 Adj 0.194 0.219 0.235 0.196 0.221 0.238
RMSE 1.42 1.39 1.35 0.87 0.86 0.83

 + p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001

A11 Robustness check: regression results for AI acceptance

Extended version of Table 12, but reporting standardized regression coefficients (β̂) and two alternative operationalizations for the independent variable 
AI attitude: mean total scores (b) and factor scores from CFA (c). Robust standard error in parentheses

Target variable AI acceptance—mean total scores

AI attitude opera-
tionalization

Mean total score Factor score

Model (4b) Low
risk

(5b) Medium risk (6b) High
risk

(4c) Low
risk

(5c) Medium risk (6c) High
risk

Age 0.077*** 0.018 −0.095*** 0.076*** 0.017 −0.096***
(0.022) (0.022) (0.025) (0.022) (0.022) (0.025)

AI familiarity 0.116*** 0.038 −0.051* 0.115*** 0.037 −0.052*
(0.026) (0.026) (0.022) (0.026) (0.026) (0.022)

Education 0.031 0.025 −0.086*** 0.031 0.025 −0.085**
(0.021) (0.023) (0.026) (0.022) (0.023) (0.026)

Female gender 0.033 0.030 0.012 0.034 0.031 0.013
(0.021) (0.021) (0.023) (0.022) (0.021) (0.023)

Digital compe-
tency

0.120*** 0.057* −0.017 0.119*** 0.057* -0.017
(0.028) (0.024) (0.025) (0.028) (0.024) (0.025)

AI attitude—
mean total score

0.681*** 0.724*** 0.713***
(0.026) (0.024) (0.026)

AI attitude—fac-
tor score

0.680*** 0.722*** 0.710***
(0.027) (0.024) (0.026)

Num.Obs 999 999 999 999 999 999
R2 0.590 0.574 0.482 0.589 0.571 0.479
R2 Adj 0.588 0.572 0.479 0.587 0.568 0.475
RMSE 1.12 1.14 1.30 1.12 1.15 1.30

 + p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001
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A12 Strength and C–A inconsistency as moderators 
of the AI attitude–acceptance relationship

Extended regression results with moderators for the AI attitude–AI 
acceptance relationship across risk contexts (LR Low risk, MR Medium 

risk, HR High risk). Based on models 4c–6c in Appendix A11. Sequen-
tially introducing C–A inconsistency (C–A–I) and attitude strength 
(extremity) as moderators. Standardized regression coefficients reported, 
with robust standard error in parentheses

Target 
variable

AI acceptance—mean total scores

Modera-
tors

One moderator: C–A–I One moderator: extremity Both moderators

Model (4d) LR (5d) MR (6d) HR (4e) LR (5e) MR (6e) HR (4f) LR (5f) MR (6f) HR
Age 0.076*** 0.017 −0.096*** 0.074*** 0.015 −0.099*** 0.073*** 0.015 −0.102***

(0.022) (0.022) (0.025) (0.022) (0.022) (0.025) (0.022) (0.022) (0.025)
AI famili-

arity
0.115*** 0.037 −0.052* 0.105*** 0.034 −0.051* 0.103*** 0.033 −0.051*
(0.026) (0.026) (0.022) (0.026) (0.026) (0.022) (0.026) (0.026) (0.023)

Educa-
tion

0.031 0.025 −0.085** 0.035 +  0.029 −0.081** 0.036 +  0.031 −0.088***
(0.022) (0.023) (0.026) (0.021) (0.023) (0.026) (0.021) (0.023) (0.026)

Female 
gender

0.034 0.031 0.013 0.024 0.025 0.007 0.027 0.028 0.002
(0.022) (0.021) (0.023) (0.022) (0.022) (0.023) (0.022) (0.022) (0.023)

Digital 
compe-
tency

0.119*** 0.057* −0.017 0.121*** 0.057* −0.018 0.116*** 0.053* −0.018
(0.028) (0.024) (0.025) (0.028) (0.024) (0.025) (0.027) (0.024) (0.025)

AI atti-
tude—
factor 
score

0.680*** 0.722*** 0.710*** 0.496*** 0.560*** 0.511*** 0.644*** 0.651*** 0.664***
(0.027) (0.024) (0.026) (0.075) (0.076) (0.081) (0.098) (0.101) (0.119)

C–A–I 0.078*** 0.055* −0.046 +  0.062** 0.052* −0.045
(0.023) (0.025) (0.027) (0.023) (0.026) (0.028)

Mod: AI 
atti-
tude * 
C–A–I

−0.082** −0.054 +  −0.099** −0.061 +  −0.035 −0.079 + 
(0.029) (0.031) (0.034) (0.035) (0.038) (0.044)

Extremity −0.087*** −0.017 0.021 −0.066** −0.001 0.019
(0.021) (0.021) (0.023) (0.021) (0.022) (0.023)

Mod: AI 
atti-
tude * 
Extrem-
ity

0.165* 0.163* 0.212** 0.050 0.090 0.112
(0.073) (0.072) (0.076) (0.085) (0.085) (0.101)

Num.Obs 999 999 999 999 999 999 999 999 999
R2 0.599 0.576 0.486 0.598 0.573 0.483 0.603 0.576 0.487
R2 Adj 0.596 0.572 0.482 0.595 0.570 0.478 0.599 0.572 0.482
RMSE 1.11 1.14 1.29 1.11 1.14 1.30 1.10 1.14 1.29

+ p < 0.1, * p < 0.05, ** p < 0.01, *** p < 0.001

Acknowledgements  The authors want to express their gratitude to 
Johanna Hölzl and Daria Szafran at University of Mannheim, and 
Jacob Beck at Ludwig-Maximilians-Universität München for setup 
and administration of the surveys.

Author contributions  M.N. wrote the main manuscript text and con-
ducted the statistical analyses. All authors engaged in scale develop-
ment, interpretation of results, as well as review and editing of the 
manuscript.

Funding  Open Access funding enabled and organized by Pro-
jekt DEAL. This work has been partially funded by the Deutsche 
Forschungsgemeinschaft (DFG, German Research Foundation) under 
the National Research Data Infrastructure – NFDI 27/1 - 460037581 
- BERD@NFDI.

Data availability  All data generated or analyzed during this study can 
be made accessible. http://​www.​gesis.​orgOur R code and analysis out-
puts are available on the Open Science Framework repository https://​

http://www.gesis.org
https://osf.io/j36vd/


	 AI & SOCIETY

osf.​io/​j36vd/ The two survey data sets are part of forthcoming publica-
tions of collaborating research teams, also referenced in the repository.

Declarations 

Conflict of interest  The authors declare no competing interests.

Open Access  This article is licensed under a Creative Commons Attri-
bution 4.0 International License, which permits use, sharing, adapta-
tion, distribution and reproduction in any medium or format, as long 
as you give appropriate credit to the original author(s) and the source, 
provide a link to the Creative Commons licence, and indicate if changes 
were made. The images or other third party material in this article are 
included in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not included in 
the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will 
need to obtain permission directly from the copyright holder. To view a 
copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

References

Ajzen I (1985) From intentions to actions: A theory of planned behav-
ior. In: Kuhl J, Beckmann J (eds) Action control: From cognition 
to behavior. Springer, Heidelberg, pp 11–39

Ajzen I (1991) The theory of planned behavior. Organ Behav Hum 
Decis Process 50:179–211. https://​doi.​org/​10.​1016/​0749-​
5978(91)​90020-T

Ajzen I, Fishbein M, Lohmann S, Albarracin D (2018) The Influence 
of Attitudes on Behavior. In: Albarracin D, Johnson BT (eds) 
The Handbook of Attitudes, 2nd edn. Routledge, Amherst, MA, 
pp 197–255

Allport GW (1935) Attitudes. In: Murchison C (ed) A Handbook of 
Social Psychology. Clark University Press, Worcester, MA, pp 
798–844

Andries Van Der Ark L (2007) Mokken Scale Analysis in R. J Stat 
Softw 20:1–19. https://​doi.​org/​10.​18637/​jss.​v020.​i11

Asiegbu IF, Powei DM, Iruka CH (2012) Consumer Attitude: Some 
Reflections on Its Concept, Trilogy, Relationship with Consumer 
Behavior, and Marketing Implications. Eur J Bus Manag 4:38–50

Baker FB, Kim S-H (2017) The basics of item response theory using 
R. Springer, Cham, Switzerland

Baum SD (2017) A survey of artificial general intelligence projects for 
ethics risk and policy a survey of artificial general intelligence 
projects for ethics risk and policy. Glob Catastr Risk Inst Work 
Paper. https://​doi.​org/​10.​2139/​ssrn.​30707​41

Brandmaier AM, von Oertzen T, Mcardle JJ, Lindenberger U (2013) 
Structural equation model trees. Psychol Methods 18:71–86. 
https://​doi.​org/​10.​1037/​a0030​001

Breckler SJ (1984) Empirical validation of affect, behavior, and 
cognition as distinct components of attitude. J Personal Soc 
Psychol 47:1191–1205. https://​doi.​org/​10.​1037/​0022-​3514.​
47.6.​1191

Briñol P, Petty RE, Guyer JJ (2019) A Historical View on Attitudes 
and Persuasion. Oxford Research Encyclopedia of Psychol-
ogy. https://​doi.​org/​10.​1093/​acref​ore/​97801​90236​557.​013.​510 
https://​oxfor​dre.​com/​psych​ology/​view/​10.​1093/​acref​ore/​97801​
90236​557.​001.​0001/​acref​ore-​97801​90236​557-e-​510. Accessed 
10 April 2025.

Bubeck S, Chandrasekaran V, Eldan R, et al (2023) Sparks of Artificial 
General Intelligence: Early experiments with GPT-4.

Byrne D (1961) Interpersonal attraction and attitude similarity. J 
Abnorm Soc Psychol 62:713–715. https://​doi.​org/​10.​1037/​h0044​
721

Cacioppo JT, Berntson GG (1994) Relationship between attitudes and 
evaluative space: a critical review, with emphasis on the separa-
bility of positive and negative substrates. Psychol Bull 115:401–
423. https://​doi.​org/​10.​1037/​0033-​2909.​115.3.​401

U. S. Census Bureau (2023) Vintage 2023 Annual Resident Population 
Estimates by Age, Sex, Race, and Hispanic Origin: April 1, 2020 
to July 1, 2023

Chalmers RP (2012) mirt: a multidimensional item response theory 
package for the R environment. J Stat Soft 48:1–29. https://​doi.​
org/​10.​18637/​jss.​v048.​i06

Chen C-F (2019) Factors affecting the decision to use autonomous 
shuttle services: evidence from a scooter-dominant urban con-
text. Transp Res F Traffic Psychol Behav 67:195–204. https://​doi.​
org/​10.​1016/j.​trf.​2019.​10.​016

Classe F, Kern C (2024a) Detecting differential item functioning in 
multidimensional graded response models with recursive parti-
tioning. Appl Psychol Meas 48:83–103. https://​doi.​org/​10.​1177/​
01466​21624​12387​43

Classe F, Kern C (2024b) Latent variable forests for latent variable 
score estimation. Educ Psychol Meas 84:1138–1172. https://​doi.​
org/​10.​1177/​00131​64424​12375​02

Cohen J (1988) Statistical Power Analysis for the Behavioral Sciences, 
2nd edn. Routledge, New York

Conner M, Wilding S, Van Harreveld F, Dalege J (2021) Cognitive-
affective inconsistency and ambivalence: impact on the overall 
attitude-behavior relationship. Pers Soc Psychol Bull 47:673–
687. https://​doi.​org/​10.​1177/​01461​67220​945900

Cronbach LJ (1951) Coefficient alpha and the internal structure of tests. 
Psychometrika 16:297–334. https://​doi.​org/​10.​1007/​BF023​10555

Davis FD (1989) Perceived usefulness, perceived ease of use, and user 
acceptance of information. MIS Q 13:319–340. https://​doi.​org/​
10.​2307/​249008

Davis FD (1986) A Technology Acceptance Model for Empirically 
Testing New End-User Information Systems: Theory and 
Results. Dissertation, Massachusetts Institute of Technology, 
Sloan School of Management

Destatis (2022) Wirtschaftsrechnungen - Private Haushalte in der Infor-
mationsgesellschaft - Nutzung von Informations- und Kommuni-
kationstechnologien (Mikrozensus-Unterstichprobe zur Internet-
nutzung) - Fachserie 15 Reihe 4 - 2022. Statistisches Bundesamt 
(Destatis), Wiesbaden

DeVellis RF, Thorpe CT (2021) Scale Development: Theory and 
Applications, 5th edn. SAGE Publications Inc, Thousand Oaks, 
California

Dykema J, Schaeffer NC, Garbarski D et al (2022) Towards a reconsid-
eration of the use of agree-disagree questions in measuring sub-
jective evaluations. Res Soc Adm Pharm 18:2335–2344. https://​
doi.​org/​10.​1016/j.​sapha​rm.​2021.​06.​014

Eagly AH, Chaiken S (1993) The psychology of attitudes. Harcourt 
Brace Jovanovich College Publishers, Fort Worth, TX

Eid M, Geiser C, Koch T, Heene M (2017) Anomalous results in G 
-factor models: explanations and alternatives. Psychol Meth-
ods 22:541–562. https://​doi.​org/​10.​1037/​met00​00083

Embretson SE, Hershberger SL (1999) Summary and Future of Psy-
chometric Methods in Testing. In: Embretson SE, Hershberger 
SL (eds) The New Rules of Measurement: What Every Psycholo-
gist and Educator Should Know. Lawrence Erlbaum Associates, 
Mahwah, NJ, pp 243–254

Felderer B, Repke L, Weber W et al (2024) Predicting the validity 
and reliability of survey questions. Open Sci Framew Preprint. 
https://​doi.​org/​10.​31219/​osf.​io/​hkngd

Firt E (2020) The missing G. AI & Soc 35:995–1007. https://​doi.​org/​
10.​1007/​s00146-​020-​00942-y

https://osf.io/j36vd/
http://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1016/0749-5978(91)90020-T
https://doi.org/10.1016/0749-5978(91)90020-T
https://doi.org/10.18637/jss.v020.i11
https://doi.org/10.2139/ssrn.3070741
https://doi.org/10.1037/a0030001
https://doi.org/10.1037/0022-3514.47.6.1191
https://doi.org/10.1037/0022-3514.47.6.1191
https://doi.org/10.1093/acrefore/9780190236557.013.510
https://oxfordre.com/psychology/view/10.1093/acrefore/9780190236557.001.0001/acrefore-9780190236557-e-510
https://oxfordre.com/psychology/view/10.1093/acrefore/9780190236557.001.0001/acrefore-9780190236557-e-510
https://doi.org/10.1037/h0044721
https://doi.org/10.1037/h0044721
https://doi.org/10.1037/0033-2909.115.3.401
https://doi.org/10.18637/jss.v048.i06
https://doi.org/10.18637/jss.v048.i06
https://doi.org/10.1016/j.trf.2019.10.016
https://doi.org/10.1016/j.trf.2019.10.016
https://doi.org/10.1177/01466216241238743
https://doi.org/10.1177/01466216241238743
https://doi.org/10.1177/00131644241237502
https://doi.org/10.1177/00131644241237502
https://doi.org/10.1177/0146167220945900
https://doi.org/10.1007/BF02310555
https://doi.org/10.2307/249008
https://doi.org/10.2307/249008
https://doi.org/10.1016/j.sapharm.2021.06.014
https://doi.org/10.1016/j.sapharm.2021.06.014
https://doi.org/10.1037/met0000083
https://doi.org/10.31219/osf.io/hkngd
https://doi.org/10.1007/s00146-020-00942-y
https://doi.org/10.1007/s00146-020-00942-y


AI & SOCIETY	

Fischer L, Lück HE (1977) Allgemeine Arbeitszufriedenheit. In: 
Zusammenstellung sozialwissenschaftlicher Items und Skalen 
(ZIS). GESIS, Mannheim

Fischer-Abaigar U, Kern C, Barda N, Kreuter F (2024) Bridging the 
gap: towards an expanded toolkit for AI-driven decision-making 
in the public sector. Gov Inf Q 41:101976. https://​doi.​org/​10.​
1016/j.​giq.​2024.​101976

GESIS (2023) German General Social Survey - ALLBUS 2021. 
GESIS, Cologne. ZA5282 Data file Version 1.0.0. https://​doi.​
org/​10.​4232/1.​14151

Gill KS (2016) Artificial super intelligence: beyond rhetoric. AI & Soc 
31:137–143. https://​doi.​org/​10.​1007/​s00146-​016-​0651-x

Goertzel B, Achler T (2014) Artificial general intelligence: concept, 
state of the art, and future prospects. J Artif Gen Intell 5:1–48. 
https://​doi.​org/​10.​2478/​jagi-​2014-​0001

Grassini S (2023) Development and validation of the AI attitude scale 
(AIAS-4): a brief measure of general attitude toward artificial 
intelligence. Front Psychol 14:1191628. https://​doi.​org/​10.​3389/​
fpsyg.​2023.​11916​28

Greszki R, Meyer M, Schoen H (2014) The impact of speeding on data 
quality in nonprobability and freshly recruited probability-based 
online panels. In: Callegaro M, Baker R, Bethlehem J et al (eds) 
Online Panel Research: A Data Quality Perspective, 1st edn. 
Wiley, Hoboken, N.J., pp 238–262

Hambleton RK, Jones RW (1993) Comparison of classical test theory 
and item response theory and their applications to test devel-
opment. Educ Meas Issues Pract 12:38–47. https://​doi.​org/​10.​
1111/j.​1745-​3992.​1993.​tb005​43.x

Hayton JC, Allen DG, Scarpello V (2004) Factor retention decisions in 
exploratory factor analysis: a tutorial on parallel analysis. Organ 
Res Methods 7:191–205. https://​doi.​org/​10.​1177/​10944​28104​
263675

Herklotz M, Haensch A-C (2025) Exploring Computer Literacy Vari-
ance: Insights from an Introductory Statistical Programming 
Class

Hoerger M (2010) Participant dropout as a function of survey length 
in internet-mediated university studies: implications for study 
design and voluntary participation in psychological research. 
Cyberpsychol Behav Soc Netw 13:697–700. https://​doi.​org/​10.​
1089/​cyber.​2009.​0445

Horn JL (1965) A rationale and test for the number of factors in factor 
analysis. Psychometrika 30:179–185. https://​doi.​org/​10.​1007/​
BF022​89447

Howe LC, Krosnick JA (2017) Attitude strength. Annu Rev 
Psychol 68:327–351. https:// ​doi. ​org/​10.​1146/​annur​
ev-​psych-​122414-​033600

Ismatullaev UVU, Kim SH (2024) Review of the factors affecting 
acceptance of AI-infused systems. Hum Factors Ergon Soc 
66:126–144. https://​doi.​org/​10.​1177/​00187​20821​10647​07

Jowell R, Roberts C, Fitzgerald R, Eva G (2007) Measuring attitudes 
cross-nationally: Lessons from the European Social Survey. 
Sage, Thousand Oaks, CA

Kelly S, Kaye SA, Oviedo-Trespalacios O (2023) What factors con-
tribute to the acceptance of artificial intelligence? A systematic 
review. Telemat Inform 77:101925. https://​doi.​org/​10.​1016/j.​tele.​
2022.​101925

Kern C, Gerdon F, Bach RL et al (2022) Humans versus machines: 
Who is perceived to decide fairer? Experimental evidence on 
attitudes toward automated decision-making. Patterns 3:100591. 
https://​doi.​org/​10.​1016/j.​patter.​2022.​100591

Keum BTH (2021) Development and validation of the perceived online 
racism scale short form (15 items) and very brief (six items). 
Comput Hum Behav Rep 3:100082. https://​doi.​org/​10.​1016/j.​
chbr.​2021.​100082

Kieslich K, Lünich M, Marcinkowski F (2021) The threats of artificial 
intelligence scale (TAI): development, measurement and test 

over three application domains. Int J Soc Robot 13:1563–1577. 
https://​doi.​org/​10.​1007/​s12369-​020-​00734-w

Kieslich K, Keller B, Starke C (2022) Artificial intelligence ethics by 
design Evaluating public perception on the importance of ethical 
design principles of artificial intelligence. Big Data Soc. https://​
doi.​org/​10.​1177/​20539​51722​10929​56

Kim J, Merrill K, Xu K, Sellnow DD (2020) My teacher is a machine: 
understanding students’ perceptions of AI teaching assistants in 
online education. Int J Hum-Comput Int 36:1902–1911. https://​
doi.​org/​10.​1080/​10447​318.​2020.​18012​27

Koenig PD (2024) Attitudes toward artificial intelligence: combining 
three theoretical perspectives on technology acceptance. AI & 
Soc. https://​doi.​org/​10.​1007/​s00146-​024-​01987-z

Kolarz P, Vinnik A, Krcal A, et al (2022) SUSTAIN-2: Impact study of 
the European Social Survey. Commissioned by European Social 
Survey ERIC. Technopolis Group, Brighton

Krosnick JA (1991) Response strategies for coping with the cognitive 
demands of attitude measures in surveys. Appl Cogn Psychol 
5:213–236. https://​doi.​org/​10.​1002/​acp.​23500​50305

Krosnick JA, Petty RE (1995) Attitude Strength: An Overview. In: 
Petty RE, Krosnick JA (eds) Attitude Strength: Antecedents and 
Consequents. Lawrence Erlbaum Associates, Mahwah, NJ, pp 
1–24

Lee E, Hu MY, Toh RS (2004) Respondent non-cooperation in surveys 
and diaries: an analysis of item non-response and panel attrition. 
Int J Mark Res 46:311–326. https://​doi.​org/​10.​1177/​14707​85304​
04600​306

Liang Y, Lee S-H, Workman JE (2020) Implementation of artificial 
intelligence in fashion: are consumers ready? Cloth Text Res J 
38:3–18. https://​doi.​org/​10.​1177/​08873​02X19​873437

Livingston W (2024) Americans’ views of artificial intelligence: iden-
tifying and measuring aversion. AI & Soc. https://​doi.​org/​10.​
1007/​s00146-​024-​02075-y

Man SS, Xiong W, Chang F, Chan AHS (2020) Critical factors influ-
encing acceptance of automated vehicles by Hong Kong Driv-
ers. IEEE Access 8:109845–109856. https://​doi.​org/​10.​1109/​
ACCESS.​2020.​30019​29

Marangunić N, Granić A (2015) Technology acceptance model: a liter-
ature review from 1986 to 2013. Univ Access Inf Soc 14:81–95. 
https://​doi.​org/​10.​1007/​s10209-​014-​0348-1

Maslej N, Fattorini L, Perrault R et al (2024) The AI Index 2024 
Annual Report. Stanford University Human-Centered Artificial 
Intelligence, Stanford, CA

McGrane JA (2019) The bipolarity of attitudes: unfolding the implica-
tions of ambivalence. Appl Psychol Meas 43:211–225. https://​
doi.​org/​10.​1177/​01466​21618​762741

McLean S, Read GJM, Thompson J et al (2023) The risks associated 
with artificial general intelligence: a systematic review. J Exp 
Theor Artif in 35:649–663. https://​doi.​org/​10.​1080/​09528​13X.​
2021.​19640​03

Meade AW (2010) A taxonomy of effect size measures for the differen-
tial functioning of items and scales. J Appl Psychol 95:728–743. 
https://​doi.​org/​10.​1037/​a0018​966

Meade AW, Wright NA (2012) Solving the measurement invariance 
anchor item problem in item response theory. J Appl Psychol 
97:1016–1031. https://​doi.​org/​10.​1037/​a0027​934

Menold N, Bogner K (2016) Design of Rating Scales in Question-
naires. Version 2.0. GESIS Survey Guidelines Mannheim, Ger-
many: GESIS – Leibniz Institute for the Social Sciences. https://​
doi.​org/​10.​15465/​gesis-​sg_​en_​015

Montag C, Ali R (2025) Starting the Journey to Understand Attitudes 
Towards Artificial Intelligence in Global Societies. In: Montag 
C, Ali R (eds) The Impact of Artificial Intelligence on Societies: 
Understanding Attitude Formation Towards AI. Springer Nature 
Switzerland, Cham, pp 1–7

https://doi.org/10.1016/j.giq.2024.101976
https://doi.org/10.1016/j.giq.2024.101976
https://doi.org/10.4232/1.14151
https://doi.org/10.4232/1.14151
https://doi.org/10.1007/s00146-016-0651-x
https://doi.org/10.2478/jagi-2014-0001
https://doi.org/10.3389/fpsyg.2023.1191628
https://doi.org/10.3389/fpsyg.2023.1191628
https://doi.org/10.1111/j.1745-3992.1993.tb00543.x
https://doi.org/10.1111/j.1745-3992.1993.tb00543.x
https://doi.org/10.1177/1094428104263675
https://doi.org/10.1177/1094428104263675
https://doi.org/10.1089/cyber.2009.0445
https://doi.org/10.1089/cyber.2009.0445
https://doi.org/10.1007/BF02289447
https://doi.org/10.1007/BF02289447
https://doi.org/10.1146/annurev-psych-122414-033600
https://doi.org/10.1146/annurev-psych-122414-033600
https://doi.org/10.1177/00187208211064707
https://doi.org/10.1016/j.tele.2022.101925
https://doi.org/10.1016/j.tele.2022.101925
https://doi.org/10.1016/j.patter.2022.100591
https://doi.org/10.1016/j.chbr.2021.100082
https://doi.org/10.1016/j.chbr.2021.100082
https://doi.org/10.1007/s12369-020-00734-w
https://doi.org/10.1177/20539517221092956
https://doi.org/10.1177/20539517221092956
https://doi.org/10.1080/10447318.2020.1801227
https://doi.org/10.1080/10447318.2020.1801227
https://doi.org/10.1007/s00146-024-01987-z
https://doi.org/10.1002/acp.2350050305
https://doi.org/10.1177/147078530404600306
https://doi.org/10.1177/147078530404600306
https://doi.org/10.1177/0887302X19873437
https://doi.org/10.1007/s00146-024-02075-y
https://doi.org/10.1007/s00146-024-02075-y
https://doi.org/10.1109/ACCESS.2020.3001929
https://doi.org/10.1109/ACCESS.2020.3001929
https://doi.org/10.1007/s10209-014-0348-1
https://doi.org/10.1177/0146621618762741
https://doi.org/10.1177/0146621618762741
https://doi.org/10.1080/0952813X.2021.1964003
https://doi.org/10.1080/0952813X.2021.1964003
https://doi.org/10.1037/a0018966
https://doi.org/10.1037/a0027934
https://doi.org/10.15465/gesis-sg_en_015
https://doi.org/10.15465/gesis-sg_en_015


	 AI & SOCIETY

Montag C, Ali R (2025) Can we assess attitudes toward AI with single 
items associations with existing attitudes toward AI measures 
and trust in ChatGPT. J Technol Behav Sci. https://​doi.​org/​10.​
1007/​s41347-​025-​00481-7

Montag C, Nakov P, Ali R (2024) On the need to develop nuanced 
measures assessing attitudes towards AI and AI literacy in repre-
sentative large-scale samples. AI & Soc. https://​doi.​org/​10.​1007/​
s00146-​024-​01888-1

Morera OF, Stokes SM (2016) Coefficient α as a measure of test score 
reliability: review of 3 popular misconceptions. Am J Public 
Health 106:458–461. https://​doi.​org/​10.​2105/​AJPH.​2015.​302993

Moshagen M, Bader M (2024) semPower: General power analysis for 
structural equation models. Behav Res Methods 56:2901–2922. 
https://​doi.​org/​10.​3758/​s13428-​023-​02254-7

Nguyen D, Hekman E (2024) The news framing of artificial intel-
ligence: a critical exploration of how media discourses make 
sense of automation. AI & Soc 39:437–451. https://​doi.​org/​10.​
1007/​s00146-​022-​01511-1

Park J, Woo SE, Kim JJ (2024) Attitudes towards artificial intelligence 
at work: scale development and validation. J Occup Organ Psy-
chol 97:920–951. https://​doi.​org/​10.​1111/​joop.​12502

Podsakoff PM, MacKenzie SB, Lee J-Y, Podsakoff NP (2003) Common 
method biases in behavioral research: a critical review of the lit-
erature and recommended remedies. J Appl Psychol 88:879–903. 
https://​doi.​org/​10.​1037/​0021-​9010.​88.5.​879

Price V (1992) Public Opinion. Sage, Newbury Park, CA
Reeve BB, Hays RD, Bjorner JB et al (2007) Psychometric evaluation 

and calibration of health-related quality of life item banks plans 
for the patient-reported outcomes measurement information sys-
tem (PROMIS). Med Care 45:S22–S31. https://​doi.​org/​10.​1097/​
01.​mlr.​00002​50483.​85507.​04

Reise SP, Moore TM, Haviland MG (2010) Bifactor models and rota-
tions: exploring the extent to which multidimensional data yield 
univocal scale scores. J Pers Assess 92:544–559. https://​doi.​org/​
10.​1080/​00223​891.​2010.​496477

Revelle W (2024) Package “psych” - Procedures for Psychological, 
Psychometric, and Personality Research. R package version 
2.3.9. https://​perso​nality-​proje​ct.​org/r/​psych/

Rosenberg MJ, Hovland CI (1960) Cognitive, Affective, and Behavio-
ral Components of Attitude. In: Hovland CI, McGuire WJ et al 
(eds) Rosenberg MJ. An Analysis of Consistency among Attitude 
Components. Yale University Press, Attitude Organization and 
Change, pp 1–14

Rosseel Y (2012) Iavaan: An R package for structural equation mod-
eling. J Stat Softw 48:1–36. https://​doi.​org/​10.​18637/​jss.​v048.​i02

Ryazanov I, Öhman C, Björklund J (2024) How ChatGPT changed the 
media’s narratives on AI: a semi-automated narrative analysis 
through frame semantics. Minds Mach 35:2. https://​doi.​org/​10.​
1007/​s11023-​024-​09705-w

Samejima F (1968) Estimation of latent ability using a response pat-
tern of graded scores. Psychometrika 34:1–97. https://​doi.​org/​
10.​1007/​BF033​72160

Saris WE, Gallhofer IN (2014) Design, evaluation, and analysis of 
questionnaires for survey research, 2nd edn. John Wiley & Sons, 
Hoboken, N.J.

Saris WE, Revilla M, Krosnick JA, Shaeffer EM (2010) Comparing 
questions with agree/disagree response options to questions 
with item-specific response options. Surv Res Methods 4:61–79. 
https://​doi.​org/​10.​18148/​srm/​2010.​v4i1.​2682

Saris WE (2022) Survey Quality Predictor 3 [Online software]. GESIS, 
Mannheim. https://​sqp.​gesis.​org/. Accessed April 10 2025

Schenk PO, Kern C (2024) Connecting algorithmic fairness to quality 
dimensions in machine learning in official statistics and survey 

production. AStA Wirtsch Sozialstat Arch 18:131–184. https://​
doi.​org/​10.​1007/​s11943-​024-​00344-2

Schepman A, Rodway P (2020) Initial validation of the general atti-
tudes towards Artificial Intelligence Scale. Comput Hum Behav 
Rep 1:100014. https://​doi.​org/​10.​1016/j.​chbr.​2020.​100014

Schepman A, Rodway P (2023) The general attitudes towards artificial 
intelligence scale (GAAIS): confirmatory validation and associa-
tions with personality, corporate distrust, and general trust. Int J 
Hum Comput Int 39:2724–2741. https://​doi.​org/​10.​1080/​10447​
318.​2022.​20854​00

Schepman A, Rodway P (2025) The Measurement of Attitudes Towards 
Artificial Intelligence: An Overview and Recommendations. In: 
Montag C, Ali R (eds) The Impact of Artificial Intelligence 
on Societies: Understanding Attitude Formation Towards AI. 
Springer Nature Switzerland, Cham, pp 9–24

Schermelleh-Engel K, Moosbrugger H, Müller H (2003) Evaluating 
the fit of structural equation models: tests of significance and 
descriptive goodness-of-fit measures. Methods Psych Res Online 
8:23–74

Sindermann C, Sha P, Zhou M et al (2021) Assessing the attitude 
towards artificial intelligence: introduction of a short measure 
in German, Chinese, and English Language. KI - Künstl Intell 
35:109–118. https://​doi.​org/​10.​1007/​s13218-​020-​00689-0

Smith TW, Davern M, Freese J, Morgan SL (2019) General Social 
Surveys, 1972–2018. NORC, Chicago

Stein JP, Liebold B, Ohler P (2019) Stay back, clever thing! Link-
ing situational control and human uniqueness concerns to the 
aversion against autonomous technology. Comput Hum Behav 
95:73–82. https://​doi.​org/​10.​1016/j.​chb.​2019.​01.​021

Stein JP, Messingschlager T, Gnambs T et al (2024) Attitudes towards 
AI: measurement and associations with personality. Sci Rep 
14:2909. https://​doi.​org/​10.​1038/​s41598-​024-​53335-2

Szafran D, Bach RL (2024) “The Human Must Remain the Cen-
tral Focus”: subjective fairness perceptions in automated 
decision-making. Minds Mach. https://​doi.​org/​10.​1007/​
s11023-​024-​09684-y

Thissen D, Steinberg L, Wainer H et al (1993) Detection of differential 
item functioning using the parameters of item response models. 
Differential item functioning. Lawrence Erlbaum Associates, 
Hillsdale, NJ, pp 67–113

Union E (2024) European Union (2024) Regulation (EU) 2024/1689 
of the European Parliament and of the Council of 13 March 2024 
laying down harmonised rules on artificial intelligence (Artificial 
Intelligence Act) and amending certain Union legislative acts. 
Off J Eur Union L 258:1–177

van de Schoot R, Lugtig P, Hox J (2012) A checklist for testing meas-
urement invariance. Eur J Dev Psychol 9:486–492. https://​doi.​
org/​10.​1080/​17405​629.​2012.​686740

Venkatesh V, Morris MG, Davis GB, Davis FD (2003) User accept-
ance of information technology: toward a unified view. MIS Q 
27:425–478. https://​doi.​org/​10.​2307/​30036​540

Wang SI (2007) Political use of the internet, political attitudes and 
political participation. Asian J Commun 17:381–395. https://​doi.​
org/​10.​1080/​01292​98070​16369​93

Wang YY, Wang YS (2022) Development and validation of an artifi-
cial intelligence anxiety scale: an initial application in predicting 
motivated learning behavior. Interact Learn Environ 30:619–634. 
https://​doi.​org/​10.​1080/​10494​820.​2019.​16748​87

Williams B, Onsman A, Brown T (2010) Exploratory factor analysis: 
a five-step guide for novices. Australas J Paramed 8:990399. 
https://​doi.​org/​10.​33151/​ajp.8.​3.​93

Wolf MG, McNeish D (2023) dynamic : an R package for deriving 
dynamic fit index cutoffs for factor analysis. Multivariate Behav 

https://doi.org/10.1007/s41347-025-00481-7
https://doi.org/10.1007/s41347-025-00481-7
https://doi.org/10.1007/s00146-024-01888-1
https://doi.org/10.1007/s00146-024-01888-1
https://doi.org/10.2105/AJPH.2015.302993
https://doi.org/10.3758/s13428-023-02254-7
https://doi.org/10.1007/s00146-022-01511-1
https://doi.org/10.1007/s00146-022-01511-1
https://doi.org/10.1111/joop.12502
https://doi.org/10.1037/0021-9010.88.5.879
https://doi.org/10.1097/01.mlr.0000250483.85507.04
https://doi.org/10.1097/01.mlr.0000250483.85507.04
https://doi.org/10.1080/00223891.2010.496477
https://doi.org/10.1080/00223891.2010.496477
https://personality-project.org/r/psych/
https://doi.org/10.18637/jss.v048.i02
https://doi.org/10.1007/s11023-024-09705-w
https://doi.org/10.1007/s11023-024-09705-w
https://doi.org/10.1007/BF03372160
https://doi.org/10.1007/BF03372160
https://doi.org/10.18148/srm/2010.v4i1.2682
https://sqp.gesis.org/
https://doi.org/10.1007/s11943-024-00344-2
https://doi.org/10.1007/s11943-024-00344-2
https://doi.org/10.1016/j.chbr.2020.100014
https://doi.org/10.1080/10447318.2022.2085400
https://doi.org/10.1080/10447318.2022.2085400
https://doi.org/10.1007/s13218-020-00689-0
https://doi.org/10.1016/j.chb.2019.01.021
https://doi.org/10.1038/s41598-024-53335-2
https://doi.org/10.1007/s11023-024-09684-y
https://doi.org/10.1007/s11023-024-09684-y
https://doi.org/10.1080/17405629.2012.686740
https://doi.org/10.1080/17405629.2012.686740
https://doi.org/10.2307/30036540
https://doi.org/10.1080/01292980701636993
https://doi.org/10.1080/01292980701636993
https://doi.org/10.1080/10494820.2019.1674887
https://doi.org/10.33151/ajp.8.3.93


AI & SOCIETY	

Res 58:189–194. https://​doi.​org/​10.​1080/​00273​171.​2022.​21634​
76

Yen WM (1984) Effects of local item dependence on the fit and equat-
ing performance of the three-parameter logistic model. Appl 
Psychol Meas 8:125–145. https://​doi.​org/​10.​1177/​01466​21684​
00800​201

Zein RA, Akhtar H (2024) Getting started with the graded response 
model: an introduction and tutorial in R. Int J Psychol 60:e13265. 
https://​doi.​org/​10.​1002/​ijop.​13265

Zhai Y, Yan J, Zhang H, Lu W (2020) Tracing the evolution of AI: 
conceptualization of artificial intelligence in mass media 

discourse. Inf Discov Deliv 48:137–149. https://​doi.​org/​10.​1108/​
IDD-​01-​2020-​0007

Zhang B (2023) Public opinion toward artificial intelligence. In: Bull-
ock J, Gelman A, Gadarian S (eds) The Oxford Handbook of AI 
Governance. Oxford University Press, Oxford, UK, pp 107–124

Publisher's Note  Springer Nature remains neutral with regard to 
jurisdictional claims in published maps and institutional affiliations.

https://doi.org/10.1080/00273171.2022.2163476
https://doi.org/10.1080/00273171.2022.2163476
https://doi.org/10.1177/014662168400800201
https://doi.org/10.1177/014662168400800201
https://doi.org/10.1002/ijop.13265
https://doi.org/10.1108/IDD-01-2020-0007
https://doi.org/10.1108/IDD-01-2020-0007

	Measuring public opinion towards artificial intelligence: development and validation of a general AI attitude short scale
	Abstract
	1 Introduction
	2 Theoretical background
	2.1 Conceptualizing artificial intelligence
	2.2 The role of attitudes in behavioral and technology acceptance research
	2.3 Existing AI attitude scales

	3 Measure development
	3.1 AI attitude scale
	3.2 AI acceptance scenarios and index

	4 Data
	5 Statistical analyses and scale evaluation
	5.1 Descriptive statistics and internal reliability
	5.2 Confirmatory factor analysis
	5.3 Item response theory analyses
	5.4 Regression analyses

	6 Results
	6.1 Descriptive statistics and internal reliability
	6.2 Confirmatory factor analysis
	6.3 Item response theory analyses
	6.4 Regression analyses

	7 Discussion
	7.1 Scale psychometrics and validation
	7.2 AI attitudes and acceptance across demographic groups in Germany
	7.3 Limitations and future research

	8 Conclusion
	Appendix
	A1 Introduction to AI by Stein et al. (2024)
	A2 SQP quality estimates
	A3 AI acceptance risk scenarios
	A4 Overview of further survey items
	A5 Robustness check: exploratory factor analysis and parallel analysis
	A6 Descriptive sample statistics
	A7 Histograms for AI attitude and AI acceptance mean scores
	A8 Additional analyses of US sample—factorial structure
	A9 Additional analyses of US sample—item response theory
	A10 Robustness check: regression results for AI attitude
	A11 Robustness check: regression results for AI acceptance
	A12 Strength and C–A inconsistency as moderators of the AI attitude–acceptance relationship

	Acknowledgements 
	References


