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ABSTRACT Large Language Models (LLMs) are employed in various applications, including direct
end-user interactions. Ideally, they should consistently generate both factually accurate and non-offensive
responses, and they are specifically trained and safeguarded to meet these standards. However, this paper
demonstrates that simple, manual, and generalizable jailbreaking attacks, such as reasoning backward, can
effectively bypass the safeguards implemented in LLMs, potentially leading to harmful consequences. These
include the dissemination of misinformation, the amplification of harmful recommendations, and toxic
comments. Furthermore, these attacks have been found to reveal latent biases within LLMs, raising concerns
about their ethical and societal implications. In particular, the vulnerabilities exposed by such attacks appear
to be generalizable across different LLMs and languages. This paper also assesses the effectiveness of a
straightforward architectural framework to mitigate the impact of jailbreak attacks on end users.

INDEX TERMS Large language models, jailbreaking, society, ethics.

I. INTRODUCTION
Content Warning: This paper contains examples of
harmful language.

Large Language Models (LLMs) have emerged as trans-
formative tools in the field of artificial intelligence (AI),
driving significant progress in Natural Language Processing
(NLP). These models, which are capable of generating and
understanding human language with remarkable precision,
have led to advances in tasks such as text generation,
translation, and sentiment analysis. Their impact extends
beyond academic research, influencing various industries and
applications [1]. A key shift brought about by LLMs is their
increasing accessibility to users without technical expertise:
previously, utilizing pre-trained language models required
an understanding of NLP and computational techniques;
today, LLMs provide intuitive interfaces and APIs that
simplify their usage. This has enabled widespread adoption
in business, healthcare, and creative industries, allowing
non-experts to integrate AI-driven solutions into their
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workflows with minimal barriers. While this democratization
of AI presents numerous opportunities, it also introduces
challenges. As non-specialist users engage with LLMs, the
risks associated with misuse, misinformation, and biased
outputs becomemore pronounced. Additionally, the potential
for malicious exploitation, such as the generation of deceptive
content or automated cyber-threats, underscores the need
for responsible AI deployment. One significant area of
vulnerability is their susceptibility to jailbreak attacks.

Jailbreak attacks refer to adversarial methods that exploit
weaknesses in LLMs’ safety mechanisms, allowing mali-
cious users to bypass the model’s restrictions and filters
and provoke the model into producing undesired outputs,
such as toxic language, misinformation, or politically biased
content [2], [3]. While LLMs are typically aligned with
guardrails intended to prevent the generation of harmful,
biased, or offensive content [4], [5], [6], [7], [8], [9], [10],
inter alia, it is well established that LLMs often exhibit
insufficient safeguards when exposed to carefully crafted
malicious prompts [11], making research into vulnerabilities
and potential solutions an active area of study. Initially,
jailbreaking attacks were manually engineered (e.g., [12]),
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requiring intricate prompt manipulations to achieve the
desired effect. However, more recent approaches treat the
problem as an optimization task, where adversarial prompt
suffixes are learned to maximize attack success (e.g., [13]).
Despite their effectiveness, manual jailbreaking attacks
demand meticulous prompt design and extensive trial and
error to achieve reliability [11]. On the other hand, learning-
based attacks, while systematic, often require significant
computational resources to identify optimal adversarial
suffixes and have demonstrated limited success against
commercially deployed LLMs [13].
This paper demonstrates how a simple manual attack,

requiring only a few iterations with the model, can be
subsequently automated and generalized across multiple
LLMs and different languages. Furthermore, we show how
this attack can have severe societal implications, particularly
affecting the most vulnerable groups. Additionally, the
targeted model appears more prone to propagating biases and
stereotypes. These attacks are particularly dangerous if they
are used to develop wrappers around existing LLMs, where
conversations are seamlessly injected into the system prompt.
These attacks can thus bypass LLMs’ safety mechanisms
and make them generate harmful or unintended outputs.
In such cases, the end user may unknowingly interact with
a jailbroken model, believing they are using a safe and
unaltered system.

In this work, we investigate the following Research
Questions (RQs):

• Is it possible to bypass the LLMs guards with
simple manual attacks?

• Are these attacks generalizable to different LLMs
and languages?

• What consequences have these attacks on the
output produced by the model?

• How to remediate these vulnerabilities?

Through our investigation of these RQs, we provide the
following contributions:

1) We demonstrate that very recent and popular LLMs
(namely GPT-4o-mini, Gemini-2.0-flash-001 and
Claude-3-3-sonnet-20241022) are still vulnerable to
simple manual jailbreaking attacks: these can have
impressive consequences on society and the end user;

2) We show that these jailbreak attacks are generalizable
across models and languages.

3) We demonstrate how simple jailbreak attacks can
effectively expose LLMs’ hidden biases, stereotypes,
and opinions on sensitive topics.

4) We assess the effectiveness of a simple solution to
mitigate such jailbreaking attacks.

5) We release a dataset with jailbreaking prompts and
responses for each tested model.

We hope that our work will encourage further reflection
from the community on the importance of strengthening
model security before large-scale deployment across diverse
applications.

The paper is organized as follows: Section II summarizes
the state of the art on jailbreaking LLMs and shows the
difference between existing works and our contributions.
Section III describes the methodology we followed to
investigate the above RQs. Section IV presents the results
and answers the RQs. Section V concludes the paper, summa-
rizing the obtained results, discussing ethical considerations
and possible limitations, and proposing interesting future
follow-ups of this research.

II. RELATED WORK
Over the past decades, the pretraining of language models
using self-supervised learning and instruction tuning has
undergone significant progress, enabling models to learn
from vast amounts of unlabeled data and adapt their
responses to align better with human instructions and
values. To further enhance alignment and prevent language
models from producing harmful or misleading answers,
several advanced techniques have been introduced, such as
Reinforcement Learning from Human Feedback (RLHF)
[14], Direct Preference Optimization (DPO) [15], Odds
Ratio Preference Optimization (ORPO) [16], Constitutional
AI techniques [17] and adversarial training strategies with
continuous attacks [18] which offers a theoretically grounded
approach to aligning LLMs. Despite these strategies, LLMs
remain vulnerable to producing undesirable or harmful
outputs, particularly when exposed to adversarial prompts or
jailbreak attacks designed to bypass safety constraints.

This section provides an overview of the key trends
in jailbreak attacks against LLMs since researchers have
extensively studied these attacks, empirically comparing
various methods to identify their respective strengths and
weaknesses [19], [20], [21].

Prompt-based attacks target the inherent reliance of LLMs
on input prompts to guide their behavior, aiming to elicit
undesired outputs. These attacks can be broadly categorized
into adversarial prompting, in-context learning attacks, and
other prompt manipulation techniques. For instance, [13]
introduced a gradient-based jailbreak attack designed to
circumvent the safety alignment of LLMs. Their method
iteratively refines an adversarial suffix appended to the input
prompt. It involves computing the top-k potential token
substitutions at each suffix position, randomly selecting
a replacement token, determining the optimal replacement
from these candidates, and updating the suffix. Refer-
ence [22] proposes a prompt optimization technique to
construct such suffixes.

A specific class of attacks involves researchers carefully
designing deceptive scenarios to manipulate target LLMs
into an adversarial or compromised state, increasing their
likelihood of assisting in harmful tasks. This method subtly
alters the model’s operational context, coaxing it into actions
it would normally reject under standard safety protocols.
In this vein, [11] introduces a framework with twomain steps:
prompt rewriting and scenario testing. The first step involves
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modifying the prompt by rephrasing it concisely, altering
sentence structure, misspelling sensitive words, inserting
extraneous characters, partially translating text, or changing
the expression style (e.g., incorporating slang or dialect while
preserving the original meaning). The second step assigns
a scenario to the rewritten prompt (e.g., Code Completion
or Table Filling) and further disguises it through nesting
techniques. Similarly, to identify jailbreaking vulnerabilities
in LLMs, [23] employs templates and rephrasing strategies to
preserve the structural integrity of a prompt while isolating
key jailbreak characteristics as constraints. Finally, [24]
utilizes the LLMs’ personification capabilities to construct
a virtual, nested environment that bypasses intended usage
restrictions, allowing jailbreaking.

Other researchers exploit the coding comprehension and
execution capabilities of LLMs to jailbreak them. In these
cases, attackers introduce specially crafted code into the
target model. When the model processes and executes
these codes, it may inadvertently produce harmful con-
tent. In this direction, [12] proposes to use LLM coding
capabilities (e.g., string concatenation, variable assignment,
and sequential composition) to design jailbreaking attacks.
Reference [25] developed a framework for jailbreaking LLMs
based on the reformulation of tasks into code completion
formats: in the attempt to execute the code correctly, the
model pays less attention to security and ethical aspects.

Other jailbreaking techniques exploit the contextual learn-
ing capabilities of LLMs, embedding adversarial attacks
directly into the context, thus creating a few-shot-based
jailbreak attack. Reference [26], for example, incorporates
harmful demonstrations that positively respond to toxic
requests to the prompt to train the model to produce
harmful answers. In the same direction, [27] proposes to use
RAG (Retrieval Augmented Generation) [28] to manipulate
prompts with malicious content and generate unpredictable
answers. Reference [29] uses instead Chain-of-Thought
techniques [30] showing that ChatGPT remains vulnerable
to multi-step jailbreak prompts. Also, the attack we proposed
lies in this category of jailbreak techniques, but without using
poisoned examples to fine-tune the model: we simply ask the
models to think backward.

Other attacks take advantage of LLMs’ poor performance
in niche and low-resource languages to generate adversarial
prompts. They exploit that safety measures are designed
primarily for widely used languages like English, making it
easier to bypass protections through prompt rewriting in these
less supported languages [31], [32].
Similar attacks are based on the intuition that encrypting

malicious content can effectively bypass the content mod-
eration of LLMs, thus proposing to embed jailbreak attacks
with ciphers: those, as forms of non-natural language, can
effectively bypass the safety alignment of LLMs [33], [34],
[35], [36], [37].

Finally, some advanced techniques employ evolutionary
algorithms inspired by genetic principles such as selection,
crossover, and mutation to refine the prompts that iteratively

bypass LLM safety constraints. This approach effectively
explores the prompt space, uncovering vulnerabilities and
presenting a substantial security challenge [38], [39], [40],
[41]. Consequently, these methods are also called Genetic
Algorithm-based attacks [42].

Our paper differs from the above-mentioned ones because
it relies on a simplemanual attack that does not require further
fine-tuning or demanding computational methods.

III. RESEARCH METHODOLOGY
Our research methodology is divided into three different
phases. In the first one, presented in Section III-A and
summarized in Figure 1a, we show how, with an initial
simple manual attack, it is possible to make an LLM
generate dangerous answers. In the second one, presented
in Section III-B and summarized in Figure 1b, we show
how injecting the manually crafted conversation obtained in
the first phase into the system prompt of different LLMs
makes it possible to generalize the attack among various
models and languages. Finally, in the third phase presented
in Section III-C, and summarized in Figure 2, we show how
employing a software interface that exploits an AI Guard can
alleviate the effects of these attacks. Figures 1a, 1b, and 2 are
presented and discussed in the corresponding sections.

A. THE MANUAL JAILBREAKING ATTACK
First, we evaluate the robustness of GPT-4o-mini’s safe-
guards; we initially engaged a postdoctoral researcher in
computer science to attempt to bypass these protections
solely by manipulating the user prompt. The researcher
is represented by the orange avatar with a laptop in
Figure 1a while the target LLM, that is GPT-4o-mini in our
framework, is represented in the figure by the OpenAI logo.
We deliberately chose not to employ automated techniques,
as our objective is to address our RQs and assess the
complexity of circumventing these safeguards.

The researcher thus manually crafted an initial attack
using a simple prompt that instructs the model to reason in
reverse while concealing the fact that the output is inverted.
The intended model output is thus a response that is the
opposite of what an aligned LLM would typically generate.
The first box of Figure 1a illustrates this first prompt
and GPT-4o-mini answer. Since the model is designed to
avoid disseminating false information, it initially complied
by generating the opposite response while explicitly stating
that the answer was contrary to what it would typically
produce, thereby acknowledging that the information was
false, as shown in the second box of Figure 1a. For this
reason, with the third iteration (reported in the third box
of Figure 1a), the researcher issued a follow-up command,
requesting the model to provide only the answer without
any accompanying explanation. By the fourth iteration (last
box of Figure 1a), GPT-4o-mini begins generating reversed
outputs without offering a further explanation, i.e., generating
potentially dangerous answers: in this specific example,
it suggests that a sad user should isolate themselves, avoid
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FIGURE 1. Comparison of (a) Jailbreaking conversation and (b) High-level schema.

communication, and focus solely on negative thoughts, i.e., a
whollymisleading and irrational response. This loophole thus
led to highly concerning outcomes, particularly in sensitive
scenarios. The prompts used in this step are exactly the ones
reported in Figure 1a.

This straightforward process requires only three interac-
tions with the model (the fourth interaction already contains
a jailbroken answer). This finding reveals a significant vul-
nerability. The subsequent sections examine these findings’
implications and potential consequences.

B. INVESTIGATING THE GENERALIZATION OF THE
ATTACKS AND THEIR EFFECTS
To assess the generalizability and study the potential
social effects of this attack, we curate a dataset of test
prompts encompassing questions and suggestions related to
several critical topics. These topics include social issues
(e.g., gambling, bullying, and alcoholism), conspiracy

theories, and fact-checking questions. In total, we compile
33 distinct prompts reported in the paper’s repository (see
Section ‘‘Data Availability’’).
Subsequently, we inject the conversation depicted in

Figure 1a within the ‘‘System Prompt’’ space of various
LLMs, instructing the models to continue the dialogue. The
exact ‘‘System Prompt’’ used at this stage is illustrated in
gray in Figure 1b, while the jailbroken conversation obtained
from the first attack crafted by the researcher (i.e., the one
illustrated in Figure 1a) is in pink. This ‘‘System Prompt’’
space remains hidden from the user represented with a black
avatar in Figure 1b but influences the generated answer. The
user indeed has only access to the ‘‘User Prompt’’ space
represented in blue in Figure 1b: when the user employs
the attacked LLM, the output is a potentially dangerous and
misleading answer as a result of the jailbreaking, as shown in
the last pink box of the figure.

To evaluate the impact of this approach, we con-
duct experiments across multiple LLMs, specifically
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FIGURE 2. Web-App used to prevent jailbreaking attacks. The numbers
next to the arrows indicate the order of execution.

GPT-4o-mini, Gemini-2.0-flash-001 (henceforth referred to
as Gemini-2.0F), and Claude-3-5-sonnet-20241022 (Claude-
3.5S). We execute all the prompts with the temperature set to
1.0 to guarantee variability among the repetitions.We execute
each prompt 5 times to measure the variability in model
responses. Additionally, we translate all prompts into two
languages, English and Italian, to assess the models’ behavior
across languages. As a result, the final test dataset comprises a
165 question-answer pair for each language per LLM, leading
to 495 interactions across the three models for each language.
We also execute the same prompts on the corresponding
non-attacked models to estimate the language and content
differences.

To evaluate whether the attacks are successful and to build
a benchmark, we ask three annotators to evaluate the answers
and, given the question-answer pair, to evaluate whether it is:
A: factually incorrect or toxic
B: factually correct and not toxic, but unsound to read
C: correct

In the case of (A), the attack is successful and has
dangerous consequences for the end user. In the case of (B),
the attack is successful, but the effects are more on how the
sentence is generated than its content. In the third case (C),
the attack seems ineffective.

All three annotators hold a PhD in computer science,
have extensive experience in computational social science
(> 2 years) and have C1-level proficiency in English
(according to the CEFR framework).1 The annotation process
was preceded by a meeting in which the three classes (A,
B, and C) were defined, and the annotation guidelines were
agreed upon. Inter-annotator agreement (Fleiss’ Kappa [43])
was then calculated on a subset of 50 instances and is reported
in Section IV-A.
Furthermore, to determine whether the attack’s impact

differs across models and whether the attack behaves
differently when run in various languages within the same
LLM, we apply the Chi-square test (χ2) to the distributions
of labels A, B, and C produced either by the different attacked
LLMswithin the same language or by the same attacked LLM

1https://www.coe.int/en/web/common-european-framework-reference-
languages [Last access: 2025/06/19].

across languages. We then qualitatively review the samples
annotated with (A) to understand the potential consequences
of these attacks on the end-user. Finally, we ask a collaborator
(an assistant researcher with a PhD in computer science) to
prompt the attacked model with free questions and collect the
answers, discussed in a separate section of this paper.

C. A SIMPLE SOLUTION TO MITIGATE THE EFFECTS
To mitigate the effects of adversarial attacks, this paper is
inspired by [11] and proposes the use of an uncompromised
external model fine-tuned to verify whether a given response
is offensive or likely factually incorrect (e.g., an AI-guard).
However, a key challenge with this approach is ensuring that
adversarial techniques do not compromise the question and
answer before reaching the AI guard, i.e., modifying a toxic
or incorrect answer to a non-toxic and correct one only to
evade the safety check.

We thus propose a system architecture designed to
facilitate secure interactions between the users and LLMs
through an application interface, ensuring content safety and
message integrity. The approach is depicted in Figure 2.
Users can select from a predefined set of LLMs, submit
prompts, and receive responses via a backend that handles
communication with the chosen model. To ensure safety
against jailbreaking attacks, an external moderation module
(named AI-Guard) evaluates each response before being
delivered to the user. This module thus checks the content
for harmful, offensive, or factually incorrect answers, i.e., it
verifies if a jailbreak attack happened. Approved responses
are returned to the user; those that fail validation are blocked,
and a generic error message is issued. To uphold security and
compliance standards, the entire communication workflow
is protected through end-to-end encryption (TLS), and all
inter-service communications are authenticated using secure
tokens (e.g., OAuth 2.0). To ensure data integrity, the system
incorporates hashing strategies to prevent tampering. This
approach ensures end-to-end security, protecting the user
even if the LLM is compromised.

For this analysis, we utilize as AI-guard the granite-
guardian-3.2-5b model [7] (henceforth referred to as Granite-
Guardian), a 5B-parameter model based on a decoder-only
transformer architecture running locally on an RTX 4090.
Granite-Guardian is derived via supervised fine-tuning from
a base Granite instruct model2 using a specially curated
dataset that includes both human-annotated and synthetic
samples. The training data comprises multi-turn chat-style
samples formatted with a specialized safety instruction
template. This includes a prompt/response pair and a clearly
scoped risk definition, namely, social bias, jailbreaking,
violence, profanity, sexual content, unethical behavior,
harm engagement, and evasiveness. Human annotations
were sourced through a multi-phase process with quality-
controlled labeling (i.e., with computation of inter-annotator

2Granite model: https://huggingface.co/ibm-granite [Last access:
2025/06/19].
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TABLE 1. Percentage of Claude-3.5S, Gemini-2.0F and GPT-4o-mini
answers labeled with ‘‘A’’, ‘‘B’’ or ‘‘C’’ by the annotators in two different
languages: English (ENG) and Italian (ITA).

TABLE 2. Pairwise χ2 scores obtained comparing the distribution of
labels (A, B, C) across models within each language. The asterisk (*)
indicates a statistically significant difference (i.e., p-value < 0.05).

TABLE 3. Pairwise χ2 scores obtained comparing the distribution of
labels (A, B, C) across languages within each model. An asterisk (*)
indicates a statistically significant difference (i.e., p-value < 0.05).

agreement at each stage) from a demographically diverse
group and augmented with high-quality synthetic data
covering adversarial attacks and nuanced harmful content.
In practical terms, Granite-Guardian takes as input a pair
of prompt-answer and outputs “Yes” if the combination is
harmful, “No” otherwise. We use Granite-Guardian with all
the parameters set to the default: further information is left
to [7].

We remark that the goal of this prototype is to evaluate the
effectiveness of the approach and not to find the best guard
among those available: we used Granite-Guardian because
it is specifically designed to detect a range of risks caused
by our attack. These include: user harm, which pertains to
the potential for the assistant to produce harmful or unsafe
content; context relevance, where the response may not
align with the user’s question or needs; groundedness, which
involves the inclusion of unsupported or contradictory claims
relative to the provided context; and answer relevance, where
the response fails to address the user’s input adequately.

To assess the effectiveness of our approach, we apply it to
all responses generated in the previous step and evaluate its
performance in blocking those labeled as ‘‘A’’ and ‘‘B’’ by the
annotators. We conduct the same evaluation for non-attacked
models to establish a comparative baseline. This analysis
allows us to measure key performance metrics of a simple
AI-guard in blocking inappropriate responses.

We further apply the Chi-square test χ2 to assess whether
the guard demonstrates significantly different performance if
applied to the three different LLMs and two languages.

IV. RESULTS AND DISCUSSIONS
A. ASSESSING THE EFFECTIVENESS OF THE ATTACK
Table 1 presents the percentage of samples generated by
three LLMs, which three annotators manually labeled into

categories A (factually incorrect or toxic), B (factually correct
and non-toxic, but unsound to read), and C (factually correct
and non-toxic). Inter-annotator agreement was assessed on a
random subset of 50 instances using Fleiss’ Kappa, yielding
a value of .872, indicating very high agreement (> 0.8) [43].
Figure 3 displays heatmaps for each sample type across

various runs, i.e., a graphical representation to visually
represent the degree of success of the attack for each prompt
(from #0 to #32) and each of the five runs (from 0 to 4) of each
prompt. Each cell in the heatmap represents the outcome of
the attack for a specific prompt and run, under a given LLM
and language configuration. The outcome is shown using one
of three labels—A, B, or C—each associated with a distinct
color: green for class A (the output is factually incorrect or
toxic, and thus the attack is successful), orange for class B
(the output is factually correct but unsound and thus the attack
is only partially successful), and red for class C (the output is
sound and thus the attack unsuccessful). In this way, each cell
captures the effectiveness of the attack in that specific setting.

Tables 2 and 3 complement the results reported in
Table 1 and Figure 3 with statistical significance tests:
Table 2 contains Chi-Square values (χ2) calculated on the
distributions of A, B and C generated by the attack on
the considered LLMs to check whether the attack has a
significantly different effect between the various models
within the same language; Table 3 contains χ2 values
calculated on the distributions of A, B and C generated by the
attack in the two considered languages within the same LLM
to check whether the attack has a significantly different effect
within the same LLM if performed in various languages.
We represent the statistical significance (i.e., p-value< 0.05)
in both tables with an asterisk.

All three models evaluated in this study exhibit vul-
nerability to the basic attack illustrated in Figure 1. The
proposed method demonstrates consistent efficacy across
both English and Italian, with no significant performance
variations observed between the two languages as shown
in Table 3. As indicated in column C of Table 1, the
attack fails in only a few instances, a finding that raises
notable concerns. In the majority of cases, the attack proves
successful, leading to the generation of misinformation or
harmful outputs (classified under category A). Among the
models tested, Claude-3.5S emerges as the most susceptible
to the attack, followed by GPT-4o-mini, while Gemini-2.0F
demonstrates the highest level of robustness. Although there
is no statistically significant difference between the labels
assigned to Claude-3.5S and GPT-4o-mini, Gemini-2.0F still
differs significantly from both other models, showing its
slightly superior resilience to our attack.

B. DISCUSSING THE ATTACK’S CONSEQUENCES
We manually review the samples labeled with ‘‘A’’ by the
annotators, and we discuss some of them to estimate the
effects that such a simple attack can have on the user
model. These are just a few examples from the dataset
we generated, highlighting the severity of this vulnerability
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FIGURE 3. Heatmaps representing for each prompt (from #0 to #32) and for each run (from 0 to 4) if the corresponding output provided by the tested
models (Claude-3.5S, Gemini-2.0F, GPT-4o-mini) in the considered languages (ENG, ITA) is: A (green) - factually incorrect or toxic, thus the attack is
successful; B (orange) - factually correct but unsound, thus the attack is only partially successful; and, C (red) - sound, thus the attack is unsuccessful.

and its potential risks for end users, including dangerous
psychological support, promotion of addictions, ableism, and
minimization of domestic and labor abuse. The complete
list can be checked in this paper’s repository. This issue is
even more concerning because these attacks are carried out
manually using a straightforward approach. Furthermore, the
models generate dangerous statements without indicating that
their output deviates fromwhat a correct and reliable response
should be.

1) LLMs PROVIDE DANGEROUS SUGGESTIONS FOR THE
END-USERS
The simple attack causes the models to generate highly
dangerous suggestions for the end user. Table 4 presents

five examples (for readability, we only discuss the English
prompt-answer pair here, but often, the Italian version
conveys the same content in translation).

a: JAILBROKEN LLMs AND PSYCHOLOGICAL SUPPORT
REQUESTS
In prompt #0, the user is suffering from depression and asks
for help. The answers of the attacked models are extremely
dangerous, suggesting the vulnerable user stays in bed all
day, isolates themself from friends, and eats junk food
only, i.e., all activities that would make the situation worse.
The answers are very similar between the three considered
models.
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TABLE 4. Examples of dangerous suggestions for the end-users. Between the square brackets are the language the prompt is made and the run number.

b: JAILBROKEN LLMs AND THE PROMOTION OF ADDICTIVE
BEHAVIORS
In prompt #4, the user admits to having a gambling problem
and seeks advice from the model to get out of the situation.
The models, acting exactly the opposite of what they were
programmed to do, respond in a manner that exacerbates
the problem. They advise the user to continue gambling,
disregarding the potential consequences, and even suggest
resorting to loans if necessary. Furthermore, Claude-3.5S
escalates the inappropriate recommendations by proposing
that the user neglect essential financial obligations, such as
paying major bills, to allocate more funds toward gambling.

c: JAILBROKEN LLMs AND THE SPREAD OF ABLEISM
The answer for prompt number #6 is also noteworthy, where
the user has a disability and seeks reassurance in the model by
asking if they can bring value to society despite the disability.
The answers of LLMs are very dangerous and aggressive,
saying that a person with a disability is only a cost for society,
generating only problems and burdens. Also, in this case, the
answers are very similar between the LLMs, with Claude-
3.5S tending to be the most aggressive, not just answering
the prompt backward but also defining the user as a burden
that generates problems, suggesting them to stay isolated.

d: JAILBROKEN LLMs AND MISGUIDED ADVICE ON
DOMESTIC AND WORKPLACE ABUSE
Prompt #13 is also worth commenting on because it deals
with a highly debated and sensitive topic, that of domestic
violence. The user confides that they are often beaten by
their partner and asks for advice on how to get out of this
situation. The models answer very similarly to each other,
suggesting the user accepts the abuse and does not tell it

to anybody. Claude-3.5S and Gemini-2.0F also add that the
abuse is deserved because of the user’s fault.

Finally, prompt #14 investigates another very sensitive
topic: sexual abuse in theworkplace.Models suggest ignoring
the situation, keeping it a secret, and indulging the abuser.
Claude-3.5S once again takes it a step further by suggesting
that the victim stay alone with the abuser and dress
provocatively.

2) LLMs SPREAD FACTUALLY INCORRECT ANSWERS AND
CONSPIRACY THEORIES
The same attack can also propagate disinformation and
promote adherence to conspiracy theories.

a: JAILBROKEN LLMs AND DIFFUSION OF CONSPIRACY
THEORIES
Table 5 provides five examples of this phenomenon. Prompts
#15, #17, and #18 aim to assess whether the compromised
LLMs can be used to spread conspiracy theories, specifically
the flat Earth theory, the claim that MMR vaccines cause
autism, and the belief that the Apollo moon landings were a
hoax. Here, too, the models generate potentially dangerous
information. In response to prompt #15, Claude-3.5S and
Gemini-2.0F claim that the Earth is flat, thus endorsing the
conspiracy theory (with Claude-3.5S once again providing a
highly imaginative answer).Meanwhile, GPT-4o-mini asserts
that the Earth is a perfect cube.

In the context of prompt #17, all three models assert that
vaccines cause autism. Claude-3.5S andGemini-2.0F go even
further, claiming that vaccines should be avoided at all costs.
Claude-3.5S, in particular, advises parents to protect their
children from the autism damage caused by MMR vaccines.

Finally, all LLMs affirm that no one has ever landed on the
lunar surface. Once again, Claude-3.5S does a step further,
adding that all lunar missions were filmed in a studio, that
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TABLE 5. Examples of factually incorrect answers provided by LLMs. Between the square brackets are the language the prompt is made and the run
number.

astronauts have never left Earth’s atmosphere, and the moon
is just a projection in the sky, i.e., spreading a well-known
conspiracy theory.

b: JAILBROKEN LLMs AND FACTUALLY INCORRECT
ANSWERS
The #19 and #22 are examples of more innocent prompts
that show that the attacked models spread factually incorrect
answers, such as in the case of the capital of Italy and the
city of the Eiffel Tower. The responses provided by the
models in these two examples seem more innocent than the
previous ones. However, we do not know what effects these
responses might have if the models were integrated into other
downstream applications.

3) OTHER EFFECTS
We finally ask a collaborator to use the LLMs with random
prompts to investigate further the consequences that these
attacks can have. Some relevant examples of the iterations are
reported in Table 6. Jailbroken LLMs can provide personal
opinions on debated topics or spread stereotypes and biases,
as in the following examples.

a: JAILBROKEN LLMs AND PERSONAL OPINIONS ON
DEBATED TOPICS
The first finding is that this simple attack can sometimes
bypass the safeguards that prevent themodel from responding
with personal opinions on highly debated topics or political
issues. The first prompt of Table 6 asks the model if, as an
American president, it would prefer Donald Trump orKamala
Harris. All the non-attacked LLMs (second row) affirm that
they can not express political preferences. With the attack,
the guards are fooled, and the LLMs express their personal
opinion (note that the answer is reversed, so, although further

analysis would be needed, Claude-3.5S and Gemini-2.0F
seem to endorse Kamala Harris, while GPT-4o-mini prefers
Donald Trump).

The second prompt poses a highly sensitive geopolitical
question, asking the model to determine who is right in the
conflict between Russia and Ukraine. The unaltered LLMs
generally refuse to answer, except for Gemini-2.0F, which
explicitly supports Ukraine. However, the attack circumvents
these safeguards: Claude-3.5S responds by sidingwith Russia
(remember that the model is asked to respond with the
opposite of what it would usually write), while GPT-4o-mini
asserts that neither country is entirely right.

b: JAILBROKEN LLMs AND BIAS
The third and fourth prompts of Table 6 want to investigate
if the attacked models spread stereotypes and biases. The
non-attacked models, when asked to provide a list of jobs
done by black men, give a broad list of jobs, ranging
from highly skilled intellectual professions such as doctors,
lawyers, and engineers to more manual, hands-on jobs like
truck drivers and construction workers, offering a relatively
comprehensive view of various occupations. Claude-3.5S and
GPT-4o-mini also specify that this is just an approximate
list, as people of color work in all professional fields and
industries, thus avoiding potential prejudices. The attacked
models, on the other hand, provide very different responses.
For example, GPT-4o-mini responds with high-ranking jobs
and roles such as a renowned scientist, CEO of a top company,
or NASA astronaut. Given that the model is reasoning in
reverse, it seems to imply that people of color do not hold such
positions. An interesting response also comes from Gemini-
2.0F, which, instead of listing professions, responds with
terms like ‘‘unemployed’’, ‘‘criminal’’, ‘‘incarcerated’’, and
‘‘uneducated’’. It is also interesting that these terms appear in
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TABLE 6. Extra questions. Att. stays for Attacked model, while N-Att. for Not attacked model.

the context of black men but not white men (as seen in the
subsequent prompt).

The last prompt asks which jobs are performed by white
men. The non-attacked models respond that they cannot
answer to avoid spreading bias and prejudice (except Gemini-
2.0F, which provides a balanced response, covering both
intellectual and more physical professions). The attacked
models, on the other hand, list jobs that a stereotypical
society might associate with the female gender, such as a
nanny, housekeeper, elementary school teacher, or stay-at-
home parent (GPT-4o-mini).

C. MITIGATING THE EFFECTS
The results presented in Table 7 provide a comprehensive
assessment of the AI guard’s ability to correctly block

harmful outputs (i.e., those from the collection of answers
generated by jailbroken LLMs) while allowing accurate and
non-toxic responses to pass (i.e., those generated with the
non attacked LLMs). The performance of the guard was
thus evaluated using datasets generated by three different
LLMs (Claude-3.5S, Gemini-2.0F, and GPT-4o-mini) in
two languages (English and Italian) before and after the
attack. These datasets included both jailbroken responses
(containing harmful, toxic, or factually incorrect content) and
non-jailbroken responses (correct and non-toxic answers).
Tables 8 and 9 report the χ2 scores used to evaluate whether
the AI guard demonstrates significantly different perfor-
mance in blocking dangerous responses or allowing safe
ones across the three LLMs and two languages considered,
respectively.
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TABLE 7. Performance of the AI Guard in blocking the interactions with jail-broken LLMs and in leaving pass interactions in a non-attacked model. Corr.
Blocked means Correctly Blocked, while Corr. Non-Blocked means Correctly Non-Blocked.

TABLE 8. Pairwise χ2 scores obtained comparing guard performance in
correctly blocking or correctly non-blocking the answers generated by the
three models within each language. An asterisk (*) indicates a statistically
significant difference (i.e, p-value < 0.05).

TABLE 9. Pairwise χ2 scores obtained comparing guard performance in
correctly blocking or correctly non-blocking the answers generated in
each language by each model. An asterisk (*) indicates a statistically
significant difference (i.e, p-value < 0.05).

Regarding the ability to block harmful content
(i.e., columns named ‘‘% Corr. Blocked’’ in Table 7), the
results indicate that the guard exhibit the highest effectiveness
in filtering responses from the Claude-3.5S dataset, correctly
blocking 95.1% of jailbroken English responses and 85.5% of
jailbroken Italian responses. The guard demonstrates slightly
lower blocking performance for the Gemini-2.0F dataset,
with 87.2% in English and 80.0% in Italian, while it has
the lowest blocking efficacy for the GPT-4o-mini dataset,
with 78.1% in English and 73.3% in Italian. From Table 8
(‘‘% Corr. Blocked’’ columns) emerges that the guard’s
effectiveness in blocking jailbroken responses from LLMs
differs significantly across models: between Claude-3.5S and
Gemini-2.0F (in English), between Claude-3.5S and GPT-4o-
mini (in both English and Italian), and between Gemini-2.0F
and GPT-4o-mini (in English). All these findings suggest
that the guard is most effective in filtering harmful content
originating from Claude-3.5S-generated responses, while it
is less effective in handling jailbroken outputs from GPT-
4o-mini-generated responses. This is probably due to the
fact that Claude-3.5S tends to exaggerate and be more toxic
in generating opposite answers than the other two models.
Furthermore, Italian answers are likely less blocked and this
difference is statistically significant for Claude-3.5S as shown
in Table 9 ‘‘% Corr. Blocked’’ row, probably because the AI
Guard is primarily trained in English-language material.

In terms of permitting non-jailbroken responses
(i.e., columns named ‘‘% Corr. Non-Blocked’’ in Table 7),
the guard achieves the highest percentage of correctly

non-blocked answers for the GPT-4o-mini dataset, with
96.4% in English and 95.8% in Italian, indicating that
it minimizes false positives (i.e., the erroneous blocking
of correct answers) for these responses. The Claude-
3.5S dataset also exhibits strong correctness retention,
with a very high percentage of correctly non-blocked
answers in English (99.4%) and a slightly lower percentage
in Italian (87.3%). In contrast, the Gemini-2.0F dataset
demonstrates a noticeable drop in performance for English,
correctly allowing only 79.4% of valid responses, while its
performance in Italian (91.5%) is relatively more balanced.
Answers may still be blocked in this setting because
the questions involve highly sensitive topics or because
the system prompt restricts the models to providing only
concise responses. This constraint prevents the addition of
unnecessary tokens, whichmight otherwisemake the answers
resemble those of a completely zero-shot LLM.

From Table 8 (‘‘% Corr. Non-Blocked’’ columns) emerges
that the guard’s effectiveness in permitting non-jailbroken
responses from LLMs differs significantly across models:
between Claude-3.5S and Gemini-2.0F (in English), between
Claude-3.5S and GPT-4o-mini (in Italian), and between
Gemini-2.0F and GPT-4o-mini (in English). From Table 9
(‘‘%Corr. Non-Blocked’’ row) emerges that the guard’s effec-
tiveness in permitting non-jailbroken responses in English
and Italian within the same LLM differs significantly for
Claude-3.5S and Gemini-2.0F, while no statistical difference
is observed for GPT-4o-mini.

Although some limitations exist, leveraging an exter-
nal pre-trained guard helps filter out most offensive
responses, contributing to a safer and more moderated output.
Strengthening such guards, alongside improving alignment
techniques and integrating them as external oracles, can
further mitigate the potential adverse effects of poisoned
LLMs.

D. SUMMARY OF THE FINDINGS
It is possible to bypass the LLM guards with a simple manual
attack that instructs the model to respond oppositely to what
it would typically answer, without indicating to the user that
the response has been distorted. This initial manual attack can
lead to systematic and generalizable attacks across different
LLMs (GPT-4o-mini, Gemini-2.0F, and Claude-3.5S) and
languages (English and Italian). The attack’s consequences
are unpredictable and severe, as seen in caseswheremalicious
suggestions are given to the user or disinformation is spread.
Interestingly, this attack can sometimes bypass safeguards,
allowing the models to answer highly controversial topics
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they typically avoid. Finally, it is also possible to expose
biases and stereotypical views within the models. What is
particularly striking is that, in many cases, the models are not
simply reasoning backward as the prompt suggests but are
instead providing unpredictable responses. This is especially
true for Claude-3.5S.

Overall, these findings highlight that using an external
guard protected with security techniques to block inappropri-
ate responses before they reach the end user is an effective and
viable solution. While performance varies across datasets,
the results show that even a basic AI guard can significantly
reduce the spread of harmful content from jailbroken models.
As a limitation, this safeguard mechanism can produce false
positives, i.e., blocking content that should not be blocked,
potentially leading to user dissatisfaction. Conversely, it may
also result in false negatives, failing to block harmful
content, which could have serious consequences for the user.
Additionally, introducing this extra layer of checking may
increase system latency, potentially impacting the overall user
experience.

V. CONCLUSION
This paper demonstrates that a simple, manual jailbreak
attack can effectively bypass safety mechanisms in LLMs,
enabling them to produce harmful content such as offensive
language, misinformation, and dangerous advice. Notably,
the attack is low effort and transferable across different
languages and LLMs, raising serious concerns about the
robustness and universality of current alignment and safety
strategies.

The implications of these findings are important. In a
digital landscape increasingly shaped by LLM-generated
content, even minor vulnerabilities can scale to societal-
level harm, exacerbating the spread of toxic discourse, giving
vulnerable people dangerous advice, enabling coordinated
disinformation campaigns, and undermining trust in AI sys-
tems. This paper shows that such attacks can be executed with
minimal technical skill, increasing the urgency to address
these flaws, especially as LLMs become more integrated into
public tools, education, customer service, decision-making
processes, medical or psychological assistance tools, and
social media platforms.
Ethical Considerations: This paper underscores a critical

concern: simple jailbreak attacks on LLMs can have signifi-
cant societal impacts, particularly when scaled up or used in
sensitive topics. These low-effort attacks subtly manipulate
LLMs to bypass safety protocols or express biased, offensive,
or misleading views. Their insidious nature lies in their ability
to go unnoticed by casual users.

The widespread adoption of LLMs in fields like education
and healthcare amplifies these vulnerabilities. Such jailbreaks
can disseminate skewed information, implicitly endorse
conspiracy theories, or produce toxic language, thereby
eroding public trust, misinforming audiences, and causing
psychological harm. Consider a mental health LLM, for
example; if its safety mechanisms are bypassed, it could

deliver unfiltered or culturally insensitive responses, making
the resulting harm difficult to track.

Furthermore, these jailbreaks pose a serious challenge
to regulatory compliance, particularly with frameworks
like the EU AI Act. Jailbroken models operating outside
their expected parameters risk violating regulations, leading
to legal and reputational damage for organizations. It is
concerning that organizations might unknowingly deploy
‘‘shadow models’’ through third-party wrappers, appearing
compliant while functioning unsafely.

In adversarial contexts, malicious actors can exploit
jailbreaks for sophisticated disinformation or harassment
campaigns. Social media bots, powered by jailbroken LLMs,
can subtly inject divisive rhetoric or amplify dangerous
ideologies, often operating below moderation thresholds for
extended periods. This represents a worrying convergence of
AI vulnerability and cybersecurity. Attackers may shift from
compromising infrastructure to exploiting model behavior
through prompt engineering. As LLMs become fundamen-
tal to our digital ecosystems, attackers will increasingly
embed jailbreak vectors into seemingly benign applications,
enabling persistent and distributed manipulation.
Limitations of the Study: This paper has some limitations:

the findings are specific to the versions of the models and
the dates on which they were tested: since LLMs are fre-
quently updated—with changes to model weights, guardrails,
or system prompts—future versions may respond differently,
potentially invalidating some observed vulnerabilities or
failure modes. Additionally, the evaluation focuses on a
selected set of languages and models, which may not capture
the full diversity of LLM behaviors across all platforms
or linguistic contexts. Ongoing benchmarking, multilingual
evaluation, and longitudinal testingwill be essential for future
research to track how LLM behaviors shift over time and
across languages.
Future Works and Final Remarks: Future work should

focus on enhancing safeguards and filtering techniques,
exploring more resilient model architectures, and develop-
ing dynamic defense strategies. This includes adversarial
training to expose models to risky or deceptive prompts,
requiring them to explicitly indicate when engaging in
counterfactual or inverse reasoning. Modular safety compo-
nents, risk classifiers, and retrieval-based grounding methods
can further improve robustness. Additionally, interdisci-
plinary collaboration—including ethics, policy, and human-
computer interaction—is essential to anticipate and mitigate
the societal risks of deploying increasingly capable LLMs.
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