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A B S T R A C T

Inoculation – an intervention aimed at informing people of the threat of misinformation and the strategies used 
to spread it – is an increasingly popular approach for fighting fake news. While studies have shown inoculation to 
be effective in reducing the credibility of fake news, the evidence on whether it might also lead to undesirable 
side-effects, such as reduced credibility of true news, is mixed. Further, existing research has only rarely tested 
inoculation using real-life news, has not accounted for the potential issue of biased stimulus selection, and has 
not tested the assumed mechanism behind the inoculation’s effectiveness: the higher presence of misinformation 
strategies in fake vs. true news. The present research was designed to fill these gaps. Using a random stimuli 
approach and a dataset of real-life true and fake news headlines, Study 1 showed that inoculation decreased 
perceived accuracy (but not trustworthiness) of fake news (without changing the perceived accuracy of true 
news), and did not render people more cynical. Additionally, Study 2 showed that fake news contained more 
misinformation strategies than true news, and Study 3 found that the inoculation worked better on headlines that 
used more (vs. fewer) misinformation strategies. In sum, our findings suggest that inoculation is unlikely to have 
side effects, yet its effectiveness might be more limited than previously assumed. We thus contribute to the 
broader literature on reducing misinformation, and research on the effectiveness of the inoculation approach in 
particular.

1. Introduction

The rise of misinformation has been described as one of the key 
challenges of the 21st century, carrying with it numerous consequences 
– from endangering public health (Larson et al., 2011; Poland & Spier, 
2010; Van der Linden et al., 2021), to increasing political polarization 
and violence (Cook et al., 2017; Mozur, 2018), to eroding people’s trust 
in media, government, and other important institutions (Iyengar & 
Massey, 2019). Over the past decade, researchers have proposed a 
possible solution to this “infodemic”: inoculation interventions, which 
consist of exposing people to “weakened doses” of misinformation by 
making them familiar with the strategies used to spread misinformation 
(Compton, 2013; McGuire, 1964; Van der Linden et al., 2017).

While early research on inoculation showed promising results – 
demonstrating that it could reduce belief in misinformation across 
several domains, such as climate change (Van der Linden et al., 2017), 

vaccines (Jolley & Douglas, 2017), and GMOs (Wood, 2007), more 
recent studies have found mixed evidence for its effectiveness 
(Modirrousta-Galian & Higham, 2023). In addition, scholars have raised 
concerns that inoculation might have unintended side-effects, such as 
reducing the credibility not only of false but also of true information (e. 
g., Hoes et al., 2024). However, the evidence for such side-effects has 
been far from consistent, with some studies showing inoculation to be 
safe (Basol et al., 2021, Study 1; Harrop et al., 2023, Study 1; Lu et al., 
2023), and other studies finding side-effects (Basol et al., 2021, Study 2; 
Guess et al., 2020; Hameleers, 2023; Harrop et al., 2023, Study 3; Hoes 
et al., 2024; Maertens et al., 2024; Modirrousta-Galian & Higham, 2023; 
Van der Meer et al., 2023).

Notably, few of these studies 1) used real-life news to test the 
effectiveness of inoculation, and 2) none accounted for the risk of biased 
stimulus selection when examining the impact of inoculation on the 
perception of specific news items. The goal of the present research was 
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therefore to provide a more ecologically valid test of inoculation’s 
intended effects and unintended side-effects, by sampling from a large- 
scale dataset of real-life news containing both “fake” and “true” head
lines, and utilizing a random stimuli approach to account for method
ological bias in stimulus selection (Judd et al., 2012). In addition, we 
went beyond assessing the effect of the inoculation intervention on the 
perceived credibility of specific news headlines, and additionally tested 
whether it would “spill over” and contaminate individuals’ worldview 
by increasing their general cynicism (i.e., the belief that most people are 
driven by self-serving motives, Stavrova and Ehlebracht (2016)), and 
their cynicism towards the media (i.e., the belief that the media are 
driven by self-serving motives, Markov and Min (2022)) specifically.

Finally, inoculation interventions are based on the assumption that 
fake news contain specific misinformation “strategies” that true news do 
not and that drawing individuals’ attention to these cues inoculates 
them against misinformation. Consequently, inoculation can only be 
effective if, within the real media environment, “fake news” use more 
misinformation strategies than “true news”. Yet, to the best of our 
knowledge, this assumption has never been put to an empirical test. 
Here, using a larger dataset of real-life news headlines, we explore 
whether fake and true news indeed differ in the amount of misinfor
mation strategies they include. Thus, the present research offers several 
contributions: It tests 1) the effectiveness and 2) the potential side- 
effects of the inoculation intervention using the state-of-the-art 
random stimuli approach (Judd et al., 2012), 3) It extends the scope 
of side-effects examined in previous research by testing a potential spill- 
over on media cynicism and general cynicism, and 4) It tests the very 
assumption that the success of the inoculation is based on.

1.1. Testing the (side-)effects of inoculation

Inoculation, also termed “prebunking”, is a preventative approach to 
reducing the spread of, and people’s belief in, misinformation. Influ
enced by early research on persuasion, inoculation theory is grounded in 
the idea that being exposed to weakened versions of certain persuasion 
tactics used to spread misinformation will lead to the development of 
“antibodies” that are activated when encountering real misinformation 
(Compton, 2013; McGuire, 1964). In other words, being aware of the 
threat of misinformation and the strategies that are used to spread it can 
help protect individuals from believing the kind of misinformation they 
encounter in their daily lives. Early research on inoculation posited that 
this approach was not only very effective, but also that it was “immune 
to side-effects”. Indeed, many of the first studies that tested inoculation 
across different domains found that it both successfully reduced people’s 
belief in misinformation, and increased discernment between true and 
fake news items – such that fake news were believed less, while true 
news were believed more, or to the same extent, compared to the control 
condition (Maertens et al., 2021; Roozenbeek et al., 2020; Roozenbeek 
et al., 2021; Roozenbeek & van der Linden, 2019). Further support for 
this notion came from a 2023 meta-analysis, which showed that on 
average, inoculation successfully increased discernment between 
misinformation and true information, and even increased the perceived 
credibility of true information (across 12 and 26 studies, respectively) 
(Lu et al., 2023).1 Notably, however, both effects were subject to sub
stantial heterogeneity across the studies, with standard mean differences 
ranging from very small to moderate (in the case of discernment), and 
even ranging from positive to negative (in the case of credibility as
sessments of true information).

In addition, more recent findings – which were not included in the 
aforementioned meta-analysis – have put into question both the effec
tiveness of inoculations in general, as well as the notion of “side-effect 

immunity”. First, some scholars found evidence that inoculation low
ered the credibility of not just false, but also true information (Guess 
et al., 2020; Harrop et al., 2023, Study 3; Maertens et al., 2024). Second, 
a re-analysis of inoculation studies published between 2019 and 2021 
(Modirrousta-Galian & Higham, 2023) showed that only two out of five 
studies offered convincing evidence that discernment between true and 
false information was improved following the inoculation intervention, 
and argued that this result could be attributed to differences in ambi
guity between the (true and fake) news items participants were pre
sented with. Conversely, in three out of the five studies, the inoculation 
resulted in increased skepticism of all news, regardless of their veracity 
(Modirrousta-Galian & Higham, 2023). Similar findings were reported 
by Hoes et al. (2024), who compared the effectiveness of three misin
formation interventions, including inoculation (here termed “media 
literacy intervention”), across different countries, and found that all 
three either increased skepticism of all news, or were not effective at all 
(Hoes et al., 2024). Finally, two studies that focused specifically on the 
threat component of inoculation (i.e., the initial warning that misin
formation is something people should be wary of in daily life) found that 
it triggered a deception bias (i.e., a tendency to suspect all information 
of being deceptive), thus negatively affecting the credibility of real news 
(Hameleers, 2023; Van der Meer et al., 2023).

1.2. The problem of biased stimulus selection

Importantly, what a majority of previous studies did not take into 
account is how the ability to detect both inoculation effects and side- 
effects might be affected by the selection of (news) items used to test 
the success of the inoculation intervention. Specifically, many early 
inoculation studies tended to use fewer true news items than fake news 
items (e.g. 18 vs. 3), resulting in reduced reliability of the true (vs. fake) 
news items (see e. g. Maertens et al., 2020; Roozenbeek et al., 2021). 
Lower reliability implies a higher measurement error, which naturally 
limits a measure’s ability to correlate with any other measures, 
including being affected by an experimental manipulation (Spearman, 
1904). As a result, any difference in the effect of the inoculation on fake 
and true news might be the result of a methodological artefact (i.e., 
lower reliability of credibility judgments of true vs. fake news), rather 
than a true difference (see e. g. Meier & Perrig, 2000).

In addition, many inoculation studies use fabricated items for both 
true and fake news, with the main difference between the two being that 
the fake news items are intentionally designed to contain the misinfor
mation strategies that the intervention targets, while the true news items 
are designed not to contain such strategies (e.g., Roozenbeek et al., 
2021; Roozenbeek & van der Linden, 2019). As a consequence, it is 
plausible that the inoculation did not affect the credibility judgment of 
the true news items in these studies just because they were constructed 
without using the misinformation strategies targeted by the inoculation 
manipulation. Yet, whether true news are actually free of misinforma
tion strategies “in real life” remains an open question. Overall, 10 of the 
12 studies included in the aforementioned meta-analysis used artificial 
news items,2 while four studies also used an unequal number of true vs. 
fake news items (Lu et al., 2023).

Finally, although some research in this field has tried to go beyond 
artificial news items (Basol et al., 2021; Roozenbeek et al., 2022), or 
tested inoculation on both artificial and real news items (Maertens et al., 
2024), one additional issue remains. Namely, although all inoculation 
studies use a limited sample of news item stimuli, to the best of our 
knowledge, none of them account for the stimuli selection in their an
alyses. Typically, inoculation is tested on a number of true news and fake 
news items that are averaged to form mean credibility judgments of fake 
and true news, which are then compared to each other. This approach is 

1 Note that not all studies that measured the effect of inoculation on misin
formation (n = 31) also measured its effect on true information (n = 26) and 
vice versa. Only the 12 studies mentioned here measured both at the same time.

2 One study tested the inoculation using the Misinformation Susceptibility 
Test, which consists of both real and artificial news items.
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problematic, as it essentially ignores the possibility of systematic vari
ation between the stimuli. Such variation could result in a significant 
mean difference between the perceived credibility of fake and true news, 
which might not replicate in another study that uses different stimuli. 
Thus, the inconsistency of side-effects across the inoculation literature 
could be (partially) explained by such systematic stimulus variation. In 
addition, failing to account for stimulus variation can result in increased 
Type I error rates (Judd et al., 2012), such that inoculation appears more 
effective than it actually is.

In order to tackle these issues, and provide a thorough investigation 
of both the effectiveness and potential side-effects of inoculation, the 
present research thus followed a more ecologically valid and analyti
cally robust approach. First, we tested the inoculation on real-life true 
and fake news items, randomly selected from a large-scale dataset of 
true and fake news headlines (McIntire, 2017). This allowed us to 
examine whether inoculation holds up in a more realistic context and 
whether its effect generalizes beyond artificially constructed stimuli. 
Second, we balanced the number of true and fake news items, to avoid 
differences in their reliabilities (Meier & Perrig, 2000). Third, we 
accounted for systematic stimulus variation by employing a mixed- 
effects model that treats both participants and stimuli as simultaneous 
random effects, thus reducing the risk of Type I errors (Judd et al., 
2012). Using this improved methodology, we tested whether being 
exposed to an inoculation intervention would lower the credibility – as 
assessed in terms of perceived accuracy (H1a), and trustworthiness 
(H1b) – of both true and fake news headlines.

1.3. From reduced credibility to cynicism

While the possible side-effects of inoculation are gaining increased 
research attention (e.g., Hameleers, 2023; Van der Meer et al., 2023), 
the focus has largely remained on exploring the risk it might pose for the 
perceived credibility of true news. However, the threat component of 
inoculation interventions might not only undermine the perceived 
credibility of true (as well as fake) news, but also individuals’ general
ized beliefs about the media, in the form of media cynicism. Media 
cynicism is defined as “a generalized antagonism toward mainstream 
news media”, characterized by negative expectations about media ac
tors’ journalistic integrity and the perception that media actors are 
driven by self-serving motives (such as increasing user engagement at 
any cost or promoting a certain political agenda) (Markov & Min, 2022). 
People who are cynical towards the media reject the notion that its goal 
is to serve the public, instead attributing purely malicious and manip
ulative intentions to media actors.

Because inoculation is predicated on warning individuals about the 
possibility that certain media will try to manipulate them, it stands to 
reason that this type of intervention might also increase individuals’ 
cynicism towards the media. Indeed, previous research has shown that 
merely being exposed to discussions about fake news can lower people’s 
trust in the media (Van Duyn & Collier, 2019). As within the inoculation 
intervention, individuals are not only confronted with the existence of 
misinformation, but are also explicitly warned about the different stra
tegies used by media actors to spread it, stronger media cynicism might 
represent another – previously untested – side-effect of the inoculation 
treatment.

In addition to increasing people’s media cynicism, there is reason to 
believe that inoculation might affect people’s general cynicism as well. 
Cynicism is defined as “the belief that other people are driven primarily 
by self-interest” (Stavrova & Ehlebracht, 2016, 2019). Even though 
cynicism represents a moderately stable dimension of individual dif
ferences, it has been shown to increase after negative social experiences 
(Stavrova et al., 2020) and in situations that increase one’s dependence 
on others (Stavrova & Ehlebracht, 2019). More importantly, cynicism 
has been shown to be particularly sensitive to the experience of threat 
(Stavrova et al., 2023), rendering increased cynicism another potential 
side-effect of the inoculation treatment. As such, our third goal was to 

investigate the potential consequences of inoculation for both general 
cynicism, and one of its domain-specific forms that is particularly rele
vant in the context of misinformation: media cynicism. Based on the 
notion that inoculation messages point to a clear vested interest that can 
be ascribed to both the producers of misinformation (i. e, the news 
media) and the consumers and spreaders of misinformation (i. e., people 
in general), we hypothesized that being exposed to an inoculation 
intervention would increase people’s cynicism towards the news media 
(H2a), as well as their general cynicism (H2b).

1.4. Testing the underlying assumptions of inoculation theory

Beyond potentially inflating the effectiveness of inoculation in
terventions, the problem of biased stimulus selection we laid out pre
viously also carries another, often overlooked, implication. Because 
inoculation research has largely opted to use artificial news items, the 
underlying assumption of inoculation paradigms – that fake news use 
“misinformation strategies” (e.g., Polarization, Emotional Language, 
Conspiracy Theories), while true news do not – has remained untested. 
Indeed, some scholars have raised the possibility that “some of the 
manipulative techniques the [inoculation] games seek to teach partici
pants about are present in both fake news and true news”, especially 
given a media climate that is focused on generating as many clicks as 
possible in the ever-shifting attention economy (Modirrousta-Galian & 
Higham, 2023, p. 66).

Despite these concerns, however, this possibility has not been 
formally tested in existing inoculation research. The second goal of this 
research was therefore to address this gap, by investigating whether fake 
news headlines indeed contain more misinformation strategies, and 
whether the inoculation would be more effective for headlines with a 
higher (vs. lower) misinformation strategy use. Specifically, we hy
pothesized that fake news headlines would be rated as using more 
misinformation strategies than true news headlines (H3) and that 
inoculation would be more effective for headlines that use misinfor
mation strategies compared to headlines that do not (H4).

1.5. Overview of studies

We tested our hypotheses across three online studies. Study 1 was 
aimed at 1) providing a thorough investigation of the intended effects 
and unintended side-effects of inoculation (i.e., testing whether being 
inoculated would lower the perceived accuracy (H1a) and trustworthi
ness (H1b) of both true and fake news) using a random stimuli approach, 
2) testing whether receiving an inoculation treatment would make 
people more cynical towards the news media (H2a), as well as people in 
general (H2b). Participants were first presented with either a text-based 
inoculation intervention, which described five misinformation strategies 
that they should look out for (Discrediting Opponents, Emotional Lan
guage, Polarization, Conspiracy Theories, and Clickbait), or a control 
text. They were then asked to rate the perceived accuracy and trust
worthiness of 120 (60 true and 60 fake) news headlines randomly 
selected from a large-scale dataset of real-life headlines (McIntire, 
2017), with each participant rating a random block of ten (five true and 
five fake) headlines. Subsequently, they completed measures of news 
media cynicism and general cynicism.

In Study 2, we instead had a new sample of participants rate the same 
headlines on the perceived presence of the five misinformation strate
gies targeted by the inoculation manipulation in Study 1 (Discrediting 
Opponents, Emotional Language, Polarization, Conspiracy Theories, 
and Clickbait). We then compared their ratings between the true and 
fake headlines, in order to test whether fake headlines contained more 
misinformation strategies than true headlines (H3). Finally, in Study 3, 
we combined the data from Study 1 and Study 2 to test whether the 
inoculation was more successful when applied to headlines that use 
more misinformation strategies, compared to those that use fewer 
misinformation strategies (H4). We report all manipulations, measures, 
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and exclusions in these studies.
The materials and data for all three studies can be accessed at: htt 

ps://osf.io/mh3vj/?view_only=a7da587c3b39499ab58d84419f63d 
c88. All three studies, including hypotheses, procedures, and analysis 
plans, were pre-registered (see https://aspredicted.org/fsky-d3s4.pdf
and https://aspredicted.org/ndb7-wcfs.pdf3). We did not deviate from 
these pre-registrations.

2. Study 1

2.1. Method

2.1.1. Inoculation treatment
Inoculation generally consists of two components: 1) a warning 

about encountering misinformation and 2) exposure to the strategies or 
arguments commonly used in misinformation campaigns. The inocula
tion literature contains different operationalizations of these compo
nents, with some taking the form of a text presenting in-depth 
counterarguments to common misinformation talking points in a 
particular domain (e.g., vaccine hesitancy, Vivion et al., 2022), and 
others using a gamified approach, where participants learn about gen
eral misinformation strategies, and can create examples of misinfor
mation themselves (see Basol et al., 2020, Roozenbeek & van der Linden, 
2019, 2020). In the present study, we employed a combination of these 
approaches, by using a text-based inoculation (see Cook et al., 2017; Van 
der Linden et al., 2017; Vivion et al., 2022), which warned participants 
about encountering misinformation and provided them with a list of 
strategies commonly used to spread misinformation that they should 
look out for. For the latter, we selected the most relevant strategies from 
the DEPICT framework (Basol et al., 2020; Maertens et al., 2020; Roo
zenbeek & van der Linden, 2019) – Discrediting Opponents, Emotional 
Language, Polarization, and Conspiracy Theories,4 and included a fifth 
strategy that we considered particularly relevant in the context of news 
headlines – Clickbait. We selected this particular combination because it 
1) includes the basic tenets of inoculation theory (a warning about 
misinformation and examples of the forms it can take), 2) is not limited 
to a particular domain, but applies to all types of news, 3) uses an 
established framework of misinformation strategies (DEPICT), 4) re
sembles news literacy interventions commonly employed in real-life 
contexts (where participants often lack the time to play a game or 
read longer texts with detailed arguments; see e.g., Facebook’s “Tips to 
spot fake news”, or “10 tips from WhatsApp to spot fake news”), and thus 
contributes to the external validity of our studies, and 5) is easily 
implemented, and therefore potentially easily scalable.

In Study 1, participants were randomly assigned to either an inocu
lation condition or a control condition. Participants in the inoculation 
condition received the inoculation text, while participants in the control 
condition read a text of similar length about the history of sushi (see 
Amazeen, 2021; Banas & Miller, 2013; Bessarabova & Banas, 2024). The 
complete inoculation and control texts can be found in the Supple
mentary Materials.

2.1.2. Headline selection
In order to test the inoculation on real-life news headlines, we 

sampled from a large-scale dataset (N = 6,335) of headlines, published 
during the 2016 U.S. election cycle, and classified as either “TRUE” or 
“FAKE” (McIntire, 2017). This dataset was originally created by merging 

two datasets comprised of true and fake news, respectively. The true 
news were webscraped from All Sides, a website hosting news articles 
from across the political spectrum, while the fake news were selected 
from an existing dataset of 13,000 articles, scraped from 244 websites 
and previously tagged as “bullshit” by the BS Detector Chrome Extension 
(Sieradski, 2016). More detailed information about the procedure can be 
found here. To achieve sufficient power, we aimed to select 120 (60 true 
and 60 fake) headlines from this dataset (Judd et al., 2017). To do this, 
we first shuffled the original order of headlines, separately for the true 
and fake news headlines. Next, we inspected the first 100 true and the 
first 100 fake headlines using seven exclusion criteria. These criteria 
were selected to ensure that headlines were clear, interpretable, and 
conveyed information that could be (correctly or not) evaluated in terms 
of its accuracy and trustworthiness, and that participants’ familiarity 
with the events mentioned would not interfere with this evaluation. 
Specifically, headlines were excluded if they 1) were not phrased as clear 
statements (e.g., “Hope, Change, Lies and Greatness”); 2) were phrased 
as questions (e.g., “Statistical Propaganda: How many Syrians has US 
regime-change killed?”); 3) referred to an ongoing event (i.e., an event 
that was already concluded by the time of running the study, but 
phrased as ongoing in the headline), such as the 2016 Trump and 
Clinton campaigns (e.g., “Assange: Donald Trump Won’t Be Allowed to 
Win – Clinton & ISIS Funded by Same Interests”); 4) were opinion pieces 
(e.g., “To finish MLK’s work, face up to racism (Opinion)”); 5) did not 
constitute news (e.g., ads, comments, photos, videos); 6) were difficult 
to understand (i.e., the meaning was unclear or required very niche 
knowledge to grasp, such as “LUCIFER in the Temple of the Dog II”); 7) 
were deemed too outlandish (e.g., news about aliens).5 We continued to 
sample in blocks of 100 using our exclusion criteria until we reached our 
desired sample size of N = 60 true headlines and N = 60 fake headlines. 
In total, 132 (out of 192 scanned) fake news and 126 (out of 186 scan
ned) true news headlines were excluded to reach this saturation point. A 
Chi-Square test comparing these ratios showed that they were not 
significantly different from one another (χ2(1) = 0.04, p = .833).

2.1.3. Sample size
To arrive at our desired sample size, we conducted a simulation- 

based power analysis using the R package simr (Green & MacLeod, 
2016). We first determined that, to avoid attention attrition, each 
participant should only rate 10 of the 120 headline stimuli, and that 
each stimulus would therefore be presented 36 times (a number deemed 
sufficient to generate reliable mean inferences, see Rosenbusch et al., 
2021). This resulted in a sample size of 432 participants. We simulated 
the dataset with these parameters. A total of 10,000 simulations of this 
data indicated that, based on an alpha level of .05, this sample size 
would allow us to detect a small effect of condition (b = 0.10), and a 
small interaction effect of condition × headline veracity (b = 0.20) with 
at least 80 % power. To account for participants failing the compre
hension checks or completing the study in less than three minutes (i.e., 
our pre-registered exclusion criteria), we aimed to recruit a total of 450 
participants. Note that our final sample size, N = 388 (see “Participants” 
section below) provided at least 80 % power to detect effects of b = 0.19 

3 We originally conceptualized Studies 2 and 3 as one study (this was later 
amended to improve the structure and readability of the manuscript). As a 
result, the hypotheses, procedures and analysis plans for both studies are con
tained within one pre-registration.

4 The strategies Impersonation and Trolling were not considered relevant in 
this context, given that they are more common on social media than in the 
context of reading news headlines per se.

5 Note that this procedure does not entirely eliminate the risk of stimulus 
selection bias, (i.e., it does not guarantee that the selected headlines are 
representative of the larger set of headlines they were selected from). Never
theless, we believe that it helped to substantially reduce the stimuli selection 
bias present in previous inoculation studies by using a dataset comprised of real 
news headlines scraped from a variety of websites and including news from 
across the political spectrum (where previous inoculation studies frequently 
used datasets consisting entirely of artificial news items, i.e., news items that 
the researchers created specifically for the study, see e.g., Basol et al., 2020) 
and introducing (more) random sampling (where previous inoculation studies 
often used fixed datasets of 6–21 stimuli to test the inoculation, see e.g., Roo
zenbeek & van der Linden, 2019).
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and above in our multilevel analyses, when accounting for an alpha level 
of .05.6

2.1.4. Procedure
Participants first read either the inoculation or the control text. Both 

texts were presented for at least 12 s, such that participants could only 
continue onto the next page after this set time had passed. This was 
followed by a comprehension check: In the inoculation condition, par
ticipants were asked “Which type of news should you be wary of?”, with 
response options a) “News that focus on issues that pit two groups 
against each other” (correct), b) “News that make you doubt your 
existing beliefs and opinions.” (incorrect), c) “News that use simple 
language.” (incorrect). In the control condition, participants were given 
a similar comprehension question about the history of sushi text. Next, 
we presented participants with the 120 headlines, divided into twelve 
blocks. Each participant was randomly shown one of the twelve blocks, 
containing ten (five true and five fake) headlines, all presented in a 
random order. Participants then rated the perceived accuracy and 
trustworthiness of each headline. After completing the ratings, they 
filled out measures of media cynicism and general cynicism (presented 
in counterbalanced order). Finally, we asked participants to report their 
familiarity with the headlines, level of news literacy, and demographics. 
After completing the study, participants were debriefed about the goal of 
the study (including a detailed breakdown of which headlines were true 
and which were fake) and paid £0.90 for their participation.

2.1.5. Dependent measures
Perceived Headline Credibility. For each headline, participants 

were asked 1) “How accurate do you think the content of this headline 
is?” (perceived headline accuracy, 1 = not accurate at all; 7 = very ac
curate), 2) “How much do you trust the content of this headline?” 
(perceived headline trustworthiness, 1 = I do not trust it at all, 7 = I trust it 
completely).

Media Cynicism. We measured participants’ cynicism towards the 
news media with the Media Cynicism scale (Markov & Min, 2022). This 
scale was developed specifically to measure media cynicism and consists 
of 10 items (e.g., “Journalists are prepared to lie to us whenever it suits 
their purposes.”) rated on a 7-point scale (1 = strongly disagree, 7 =
strongly agree). The scale showed excellent reliability in our sample 
(Cronbach’s α = 0.89; McDonald’s ω = 0.92).

General Cynicism. Participants’ general cynicism was assessed with 
the Cynical Distrust scale (Greenglass & Julkunen, 1989), a common and 
well-validated measure of cynical beliefs (see e.g., Choy et al., 2021; 
Kaplan et al., 2004; Stavrova et al., 2020). The scale comprises eight 
items (e.g., “I think most people would lie to get ahead.”), which were 
rated on a 7-point scale (1 = strongly disagree, 7 = strongly agree), and 
had very good reliability (Cronbach’s α = 0.88; McDonald’s ω = 0.91).

2.1.6. Control variables
Headline Familiarity. To account for the possibility that partici

pants’ familiarity with the headlines would impact our results, we 
included three headline familiarity items, namely: “How familiar were 
you with the names/people mentioned in the headlines you read 
earlier?”, “How familiar were you with the locations mentioned in the 
headlines you read earlier?”, and “How familiar were you with the 
topics of the headlines you read earlier?” (1 = very unfamiliar, 7 = very 
familiar).

News Literacy. We included a one-item measure of news interest 
(“How interested would you say you are in keeping up with the news?”, 
1 = not interested at all, 6 = very interested), and two items measuring 
news consumption: “How often do you check the news, on average?” (1 
= Less than once a week, 5 = Several times a day) and “Which of the 

following do you use as a source of news (multiple answers possible)?”, 
with the following options: TV, Radio, Print Newspapers, Online 
Newspapers, Social Media, Other [namely…].

Demographics. Finally, we asked participants to report their age, 
gender, education level, and political orientation.

2.1.7. Participants
Participants were recruited via Prolific in December 2022, resulting 

in an initial sample of N = 465 (inoculation condition: 232; control 
condition: 233). Of those participants, five were excluded because they 
completed the survey in less than three minutes (3 in the inoculation 
condition, 2 in the control condition), and 72 were excluded due to 
failing the comprehension check (47 in the inoculation condition (final 
N = 182), and 25 in the control condition (final N = 206)),7 as per our 
pre-registered exclusion criteria. Thus, our final sample comprised a 
total of N = 388 participants (193 women, 188 men, 3 non-binary 
participants, and 4 participants who did not disclose their gender), 
with an average age of 28.81 (SD = 10.13). A majority of participants 
(63.5 %) had obtained at least a Bachelor’s degree as their highest de
gree of education. In regards to their political orientation, participants 
were slightly left of center on average (M = 3.49, SD = 1.36). In terms of 
their news interest and consumption, participants were moderately 
interested in keeping up with the news (M = 3.21, SD = 1.14), and about 
half (53.1 %) checked the news at least once a day. They got their news 
primarily from social media (33.5 %) or online newspapers (29 %), 
followed by TV (22.7 %), radio (8.9 %), print newspapers (4.1 %), and 
other sources (1.8 %), such as YouTube, podcasts, etc. Finally, people’s 
familiarity with the headlines was above or around the mid-point of the 
scale for the names and people mentioned (M = 4.21, SD = 1.08), the 
locations mentioned (M = 3.71, SD = 1.24), and the topics mentioned 
(M = 3.45, SD = 1.11) in the headlines.

2.2. Results

2.2.1. Correlations
An overview of correlations between the study variables can be 

found in the Supplementary Materials.

2.2.2. Perceived accuracy of headlines
Interaction. In order to test the effectiveness and potential side- 

effects of the inoculation on the perceived accuracy of headlines 
(H1a), we first compared participants’ accuracy ratings for the true and 
fake news headlines across conditions using a multilevel regression,8

with the following predictors: condition (1 = inoculation, 0 = control), 
headline veracity (1 = fake news, 0 = true news) and a condition x 
headline veracity interaction. We also included a random intercept of 
participants and headlines. Results showed a significant interaction ef
fect between condition and headline veracity (t(3401) = − 2.40, b =
− 0.20, SE = 0.08, CI9 [− 0.37; − 0.04], p = .016, d = 0.08). We probed 
this interaction using simple slopes, which showed that participants who 
were given the inoculation treatment could better differentiate the ac
curacy of fake and true news (n = 182, t(169) = − 5.84, b = − 0.61, SE =
0.10, CI [− 0.82; − 0.41], p < .001) than participants in the control 

6 As calculated using a simulation-based sensitivity analysis conducted with 
the R package simr (Green & McLeod, 2016).

7 Note that we compared the participants who were excluded based on the 
comprehension check item in each condition on our demographic and news 
literacy variables (age, education, political orientation, news consumption, and 
news interest), using independent samples t-tests, to ensure that this imbalance 
in exclusions would not result in a difference in competence between the two 
conditions. We found that the two groups did not differ significantly from one 
another on any of these variables (see Supplementary Materials for the full 
analyses).

8 All multilevel analyses in these studies were conducted using the R package 
lme4 (Bates et al., 2015)

9 Here and throughout the paper: 95 % CI.
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condition (n = 206, t(155) = − 3.98, b = − 0.41, SE = 0.10, CI [− 0.61; 
− 0.21], p < .001) (see Fig. 1) – providing evidence that the inoculation 
worked as intended. Finally, additional simple slope analyses showed 
that the effect of the condition on perceived headline accuracy was 
significant for fake news (t(646) = 3.72, b = − 0.33, SE = 0.09, CI 
[− 0.50; − 0.15], p < .001), but not true news (t(646) = − 1.40, b =
− 0.12, SE = 0.09, CI [− 0.05; 0.29], p = .163) – providing evidence 
against inoculation side-effects. The interaction effect remained signif
icant when controlling for age, gender, familiarity with headlines 
(names, locations, and topics), news consumption, news interest, and 
political orientation (by including their interaction terms with condition 
into the model), as per our pre-registration (for the full results of these 
analyses, see Supplementary Materials).

2.2.3. Perceived trustworthiness of headlines
Interaction. Next, we tested the condition x headline veracity 

interaction on the perceived trustworthiness of headlines (H1b). There 
was no significant interaction effect between condition and headline 
veracity (t(3400) = − 1.11, b = − 0.10, SE = 0.09, CI [− 0.27; 0.08], p =
.267, d = 0.04), indicating that participants in the inoculation condition 
did not rate fake news as less trustworthy (compared to true news) than 
participants in the control condition (see Fig. 2). This effect remained 
consistent when controlling for age, gender, familiarity with headlines 
(names, locations, and topics), news consumption, news interest, and 
political orientation (by including their interaction terms with condition 
into the model). For the full results of these analyses, see Supplementary 
Materials.

2.2.4. Media cynicism
To test whether the inoculation treatment resulted in increased 

media cynicism, we ran a t-test comparing participants’ media cynicism 
between the two conditions. We found no significant difference between 
conditions (t(385) = − 0.87, p = .386, d = 0.09).10 Participants exposed 
to the inoculation treatment (n = 182, M = 4.68, SD = 0.96) were not 

more cynical about the news media than participants in the control 
condition (n = 205, M = 4.77, SD = 1.02).

2.2.5. General cynicism
To test whether the inoculation treatment increased participants’ 

general cynicism, we ran a t-test comparing participants’ general cyni
cism between the two conditions. Again, there was no significant dif
ference between conditions (t(385) = − 0.87, p = .383, d = 0.09). 
Participants exposed to the inoculation treatment (n = 182, M = 4.25, 
SD = 1.15) were not more cynical than participants in the control con
dition (n = 205, M = 4.35, SD = 1.17).

2.2.6. Exploratory analyses
Main effects of condition and headline veracity. While our main 

confirmatory analyses were focused on the interaction effect between 
condition and headline veracity, we also explored the main effects of 
these variables on our dependent variables separately. Using multilevel 
regressions with condition as the predictor, and perceived accuracy and 
trustworthiness as the respective dependent variables, along with a 
random intercept of participants and headlines, we found that condition 
(1 = inoculation, 0 = control) negatively predicted perceived headline 
accuracy (t(382) = − 2.93, b = − 0.22, SE = 0.08, CI [− 0.37; − 0.07], p =
.004, d = 0.30), but not perceived headline trustworthiness (t(381) =
− 1.19, b = − 0.09, SE = 0.08, CI [− 0.25; 0.06], p = .234, d = 0.12). 
Running the same analysis with headline veracity (1 = fake headline, 0 
= true headline) as the sole predictor, we found that it negatively pre
dicted both perceived headline accuracy (t(112) = − 5.33, b = − 0.50, SE 
= 0.09, CI [− 0.69; − 0.32], p < .001, d = 1.00) and perceived headline 
trustworthiness (t(113) = − 5.87, b = − 0.60, SE = 0.08, CI [− 0.80; 
− 0.40], p < .001, d = 1.11).

Including random slopes. To further test the robustness of our 
findings, we re-ran our main analyses and included 1) a random slope of 
condition across headlines, 2) a random slope of headline veracity across 
participants, and 3) both of these random slopes in the same model. This 
allowed us to account for additional heterogeneity in the effect of the 
condition across headlines, as well as in the rating of true vs. fake news 
across participants (see Judd et al., 2012). The interaction effect be
tween the condition and headline veracity on perceived headline accu
racy remained significant across all three models, while the interaction 
effects on perceived headline trustworthiness remained non-significant. 

Fig. 1. Interaction effect between condition and headline veracity on perceived 
headline accuracy. 
Note. Error bars indicate 95 % confidence intervals.

Fig. 2. Interaction effect between condition and headline veracity on perceived 
headline trustworthiness. 
Note. Error bars indicate 95 % confidence intervals.

10 Note that the sample size for these analyses was smaller than that of the 
total sample (N = 387), as one participant did not complete the cynicism 
measures.
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The full results of these analyses can be found in the Supplementary 
Materials.

Bayesian analyses. Despite the fact that the effect of condition on 
the perceived accuracy of true news headlines did not reach significance, 
the estimated coefficient of this effect followed the same general pattern 
as the condition effect on fake news headlines (b = − 0.12, p = .163). 
Thus, as an additional robustness check of our findings regarding the 
lack of inoculation side-effects, we conducted Bayesian analyses to 
examine the amount of evidence in favor of this null result. To do this, 
we first split our sample based on headline veracity and then examined 
the evidence for (the absence of) an effect of condition on perceived 
headline accuracy and trustworthiness for the true-news sample only. 
Bayesian analyses using the R packages brm (Bürkner, 2017) and 
bayestestR (Makowski et al., 2019) showed moderate evidence in favor 
of a null effect of condition on the perceived accuracy of true news 
headlines (BF10 = 0.25) and the perceived trustworthiness of true news 
headlines (BF10 = 0.11). Further, we used additional Bayesian analyses 
to examine the amount of evidence in favor of the inoculation’s effect (or 
lack thereof) on the perceived accuracy and trustworthiness of the fake 
news headlines. The results of these analyses showed strong evidence in 
favor of the alternative hypothesis for the inoculation lowering the 
perceived accuracy of fake headlines (BF10 = 24.65) and moderate ev
idence in favor of the null hypothesis for the inoculation lowering the 
perceived trustworthiness of fake headlines (BF10 = 0.29).

Finally, we examined the evidence for (the absence) of an effect of 
condition on media cynicism and general cynicism using Bayesian an
alyses with the default priors in JASP (Heo et al., 2020). The results 
showed moderate evidence in favor of a null effect of condition on both 
media cynicism (BF10 = 0.16) and general cynicism (BF10 = 0.16).

2.3. Discussion

In sum, the results of Study 1 provided evidence against inoculation 
side-effects: First, our inoculation did not lower the perceived accuracy 
or trustworthiness of true headlines, relative to the control condition (i. 
e., there was no support for H1a or H1b). Second, being inoculated 
against misinformation did not increase individuals’ cynicism towards 
the media, nor their general cynicism (i.e., there was no support for H2a 
or H2b). However, we also found mixed evidence for the effectiveness of 
the inoculation: It successfully increased participants’ ability to distin
guish between true and fake news when they were asked to evaluate 
their accuracy, but not when they were asked to evaluate their 
trustworthiness.

Notably, the ecologically valid approach we pursued meant that the 
headlines we showed participants were not constructed to either contain 
(in the case of fake headlines) or not contain (in the case of true head
lines) the misinformation strategies pointed out in the inoculation. As 
such, the effectiveness of the inoculation could have been reduced due to 
the existence of fake news headlines that did not contain these strate
gies, as well as the existence of true news that did contain them. To 
follow up on this possibility, in Study 2, we aimed to test whether the 
fake news headlines were actually more likely to use misinformation 
strategies than the true news headlines (H3).

3. Study 2

3.1. Method

3.1.1. Misinformation strategy use
In order to determine whether fake news headlines were more likely 

to use misinformation strategies than true news headlines, we presented 
participants with the headlines from Study 1 (N = 120) and had them 
rate each one on the extent to which they included the five strategies 
participants had been warned about in the inoculation manipulation in 
Study 1 (Discrediting Opponents, Emotional Language, Polarization, 
Conspiracy Theories, and Clickbait). Specifically, for each of the ten 

headlines they read, we asked them to respond to the following ques
tions: 1) “To what extent does this headline cast doubt on the reputation 
of certain groups or public figures?”, 2) “To what extent does this 
headline appeal to emotions?”, 3) “To what extent is this headline 
polarizing?”, 4) “To what extent does this headline use conspiratorial 
language (i.e., tries to make you doubt mainstream narratives and pro
vide alternative stories in which a small sinister group of people is 
responsible for doing harm to many)?”, 5) “To what extent does this 
headline try to clickbait readers?” (1 = not at all, 7 = completely). In 
addition, we had participants rate the headlines on a sixth factor – 
Ambiguity. As previous research has claimed that the effects of inocu
lation could be explained by a difference in ambiguity between true and 
fake news, such that the fake news stimuli in certain studies were more 
ambiguous than the true news stimuli (Modirrousta-Galian & Higham, 
2023), we included ambiguity as an exploratory variable in Study 2. 
Thus, for each headline, participants were also asked “To what extent is 
this headline ambiguous (i.e., can be interpreted in more than one 
way)?”

3.1.2. Headline familiarity, news literacy, and demographics
We used the same measures as in Study 1 (presented in randomized 

order following the misinformation strategy ratings), with the exception 
of the item asking about participants’ preferred news sources.

3.1.3. Sample
Sample size. We based our desired sample size on Rosenbusch et al. 

(2021), who showed that 25 raters are sufficient to achieve good inter- 
rater reliabilities and thus generate reliable mean inferences. We 
therefore planned to have each headline rated on each dimension at 
least 25 times. With each participant rating 10 headlines out of the total 
sample of 120, this required a total sample of 300 participants. To ac
count for participants failing an attention check or completing the study 
in less than two minutes (i.e., our pre-registered exclusion criteria), we 
aimed to recruit 330 participants. Note that our final sample size, N =
350 (see “Participants” section below) provided at least 80 % power to 
detect effects of b = 0.39 and above in our multilevel analyses, when 
accounting for an alpha level of .05.11

Participants. As in Study 1, we recruited participants via Prolific. 
Since some Study 1 participants indicated lesser familiarity with some of 
the headlines due to their focus on American politics, we restricted our 
Study 2 sample to US residents. Additionally, those who had already 
participated in Study 1 were not invited to participate in Study 2. Par
ticipants were recruited in December 2023 and the initial sample con
sisted of N = 350 individuals. Twenty-four participants were excluded 
due to failing an attention check, resulting in a final sample of N = 326 
(179 women, 144 men, 1 non-binary, 1 bigender, 1 participant who did 
not disclose their gender). Participants had an average age of M = 41.36 
(SD = 13.75) and the majority (59 %) had at least a Bachelor’s degree. 
On average, they reported their political orientation as slightly left of 
center (M = 3.40, SD = 1.63). Overall, participants indicated a moderate 
interest in keeping up with the news (M = 3.24, SD = 1.18), with half of 
them (50.9 %) checking the news at least once a day. Finally, in regards 
to their familiarity with the headlines, participants indicated an above- 
average familiarity with the names/people mentioned (M = 4.55, SD =
1.02), the locations mentioned (M = 4.04, SD = 1.22), and the topics 
mentioned (M = 3.38, SD = 1.24) in the headlines.

3.2. Results

3.2.1. Correlations
Correlations between all misinformation strategy ratings can be 

found in Table 1. As correlations between participants’ ratings of the 

11 As calculated using a simulation-based sensitivity analysis conducted with 
the R package simr (Green & McLeod, 2016).
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core five misinformation strategies were relatively high (r > .40), and 
the reliability of a composite variable was shown to be very good 
(Cronbach’s α = 0.86; McDonald’s ω = 0.89), we combined them into 
the variable “misinformation strategy use” (M = 4.37, SD = 0.80) by 
computing a mean rating score across the five strategies, which we 
analyzed along with the separate scores for each rating.

3.2.2. Comparing misinformation strategy use
We ran a series of multilevel models12 with headline veracity as a 

predictor of misinformation strategy use, including a random intercept 
of participants and headlines. We found a significant difference (t(114) 
= 3.30, b = 0.46, SE = 0.14, CI [0.19; 0.73], p = .001, d = 0.62) between 
fake and true news headlines, such that fake headlines were rated as 
using more misinformation strategies overall (M = 4.58, SD = 1.39) 
compared to true headlines (M = 4.17, SD = 1.45).

3.2.3. Exploratory analyses
Comparing the use of individual strategies. We also looked at the 

use of the five individual misinformation strategies separately. We found 
a significant difference between true and fake headlines in the “Polari
zation” strategy (t(114) = 2.29, b = 0.38, SE = 0.17, CI [0.06; 0.71], p =
.024, d = 0.43), such that fake headlines were rated as more polarizing 
(M = 4.57, SD = 1.79) than true headlines (M = 4.24, SD = 1.79); this 
was also the case for the “Conspiracy Theories” strategy (t(115) = 3.45, 
b = 0.58, SE = 0.17, CI [0.25; 0.91], p < .001, d = 0.64), in that fake 
headlines were rated as using more conspiratorial language (M = 4.12, 
SD = 1.98) than true headlines (M = 3.62, SD = 1.98); and the “Click
bait” strategy (t(109) = 5.12, b = 0.70, SE = 0.14, CI [0.43; 0.97], p <
.001, d = 0.98), such that fake headlines were rated as using more 
clickbait (M = 4.92, SD = 1.72) than true headlines (M = 4.25, SD =
1.83). While fake headlines were generally rated as discrediting public 
figures more (M = 4.75, SD = 1.93) than true headlines (M = 4.41, SD =

1.97), this difference between the true and fake headlines in the “Dis
crediting Opponents” strategy was not statistically significant (t(116) =
1.98, b = 0.39, SE = 0.20, CI [0.00; 0.78], p = .051, d = 0.37). Similarly, 
there was no significant difference in the use of the “Emotional Lan
guage” strategy between true and fake headlines (t(111) = 1.75, b =
0.24, SE = 0.14, CI [− 0.03; 0.51], p = .082, d = 0.33), despite the overall 
pattern indicating that fake headlines appealed to emotions slightly 
more (M = 4.53, SD = 1.76) than true headlines (M = 4.32, SD = 1.81). 
An overview of these results can be found in Fig. 3.

Ambiguity. To explore whether real-life fake headlines were more 
ambiguous than real-life true headlines, we compared the “Ambiguity” 
ratings between them. We found no significant difference in the 
(perceived) ambiguity of fake and true headlines (t(107) = 1.50, b =
0.15, SE = 0.10, CI [− 0.05; 0.34], p = .138, d = 0.29), that is, fake 
headlines were not rated as more ambiguous (M = 3.70, SD = 1.84) than 
true headlines (M = 3.59, SD = 1.81) (see Fig. 3). We followed this 
analysis up with an additional Bayesian analysis to test whether the lack 
of difference in ambiguity between true and fake news reflected a true 
null effect. We found moderate evidence in favor of the null hypothesis 
(BF10 = 0.27).

3.3. Discussion

The results of Study 2 showed that fake headlines indeed used more 
misinformation strategies than true headlines, thus providing support 
for H3. Our exploratory analyses additionally showed that this effect 
was largely driven by the Conspiracy Theories and Clickbait strategies, 
with Polarization showing only a small difference between true and fake 
headlines. Interestingly, while it followed the same overall pattern, the 
difference in the Discrediting Opponents and Emotional Language rat
ings between true and fake headlines was not statistically significant, 
indicating that content disparaging public figures, as well as emotional 
content, is likely to be present in both. In Study 3, we set out to test the 
hypothesized mechanism of inoculation by examining whether the 
inoculation would be more effective for headlines that, on average, use 
more misinformation strategies, compared to those that use fewer 
misinformation strategies.

4. Study 3: Joint analysis of Study 1 and Study 2 data

4.1. Method

For Study 3, we merged the datasets from Study 1 and Study 2, such 

Table 1 
Correlations between misinformation strategy ratings.

N = 325 1 2 3 4 5 6

1 =
Discrediting 
Opponents

M =
4.58 
SD =
0.90

​ ​ ​ ​ ​

2 = Emotional 
Language

.597***

M =
4.43 
SD =
1.04

​ ​ ​ ​

3 =
Polarization

.659*** .646***

M =
4.41 
SD =
0.88

​ ​ ​

4 =
Conspiracy 
Theories

.566*** .486*** .572***

M =
3.87 
SD =
1.12

​ ​

5 = Clickbait .459*** .448*** .507*** .617***

M =
4.59 
SD =
1.06

​

6 = Ambiguity .305*** .262*** .364*** .555*** .424***

M =
3.64 
SD =
1.21

Note. ***p < .001, **p < .01, *p < .05.

Fig. 3. Comparing the use of different misinformation strategies between true 
and fake news. 
Note. Error bars indicate 95 % confidence intervals.

12 Note that in our pre-registration, we indicated that we would use inde
pendent samples t-tests to test whether fake news headlines used more misin
formation strategies than true news headlines. However, running multilevel 
regressions allowed us to account for systematic variation at the level of 
headlines and participants, which is why we opted for this more robust analysis 
instead.
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that the information on each headline’s perceived accuracy and trust
worthiness following the inoculation (obtained from Study 1) was 
combined with the degree to which each headline was rated as high or 
low in misinformation strategy use (from Study 2). This allowed us to 
test whether the inoculation would work better on news headlines that 
used more misinformation strategies than on those that used fewer 
misinformation strategies (H4). Note that the sample size for Study 3 
was therefore the same as the sample size for Study 1 (N = 388). A 
simulation-based sensitivity analysis conducted with the R package simr 
(Green & MacLeod, 2016) showed that this sample size provided at least 
80 % power to detect effects of b = 0.17 and above in our multilevel 
analyses, when accounting for an alpha level of .05.

4.2. Results

4.2.1. Moderation by misinformation strategy use
First, we examined whether the use of misinformation strategies 

would affect the perceived accuracy of the news headlines across the 
Study 1 conditions. To do so, we ran a multilevel regression, with con
dition (1 = inoculation, 0 = control), misinformation strategy use 
(centered), and a condition x misinformation strategy use interaction as 
predictors, and perceived headline accuracy as the dependent variable. 
We also included a random intercept of participants and headlines. 
Results showed a significant interaction effect between condition and 
misinformation strategy use (t(3601) = − 2.52, b = − 0.14, CI [− 0.24; 
− 0.03], SE = 0.05, p = .012, d = 0.08). Using simple slopes to probe this 
interaction effect, we found that the inoculation reduced the perceived 
accuracy of headlines with an above average (+1 SD) misinformation 
strategy use (t(653) = − 3.81, b = − 0.34, SE = 0.09, CI [− 0.51; − 0.16], 
p < .001), but not that of headlines with a below average (− 1 SD) 
misinformation strategy use (t(649) = − 1.31, b = − 0.12, SE = 0.09, CI 
[− 0.29; 0.06], p = .192; see Fig. 4). Additional simple slope analyses 
revealed that misinformation strategy use had a stronger effect on the 
perceived accuracy of headlines in the inoculation condition (t(174) =
− 5.55, b = − 0.37, SE = 0.07, CI [− 0.50; − 0.24], p < .001) than the 
control condition (t(163) = − 3.57, b = − 0.23, SE = 0.07, CI [− 0.36; 
− 0.11], p < .001).

Next, we ran the same analysis with perceived trustworthiness as the 
dependent variable. We found no significant interaction effect between 
condition and misinformation strategy use (t(3605) = − 1.22, b = − 0.07, 

SE = 0.06, CI [− 0.18; 0.04], p = .222, d = 0.04), indicating that the 
inoculation did not affect the perceived trustworthiness of headlines 
with a higher use of misinformation strategies more than that of head
lines with a lower use of misinformation strategies (see Fig. 5).

4.2.2. Exploratory analyses
Main effect of misinformation strategy use. Mirroring Study 1, we 

also explored the main effect of misinformation strategy use on the two 
credibility variables (perceived headline accuracy and trustworthiness), 
using multilevel regressions that included random intercepts of partic
ipants and stimuli. We found that misinformation strategy use was 
associated with lower perceived headline accuracy (t(117) = − 4.95, b =
− 0.30, SE = 0.06, CI [− 0.42, − 0.18], p < .001, d = 0.92) and lower 
perceived headline trustworthiness (t(116) = − 5.52, b = − 0.36, SE =
0.07, CI [− 0.49; − 0.23], p < .001, d = 1.02).

Moderation by individual strategies. Furthermore, we examined 
the moderating effect of each misinformation strategy separately. Mir
roring the results of Study 2 – which indicated that some strategies (i.e., 
Discrediting Opponents and Emotional Language) were not significantly 
different between true and fake news – we found no significant in
teractions between the inoculation condition and the use of the Dis
crediting Opponents (t(3557) = − 1.59, b = − 0.06, SE = 0.04, CI [− 0.14; 
0.01], p = .112, d = 0.05) or Emotional Language (t(3715) = − 1.77, b =
− 0.10, SE = 0.06, CI [− 0.21; 0.01], p = .076, d = 0.06) strategies on 
perceived headline accuracy. Conversely, the use of the Polarization (t 
(3602) = − 2.37, b = − 0.11, SE = 0.05, CI [− 0.20; − 0.02], p = .018, d =
0.08), Conspiracy Theories (t(3539) = − 2.09, b = − 0.09, SE = 0.04, CI 
[− 0.18; − 0.01], p = .037, d = 0.07), and Clickbait (t(3698) = − 3.38, b 
= − 0.18, SE = 0.05, CI [− 0.28, − 0.07], p < .001, d = 0.11) strategies 
significantly moderated the effect of the inoculation on perceived 
headline accuracy, such that the inoculation only significantly impacted 
the perceived accuracy of headlines that were rated as very polarizing 
(+1 SD: t(655) = − 3.72, b = − 0.33, SE = 0.09, CI [− 0.50; − 0.16], p <
.001; -1SD: t(651) = − 1.37, b = − 0.12, SE = 0.09, CI [− 0.29; 0.05], p =
.172), conspiratorial (+1 SD: t(652) = − 3.60, b = − 0.32, SE = 0.09, CI 
[− 0.49; − 0.14], p < .001; -1SD: t(648) = − 1.54, b = − 0.14, SE = 0.09, 
CI [− 0.31; 0.04], p = .123), or clickbaiting (+1 SD: t(654) = − 4.33, b =
− 0.39, SE = 0.09, CI [− 0.56; − 0.21], p < .001; -1SD: t(646) = − 0.93, b 
= − 0.08, CI [− 0.26; 0.09], SE = 0.09, p = .353). An overview of these 
results can be seen in Fig. 6.

Fig. 4. Interaction effect between condition and misinformation strategy use on 
perceived headline accuracy. 
Note: Low: -1SD; High: +1SD; error bars indicate 95 % confidence intervals.

Fig. 5. Interaction effect between condition and misinformation strategy use on 
perceived headline trustworthiness. 
Note: Low: -1SD; High: +1SD; error bars indicate 95 % confidence intervals.
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There were no significant interaction effects between the inoculation 
and any of the misinformation strategies on the perceived trustworthi
ness of headlines (all ps > .05). We report the full statistics for these 
analyses in the Supplementary Materials.

Accounting for misinformation strategy use. To further explore 
the relevance of accounting for misinformation strategy use, we also 
examined whether controlling for the headlines’ use of misinformation 
strategies would change the results of Study 1 (i.e., that participants 
given the inoculation treatment were more likely to rate fake headlines 
as less accurate than true headlines). The interaction between the con
dition and headline veracity became non-significant (p = .08) once we 
included the interaction between condition and misinformation strategy 
use in the model.

Next, we tested for a three-way interaction between condition, 
headline veracity and misinformation strategy use on the perceived 
accuracy of headlines. This interaction was not significant (but see Fig. 7
for a visual comparison of the effect of condition on misinformation 

strategy between true and fake news). The full results of both analyses 
are reported in the Supplementary Materials.

Including random slopes. To test the robustness of our findings, we 
again re-ran our main analyses including 1) a random slope of condition 
across headlines, 2) a random slope of headline veracity across partici
pants, and 3) both of these random slopes in the same model. The 
interaction effect between the condition and misinformation strategy 
use on perceived headline accuracy remained significant across all three 
models, while the interaction effects on perceived headline trustwor
thiness remained non-significant. The full results of these analyses can 
be found in the Supplementary Materials.

4.3. Discussion

The findings of Study 3 demonstrated that misinformation strategy 
use indeed moderated the effect of the inoculation on the perceived 
accuracy of headlines. Specifically, the inoculation increased the 

Fig. 6. Interaction effects between condition and the use of individual misinformation strategies on perceived headline accuracy. 
Note: Low: -1SD; High: +1SD; error bars indicate 95 % confidence intervals.

Fig. 7. Interaction effect between condition and misinformation strategy use on perceived headline accuracy for true vs. fake news. 
Note: Low: -1SD; High: +1SD; error bars indicate 95 % confidence intervals.
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perceived accuracy gap between headlines using more (vs. fewer) 
misinformation strategies, thus providing support for H4. Put differ
ently, the inoculation worked better on headlines that used more (vs. 
fewer) misinformation strategies. In addition, we found that the inter
action between the condition and headline veracity was no longer sig
nificant after controlling for the effect of misinformation strategy use, 
and that the condition x misinformation strategy use interaction effect 
was restricted to the misinformation strategies that significantly differed 
between true and fake news: Polarization, Conspiracy Theories, and 
Clickbait. This provides further evidence in support of the idea that the 
use of misinformation strategies in news headlines might be a mecha
nism through with the inoculation works, thereby validating assump
tions about its underlying process.

5. General Discussion

5.1. Summary and implications

Over the past few years, inoculation has gained increasing popularity 
as a novel approach to fighting misinformation. Notably, the question of 
whether or not this approach is as effective – or as free from side-effects – 
as initially claimed, has been met with mixed results (Basol et al., 2021; 
Guess et al., 2020; Hameleers, 2023; Harrop et al., 2023; Hoes et al., 
2024; Lu et al., 2023; Maertens et al., 2024; Modirrousta-Galian & 
Higham, 2023; Van der Meer et al., 2023). The aim of the present 
research was to provide a more robust and ecologically valid test of the 
effectiveness and unintended side-effects of inoculation by using a 
random stimuli approach (Judd et al., 2012) and sampling from a large- 
scale dataset of real-life headlines. As demonstrated by the findings of 
Study 1, we provide evidence against inoculation side-effects: Inocu
lating people did not reduce the extent to which they perceived true 
news headlines as accurate or trustworthy, did not increase their cyni
cism towards the media, and did not make them more cynical towards 
people in general. Thus, our findings align with previous research 
showing no negative repercussions of inoculation for future information 
processing (Basol et al., 2021, Study 1; Harrop et al., 2023, Study 1; Lu 
et al., 2023) or trust in institutions such as the media (Hoes et al., 2024; 
Leder et al., 2024).

Regarding the effectiveness of the inoculation in increasing 
discernment between true and fake news, our results were less conclu
sive – while inoculated participants were better able to distinguish be
tween the accuracy of true and fake headlines than those who received a 
control treatment, this was not the case for the perceived trustworthi
ness of headlines. In other words, being inoculated (vs. receiving a 
control treatment) did not significantly reduce people’s trust in fake 
news relative to true news. There could be several reasons for this 
discrepancy. First, it is possible that our operationalization of perceived 
headline credibility – as perceived accuracy on the one hand, and 
perceived trustworthiness on the other – captures two distinct con
structs. In other words, it might be that an individual perceives a 
headline as accurate, but still does not trust it, or vice versa. Despite the 
high correlation between the two (r = .80), judgments of trustworthiness 
(vs. accuracy) might be shaped by a broader range of factors, such as 
pre-existing beliefs (e.g., Gervais et al., 2011; Ong et al., 2022). Indeed, 
previous research has shown that people can still believe information 
even when they know it is not fully accurate, as long as they consider its 
broader message to be true (Langdon et al., 2024). As such, whether 
something is perceived as accurate or trustworthy could be driven by 
different cognitive processes, and this distinction could have potentially 
undermined the effect of our manipulation.

Second, our studies showed a consistent main effect of headline ve
racity on perceived credibility, implying that people are generally quite 
good at distinguishing between true and fake news, even without being 
inoculated against misinformation (see also Basol et al., 2020; Roo
zenbeek & van der Linden, 2019). Indeed, when observing the effect of 
headline veracity (true vs. fake) in the control condition only, we found 

that this effect was larger for the perceived trustworthiness than for the 
perceived accuracy of headlines (b = − 0.56 vs. b = − 0.41). As such, the 
discrepancy in findings between the two types of headline ratings might 
be (at least partially) due to the fact that being inoculated does not 
substantially contribute to people’s already good face-value judgment of 
true vs. fake headlines’ trustworthiness.

Third, it is possible that the order of the two ratings influenced our 
findings, such that judging accuracy first affected how participants 
approached judgments of trustworthiness. For example, it could be that 
rating a headline as less accurate pushed participants to then lower their 
trust of it moreso than if they had been asked to judge the headline’s 
trustworthiness alone. Conversely, it might be that the inoculation 
simply worked on whichever measure participants saw first, and that its 
effects wore off by the time participants responded to the second mea
sure. Indeed, the overall pattern of results we found was not substan
tially different for trustworthiness vs. accuracy (i.e., both were 
negatively affected by the condition).

One final possibility is that, given our improved methodological and 
analytical approach, which is notably better suited for avoiding false 
positives (Judd et al., 2012), the strength of the overall inoculation ef
fect was generally diminished, resulting in inconsistent findings. Previ
ous research has generally found the effects of inoculation to be of small- 
to-medium size (d’s between 0.18 and 0.22 for discernment between 
true and fake news; Lu et al., 2023), while the average across our studies 
was a very small effect of d = 0.08.

In addition to testing the inoculation itself, we were also interested in 
examining the underlying assumption of inoculation research – that fake 
news (headlines) use more misinformation strategies than true news 
(headlines). Indeed, the results of Study 2 show that, on average, fake 
news headlines are rated higher in misinformation strategy use. How
ever, when comparing the presence of individual strategies (Discrediting 
Opponents, Emotional Language, Polarization, Conspiracy Theories, 
Clickbait) in the two types of headlines, the picture was less clear. 
Specifically, we found no significant difference between the Discrediting 
Opponents and Emotional Language ratings of true vs. fake news 
headlines.

This is particularly relevant, as Study 3 also showed that headlines 
rated as high in (average) misinformation strategy use were more 
affected by the inoculation (as one would expect given that the inocu
lation specifically addresses those strategies). Notably, this effect was 
driven by the three misinformation strategies whose use differed 
significantly between true and fake news – Polarization, Conspiracy 
Theories, and Clickbait – while we found no moderating effects of the 
Discrediting Opponents or Emotional Language strategies. Taken 
together, these findings indicate that the success of the inoculation de
pends (at least to some extent) on the use (and type) of the misinfor
mation strategies that are included in it.

One possible implication of this finding is that inoculating against 
misinformation runs the risk of reducing the credibility of true head
lines, if those headlines use specific misinformation strategies. Notably, 
with rising societal and political polarization on the one hand, and an 
increasing need for print media to keep itself relevant in the “attention 
economy” (e.g., through attention-grabbing headlines) on the other, it is 
likely that some of the commonly inoculated-against misinformation 
strategies will indeed be increasingly present in true news (headlines) as 
well (see also Feldman et al., 2015; Hart et al., 2020). While it can be 
argued that media using these strategies might not be of particularly 
high quality, and being overly cautious of it is therefore not necessarily 
detrimental, scholars have pointed out that even reputable news sources 
are prone to reporting that can be considered polarizing, emotional, and 
fearmongering (see Modirrousta-Galian & Higham, 2023). As such, to 
the extent that traditional media increasingly starts relying on such 
strategies to garner clicks, inoculation – or at least inoculation that fo
cuses solely on warning individuals about the use of these particular 
strategies – might become a less effective tool in the future, particularly 
as it leads to increasing false positives (i.e., judging news as fake when it 
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is actually true).
Lastly, it is worth considering whether the negative effect of misin

formation strategy use that we find in our analyses (i.e., the tendency to 
rate headlines using misinformation strategy as less accurate and 
trustworthy, regardless of whether one was previously inoculated) im
plies that using those strategies is not a “successful” approach for in
dividuals looking to spread misinformation. Specifically, one could 
argue that as long as headlines containing such strategies do not appear 
credible at face value, this approach is actually prone to backfiring (i.e., 
fewer people falling for the misinformation). However, previous 
research has shown that merely encountering a certain piece of infor
mation repeatedly tends to increase its believability (Vellani et al., 
2023). Therefore, as long as the use of misinformation strategies helps 
these headlines spread (e.g., by emotionally appealing to people or 
creating clickbait titles), being viewed as less accurate and trustworthy 
does not necessarily contradict their potential “success” in spreading 
misinformation.

5.2. Limitations and future directions

While the present research aimed to provide an improved method
ological approach to testing inoculation, as well as its underlying as
sumptions, our study design is still subject to some limitations. First, we 
opted for a text-based inoculation, which focused on warning partici
pants about four of the six misinformation strategies derived from the 
DEPICT framework (Basol et al., 2020; Maertens et al., 2020; Roo
zenbeek & van der Linden, 2019), along with a fifth strategy – Clickbait. 
This framing of the inoculation in line with common news literacy in
terventions (see e.g., Facebook’s “Tips to spot fake news”, or “10 tips 
from WhatsApp’s to spot fake news”) provided additional external val
idity, but also differs from other recent approaches, such as inoculation 
games where participants take the role of a fake news producer and 
actively spread misinformation in order to gain points (see e.g., “Bad 
News”, Roozenbeek & van der Linden, 2019). Because these gamified 
inoculations use more examples of fake news, might be more engaging 
for participants, and are also administered for a longer period of time, it 
is possible that our findings were comparatively limited by the broader 
approach, shorter time frame, and more static nature of our text-based 
inoculation. As such, we call on future research to replicate these find
ings in a study design that combines our improved methodological 
approach with the dynamic context of a gamified inoculation.

Furthermore, we used comprehension checks (in multiple choice 
format) to ensure that participants fully read and understood the inoc
ulation text we presented them with. However, the difficulty of these 
comprehension checks might have differed between conditions and 
resulted in an imbalance in the amount of exclusions in the inoculation 
(47 participants) vs. control condition (25 participants). Although both 
exclusion rates fall within the norm for comprehension check-based 
exclusions at 10–20 % (see e.g., Thomas & Clifford, 2017), we 
acknowledge that this imbalance might have partially affected our re
sults. For example, it is possible that the increased difficulty of the 
comprehension check in the inoculation condition relative to the control 
condition resulted in a selection of participants who were more highly 
educated, or more news savvy. To test this possibility, we conducted 
exploratory analyses comparing the two samples of excluded partici
pants on key demographic variables (i.e., education, news interest, and 
news consumption) and found that they did not significantly differ from 
one another. Nevertheless, there might have been other selection vari
ables (e.g., general motivation to take part in the study or tiredness) that 
we were not able to compare. As such, we encourage future studies to 
ensure a similar difficulty level of the comprehension check questions 
across the two conditions.

Another trade-off arising from our study design concerns the choice 
to use a between-subjects approach to test the inoculation’s effective
ness (i.e., having participants rate the true and fake news headlines only 
once). This was done to avoid contamination or order effects, given that 

we only tested the inoculation in a one-shot study. While previous 
research has used both between- and within-subjects designs, and our 
study is therefore not an outlier in this regard, we note that testing the 
inoculation’s effect using a within-subjects design, in which the head
lines are rated both before and after the inoculation, would have 
increased our power and likely produced larger effects than the ones we 
observe here.

In addition, our use of randomly selected real-life headlines ensured 
a certain level of ecological validity, but also limited our headline 
sample to a specific time and place (i.e., the 2016 US election cycle). 
Because we did not restrict our Study 1 sample to US participants, their 
(lack of) familiarity with the content of the headlines could have 
affected our findings. Note, however, that due to the centrality of the US 
in global discourse, and the accessibility of English-language news, 
global audiences are disproportionately likely to be exposed to US- 
centric news in their daily lives, especially during US election cycles 
(Wu, 2000). Indeed, we both measured and controlled for headline fa
miliarity in Study 1, which did not significantly change the outcome of 
our analyses. Nevertheless, future research replicating our findings with 
US participants (or otherwise matching news and participant origin), as 
well as including more recent real-life headlines, would add to the 
robustness of our findings.

Similarly, the need to select real-life headlines that fit with the 
format of our questions about perceived accuracy and trustworthiness 
meant that a substantial amount of the headlines we initially sampled 
(around 65 %) had to be excluded, for example because they were not 
phrased as statements or were opinion pieces. This rather high number 
of exclusions exemplifies the “messiness” of real-life headlines (in 
contrast to the artificially created headlines used in previous inoculation 
research, see e.g., Basol et al., 2020), and further emphasizes the 
importance of aligning the methods we use to test inoculation with this 
level of real-life variability. Note that, despite this high number of ex
clusions, the exclusion rate was the same across headline type (true vs. 
fake).

Moreover, in choosing an equal number of true and fake news 
headlines, we prioritized a balanced design, which helps reduce poten
tial issues arising from unequal cell sizes, such as unstable variance es
timates, inflated standard errors, and reduced power to detect 
interactions (Landsheer & van den Wittenboer, 2015; Ramírez-Tapia 
et al., 2022) – but is not necessarily externally valid (i.e., representative 
of the amount of true and fake news that people actually read in their 
daily lives). Notably, previous research has shown that conservative- 
leaning news media often contains more fake news than liberal- 
leaning news media (e.g., Allcott & Gentzkow, 2017), implying that 
the ratio of fake-to-true news one consumes might differ by political 
orientation. As such, future research could more explicitly tailor the 
amount of true and fake headlines to be representative of the desired 
sample’s actual news consumption, in order to further improve external 
validity.

Finally, our studies are somewhat limited by their short timeframe. 
This is particularly relevant in regards to the side-effects we examined. It 
might be that certain side-effects only develop after repeated exposure 
to inoculation over time, which our cross-sectional design could not 
effectively capture. Indeed, both media cynicism and general cynicism 
are often suggested to be responses to repeated instances of disap
pointment or betrayal (either by media actors or other people) (Markov 
& Min, 2022; Stavrova & Ehlebracht, 2016). With plans to extend the 
use of inoculation interventions, for example on the video-hosting 
platform YouTube (see also Roozenbeek et al., 2022), more longitudi
nal research is needed to examine the possibility that such side-effects 
develop over time, which thus cannot be ruled out entirely by cross- 
sectional research alone.

6. Conclusion

Using an improved analytical approach and real-life headlines, we 
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provide evidence for the robustness of inoculation interventions against 
side-effects, such as decreased credibility of true information and cyni
cism. However, we also find mixed support for the effectiveness of 
inoculation overall, as inoculated individuals perceive fake news as less 
accurate, but not less trustworthy than true news. In addition, we 
demonstrate that, while most misinformation strategies are more com
mon in (real-life) fake than (real-life) true news, some strategies (e.g., 
emotional language) are present in both. Thus, while we do not deem 
inoculation to be harmful, we encourage the use of more rigorous 
analytical methods in testing its effectiveness, as well as a readiness to 
adapt its contents in the context of changing media landscapes in the 
future.
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