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Zusammenfassung

Die Themen dieser Arbeit umfassen Transportprotokolle in den folgenden
Forschungsgebieten:

Fast Handover ermdglichen mobilen IP Endgeriten den unterbrechungsfreien
Ubergang zwischen Zugangsroutern bei direktem, drahtlosem Zugang in ein
Infrastrukturnetz (z.B. Internet). Der Fast Handover Algorithmus wurde
optimiert und die Leistung der Transportprotokolle UDP und TCP wihrend des
Zelliibergangs durch Messung quantitativ ermittelt und bewertet.

Im Folgenden beschiftigt sich die Arbeit mit fahrzeugbasierten Ad Hoc
Netzwerken. Fiir diese Netze wird ein Punkt-zu-Punkt Transportprotokoll und
ein Algorithmus zur zuverldssigen und effizienten Informationsverteilung in
einem geografischen Zielgebiet entwickelt und durch Simulationen bewertet.
Abschlieend wird der Einfluss von Schwankungen der Signalstirke auf die
Leistung eines Ad Hoc Netzwerkes untersucht. Messungen ermitteln die Hohe
und Verteilung dieser Schwankungen. Aus diesen Ergebnissen wird ein
einfaches, aber realistisches Funkmodell entwickelt, welches den Einfluss auf
die Leistung eines Ad Hoc Netzwerks bewertet. Daraus ergeben sich Vorschlige
und Richtlinien fiir zukiinftiges Protokolldesign.
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Abstract

This thesis comprises transport protocols in the following different areas of
research:

Fast Handover allows mobile IP end-devices to roam between wireless access
routers without interruptions while communicating to devices in an
infrastructure (e.g., in the Internet). This work optimizes the Fast Handover
algorithm and evaluates the performance of the transport protocols UDP and
TCP during fast handovers via measurements.

The following part of the thesis focuses on vehicular ad hoc networks. The
thesis designs and evaluates through simulations a point-to-point transport
protocol for vehicular ad hoc networks and an algorithm to facilitate the reliable
and efficient distribution of information in a geographically scoped target area.
Finally, the thesis evaluates the impact of wireless radio fluctuations on the
performance of an Ad Hoc Network. Measurements quantify the wireless radio
fluctuations. Based on these results, the thesis develops a simple but realistic
radio model that evaluates by means of simulations the impact on the
performance of an ad hoc network. As a result, the work provides guidelines for
future ad hoc protocol design.
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Chapter 1

Introduction

Communication and computer technology experienced a trdmes advance and
growth in the recent years. There is the success attaindaelnternet on the one
hand and the boom of mobile communication via cell phonesherother hand,
just to mention the most prominent examples. Broadbandreteccess provided
to households (e.g., through Digital Subscriber Line (D$levision, power cable
or even satellites), as well as mobile phones have beconefoidue daily life of
the majority of the population in industrialized countries

The vision of ubiquitous computing with many invisible comtgrs per person
surrounding and supporting the user any time and any plateaiiroad variety of
applications to use comes closer to reality than ever. Théaadility of portable,
powerful communication and computing devices paves thefamaiechnological
expansion in the future evolution, like merging Internetess and mobility as a
next step. Expanding the capabilities and protocols of faal@vices enhances the
services that can be offered to mobile users in a manifoldidas As a simple
example, one could consider a voyager in a foreign city. Threless access to
the infrastructure or even the connection to further tergehlong his route may
supply him with information according to his needs, suchraffit conditions,
parking availability, hotel or sightseeing informationdamany more. The demand
for communication in self-organized, mobile networks hiases.

The technical implementation of ad hoc networks requir@sroanication pro-
tocols, such as network and transport protocols. Estaaliphotocols, like Internet
protocols, cannot be adopted to mobile ad hoc networks eae throtocols are de-
signed for hard-wired infrastructure networks. As a reshiey perform poorly.
The performance of routing and transport protocols in adrieeorks mainly de-
pends on the ability to adapt to changes in the connectivibetwork topology. In
addition to the routing protocol development in the currestarch, this thesis fo-
cuses on the design and performance of transport protamolgrieless and mobile
ad hoc networks in order to bring ad hoc networks closer tlityea

1



2 CHAPTER 1. INTRODUCTION

1.1 Contribution of this thesis

This thesis covers several independent topics of actuaarels in the field of wire-
less, mobile ad hoc networks. The work comprises the desidnparformance
evaluation of transport layer algorithms in wireless anditecad hoc networks.

The Internet provides two levels of transport algorithmée Tonnectionless
user datagram protocol (UDP) is a lightweight protocol thfétrs minimal trans-
port services by simply injecting packets into a packetaved network. In con-
trast, theconnection-orientedransmission control protocol (TCP) provides reli
able, efficient and in-order packet transmissions. Radialata transmission in-
cludes retransmission of lost packets. TCP uses acknomledis to indicate suc-
cessful transmission or detect the loss of packets. Flowr@omechanisms pace
the transmission rate to the receiver’s buffer capacity,@mgestion control mech-
anisms avoid and resolve network congestion. Finally, T@Rem packets by se-
guence numbers to provide in-order data delivery to theiegtdns. This thesis
uses the Internet transport protocols, particularly TGPa aeference for perfor-
mance evaluations in ad hoc networks.

The first part of the thesis evaluates UDP and TCP performampeesence
of Mobile IPv6 handovers. A handover represents the proed®n a roaming
mobile user changes its single-hop access point to thenktten this thesis, the

Fast Handover in IPv@lgorithm, as discussed and defined in the Internet Engi-

neering Task Force (IETF) [61] , is enhanced and implemetatadit in an All-IP
network. An All-IP network deploys IP technology up to theeless end device.
This network comprises IPv6-based mobility managementimeiddes quality of
service (QoS), Authentication, Authorization, Accountiend Charging (AAAC).
The fast handover algorithm and its implementation is ogteeh for this environ-
ment. In order to measures the UDP and TCP performance inl &ltd® test
network upon handover occurrence, this thesis presentesudts of comparing
the IPv6 standard and the fast handover approach.

The second part of the thesis advances to transport isswéiseless and mo-
bile ad hoc networks, such as vehicular ad hoc networks (VAYEVANETS are
a promising candidate to deploy ad hoc networks in practoal valuable appli-
cations, by enabling multi-hop vehicle-to-vehicle andigkhto-roadside commu-
nication. Thus, existing applications can be integratéd urehicles to provide a
broad range of new exciting applications. These applinati@ll into two cate-
gories: Unicast applications, such as media transmisgi@mail, and broadcast
applications, such as active road traffic safety or foresastices. Both areas pose
specific requirements on the transport layer that demanddeel transport algo-
rithms, as developed in the second part of this thesis.
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Finally, the third part of the thesis evaluates the impactwvotless signal
strength fluctuations since field measurements in the ad tedeqol development
for VANETSs have shown significant effect of radio charadtées on the network
performance. The performance of an ad hoc network mainlgmigson the ability
of its network protocols to adapt to topology changes. In &ile@ad hoc network,
the main reason for topology changes is the continuous nadement. However,
signal strength fluctuations also contribute significatdlfhe topological change
rate, e.g., because radio propagation characteristicgyehthe radio transmission
range over time. Thus, the final part of the thesis quantifggsas strength fluctu-
ations in field measurements, derives a simple but reafiatio model out of the
measurement results and provides guidelines for ad hooonesimulations and
protocol design.

Summarizing, this thesis covers different aspects of rebda the area of ad
hoc networks. The results contribute to the deployment wiréuwireless and mo-
bile ad hoc networks by increasing robustness and perfaenafthese networks.
The definition of an advanced transport protocol for mobdehac networks of
VANETS provides an important achievement. Furthermore,e¥aluation of ra-
dio characteristics on the ad hoc network performance allgiving guidelines for
future protocol design and simulative evaluations.

1.2 Outline and Structure of the thesis

This thesis is structured in five chapters. It begins witlglsishop wireless connec-
tivity of roaming mobile devices that connect to an infrasture. Subsequently, it
advances to pure mobile ad hoc networks for point-to-paidtoint-to-multipoint
vehicular communication. Finally, it evaluates the impaifctadio characteristics
on the ad hoc network performance.

Chapter 2 evaluates UDP and TCP transport layer performarthe presence
of handovers in a Mobile IPv6 environment, including quatf service (QoS),
Authorization, Authentication, Accounting and ChargidgAAC). Uninterrupted
services are crucial for roaming users since interruptfaata streams are not tol-
erable for certain applications, like voice calls or vidé®ams. Particularly when
the mobile device changes its access points to the fixed netinca so-called
handover the user should not experience a noticeable interruptiomg a real-
time communication or performance degradation of a dowhl|@is work, as de-
veloped in the framework of the IST project Moby Dick, intatgs and evolves the
IETF Fast Handovers in Mobile IPv@pproach towards the IPv6-based mobility
enabled architecture that comprises QoS and AAAC. It meashiandover inter-
ruption and transport protocol performance in an All-IR tetwork and compares
transport protocol performance upon standard Mobile IRwbfast handovers for
IPv6 handover.
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Chapter 3 presents the design of a unicast vehicular trangpuocol (VTP),
which is tailored to the unique characteristics of VANETsl avaluates simula-
tively the protocol performance. Unicast applications ANETS require reliable
and in-order delivery of data in combination with flow and gestion control,
similar to the service provided by TCP in the Internet. HogreM CP performs
poorly in wireless networks, particularly, in mobile ad hoetworks. The unique
characteristics of VANETS, such as frequent topology ckangound trip time
(RTT) jitter or reordering, necessitate the developmerat oéw transport protocol
that is specifically tailored to these conditions. Priorie tlesign of a vehicular
transport protocol (VTP), the chapter analyzes the pathacieristics communi-
cation/disruption duration, packet loss, packet reordgrRTT and RTT jitter for
typical German highway scenarios. Based on these resuétsshapter describes
the design and evaluation of VTP that consider the uniqueackexistics of the
vehicular environment. A simulative evaluation compates VTP performance
against standard TCP.

Chapter 4 designs and evaluates an efficient, time-extardiale geographi-
cal flooding (TERGF) algorithm. This algorithm provides @ffint and reliable dis-
tribution of information in a geographical area over timéieh is important to in-
form vehicles in a target area, e.g., for safety applicatidtarticularly, TERGF in-
forms vehicles that enter the target area after the initsitidution of the message.
TERGF combines GeoCast, self-pruned flooding (i.e., eitipliaddressing all
single-hop neighbors in the header of the broadcast messagacknowledgment-
based reliability via passive acknowledgments in orderravige time-extended
reliability in a geographical area. A simulative evaluatimompares TERGF and
the state-of-the art GeoCast algorithm.

Chapter 5 evaluates the impact of radio signal strengthufdtticins on the ad
hoc network performance. Field measurements in the frameafqrotocol eval-
uation have shown a significant impact of these fluctuatidine thesis measures
signal strength fluctuations in field trial experiments, sidaring abest casesta-
tionary scenario without obstacles around and with senddrraceiver in line-
of-sight. Based on the measurement results, the evaludédwes a simple, but
realistic signal strength fluctuation model. A simulativady uses this model
to quantify the impact of signal strength fluctuations on thetrics topological
change rate and link stability, which directly relate to #tehoc network perfor-
mance. The simulation results compare the impact of signagth fluctuations
with the impact of mobility. The results provide guidelins ad hoc network
simulations and protocol design.

Finally, Chapter 6 concludes the work by summarizing aneratinnecting the
results of the separate chapters. It points out possibksakfuture research to
carry on the work and bring mobile ad hoc networks into life.



Chapter 2

Transport Protocol Evaluation in
Presence of Fast Handovers

2.1 Introduction

The success attained by the fixed-line Internet and the ss@fenobile cell phone
networks facilitate the vision of aAll-IP next generation network. These All-IP
networks integrate the different philosophies of both eminents. Mobile Inter-
net technology is moving towards a packet-based (i.e.,-IBaed) network, em-
powered by the availability of portable, powerful compgtiand communication
devices. This vision creates the demand for a mobility-krthlnd security-aware
architecture, including Quality of Service (QoS), whichiridependent of the ac-
cess technology.

The EU IST project Moby Dick [94] has taken on the challengepadvid-
ing a solution that integrates IP-based mobility, QoS andA&AAuthorization,
Authentication, Accounting and Charging). The projecegrates so far separated
approaches in a heterogeneous access environment. Thelltbgesign is inde-
pendent of the deployed access technology, and the imptatr@memploys IEEE
802.11b Wireless LAN [63], TD-CDMA of the Universal Mobileeslecommuni-
cation System (UMTS) [130] and Ethernet [64] as exemplacgesas technologies.
The Moby Dick architecture focuses purely on the next gdirdnternet pro-
tocol IPv6 [115],(i) to account for the rapidly growing number of mobile devices
and(ii) because the current Internet protocol IPv4 was not desigkéng terminal
mobility into account.

The design of IPv6 already considers portability, i.e.,idey auto-configure
their network settings at boot time in order to allow netwookinectivity at differ-
ent locations. However, a global mobility management sehismequired in order
to support global reachability and transparent mobiliypeovided by Mobile IPv6
(MIPv6) [33]. MIPV6 provides the continuation of ongoingneeections when the
mobile device changes its access points to the fixed netwerkywhen the routing
responsibility for a mobile node changes. This procesgisddhandover In this

5
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context, the provisioning of Fast Handovers (FHO) with $rhahdover latency /
interruption time and small or zero packet loss, in next gaticn mobile IP net-
works is essential in order to provide

(i) uninterrupted real-time services (e.g., real-time awitieb streaming)
(i) acceptable download performance for connection-oriedtdd streams.

Roaming mobile users demand for IP services with quality mamable to tra-
ditional networks and uninterrupted real-time service®xserienced in today’s
cellular mobile phone system. Therefore, the detailedyaisabf transport-layer
protocol performance, in presence of Fast Handovers in MdBv6, is essential
for the deployment of future packet switched networks. Th@&mization of hand-
over latency and packet loss aims at avoiding noticeableagmication disruption
in real-time UDP data streams and preventing performangedation due to mo-
bility in TCP connections.

This chapter explains the integrated Moby Dick architextamd evaluates the
network performance in presence of Fast Handovers.

2.2 Background

This section describes the basic protocols employed invhkei&tion of this chap-
ter, including thenternet protocol version 6 (IPvB)he Internet transport protocols
user data protocol (UDPandtransmission control protocol (TCP)he mobility
support for IPvéMobile IPv6 and thefast handovers in Mobile IPvéxtension,
which aims at reducing interruptions and packet loss duautaltwver.

2.2.1 Internet Protocol Version 6 (IPv6)

The Internet Protocol version 6 (IPv6) [115], as designedl specified by the In-
ternet Engineering Task Force (IETF) [61], defines a suctaxthe current IPv4.
The design of IPv6 overcomes constraints of IPv4, such abntited number of
available addresses (i.€3?), ineffective allocation of addresses by a class hierar-
chy or unmanageably large routing tables.

Particularly, the limited number of addresses is probl@nahen considering
the rapidly growing number of Internet hosts. Approachks Network Address
Translation (NAT) [38] hide the shortage of IP addresses hpping internal ad-
dresses to a small set of global, external addresses. Howsaweh approaches
increase network complexity and raise scalability proldenthus, an adequate
and manageable global address space in the design of IPg6dat&l for future
networking.

Beyond that, the trend towards mobile networking with smadwerful com-
munication devices demands for mobility support in IPv6.

The following list summarizes the key features in the desiiPv6.
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Expanded address space and capabilitiesThe 128 bit address size of IPv6 rep-
resents a significant increase compared to 32 bit addresd®v4. This
change supports a much greater number of directly addiessattes, more
levels of addressing hierarchy and simpler auto-configamanechanisms.
The auto-configuration uses the IPv6 address concept thatlies the medium
access control (MAC) protocol address in the IPv6 addresause a MAC
address is typically a unique identifier. Beyond, scalgbdf multicast rout-
ing is improved by adding acopefield to multicast addresses. Finally, a
new address type termeahycast address introduced. An anycast packet
is destined fomnynode of a specific group of nodes.

Header format simplification and improved support for extensions. The IPv6
header defines optional fields that are only used when nedtisireduces
the average header processing costs and average requirddidiln when
compared to IPv4 where all header fields are always present.

The concept oieader chainingncreases the flexibility and processing while
avoiding unnecessary headers. Optional information diopod headers are
encoded as separate headers that may be placed between@tamtPupper
layer headers, as shown in Figure 2.1.

IPv6 Header TCP Header + data
Next Header (NH) = TCP

NH = Routing | NH =TCP

IPv6 Header |Routing Header| TCP Header + data >>

IPv6 Header |Routing Header [Fragment Header| TCP Header + data
NH = Routing |NH = Fragment NH = TCP (fragment)

Figure 2.1: Examples of IPv6 Header Chaining.

The header processing is improved by the elimination of #exlbr check-
sum. Intermediate nodes, such as routers, need not cal¢th&athecksum,
which increases the forwarding and routing performance6 Bssumes that
higher layer protocols provide their own checksum if regdir

Flow label capability. IPv6 provides the capability to label packets of specific
flows. This allows routers to treat packets of different flaifferently. In
this way, Quality of Service (e.g., real-time services) reguested by the
senders, is supported in the inner nodes of the network.
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Reasonable security.IPv6 defines extensions for authentication support, data in
tegrity, and data confidentiality (i.e., the latter is optd).

Reduced administrative overhead by auto-configuration.A major goal of IPv6
is the simplification of administration work. Protocols buas Stateless Ad-
dress Autoconfiguration [120] and Neighbor Discovery [126hble auto-
configuration of IPv6 nodes to acquire their network se#i(eg., IPv6 ad-
dress or default gateway) without human support or intemact Beyond,
auto-configuration and the support for address renumbatiegdy supports
nomadiccomputing: Nodes are no longer bound to a static positionoden
can connect to the network at different access points. HewéRv6 does
not provide ongoing connections. Themadic networkingf IPv6 requires
a reboot or network re-start for each change of access pdinhtss, the auto-
configuration capabilities of IPv6 provide a basic supportthe emerging
mobility of users.

2.2.2 The User Datagram Protocol (UDP)

The user datagram protocol (UDP) [65] is a connectionlemssiyort protocol. It
is commonly employed on top of packet switched IP networksPlffers a min-
imal transport service, which allows applications to direaccess the datagram
service of the IP layer. UDP does not provide reliability oroe recovery. The
only services provided by UDP are checksum calculation aniiptexing by port
number.

Typically, applications with specific requirements use UBIRh as real-time
applications like IP telephony or video conferencing. Ehagplications do not
require reliability or congestion control, but rather szggively use the network
according to their bandwidth and delay requirements. UD® quaickly trans-
mit data because it introduces only minimal overhead. Falrtime applications,
packet loss up to a certain limit is tolerable because hureareption is not sen-
sible to small interruptions (i.e., depending on the codssuming that the codec
is able to cope with packet loss). The retransmission of agasket would be
useless anyway due to the delay boundaries in real-time concations. The
retransmission of a lost packet would just waste bandwiditebse the receiver
drops the packet when it is too late, i.e., the data streamalheedy been presented
to the user. Furthermore, real-time applications requim®rstant transmission
rate, which conflicts with transport layer services, sucle@syestion control. A
throughput reduction due to congestion control could teauh quality decrease
or even connection abort. Applications that use UDP optioay rely on best
effort networking service.

2.2.3 The Transmission Control Protocol (TCP)

The Transmission Control Protocol (TCP) [66] is a connectitiented protocol,
which provides reliable and in-order byte stream deliveryapplications. TCP
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uses aliding windowmechanism in combination with timers (e.g., retransmissio
timer RTO) in order to adapt to network conditions and retnaih lost packets
to provide reliability. The window size determines the nembf bytes of data
that can be sent before an acknowledgment from the receiust amrive. TCP
establishes a full-duplex virtual connection between twdp®ints where the IP
address and the port number define each endpoint. The bgtarsts transferred
in segments. Typically, applications that require guazadtdelivery of data use
TCP as their transport layer.

The TCP algorithm as a whole is quite complex and there arey midfierent
versions and extension proposals available. Therefoig,stittion provides an
overview of the main TCP algorithms and components, refgrto the different
TCP versions. For more detailed information, the readeefisrred to the respec-
tive references.

TCP congestion control: Slow start and congestion avoidamcphase. TCP
provides window-based congestion control in order to aneitlvork overload and
resolve network congestion. TCP assumes network congagtion the detection
of packet loss. The different phases of TCP’s congestiotrabare illustrated in
Figure 2.2.
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Figure 2.2: TCP congestion window illustration of [121].
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When a new TCP connection is established between two entsptiie Slow-
Start §S) mechanism takes place in order to probe the capacity of eh&ank:
Starting from a congestion window \ynd) equal to one, the sender increases the
cwnd by the current segment size upon reception of a new (i.e-dupticated)
acknowledgmentACK). In this way, the window size increases exponentially up
to an estimated capacity, term88- t hr eshol d. Figure 2.2 illustrates the slow-
start algorithm for the first four packets (i.e., betweenkehmumber zero and
three). When th&S-t hr eshol dis reached, TCP enters the Congestion Avoid-
ance CA) phase, as shown between packet number four and seveGA, Ithe
cwnd increases linearly up to the receiver’s maximum advertigiediow or until
packet loss is detected. Regular TCP (Tahoe) [66] assumeske&tploss when
the retransmission timeRTO) expires before the respective segment is acknowl-
edged. In this cas&S is unavoidable. In Figure 2.2, the sender detects a packet
loss upon the transmission of packet number seven. Consiyjue entersSS:
When the sender transmits packet number eightcthed is reset to one and the
SS-t hr eshol d drops by half of the currerdwnd.

TCP fast recovery algorithm. Packet loss in a TCP stream can have other rea-
sons than congestion. In order to improve performance ia ohgaon-congestion
packet loss, TCP Reno [134] introduces ffast Recovenalgorithm. Fast Re-
covery uses duplicated acknowledgments: When the thirdicdue ACK is re-
ceived, the TCP Reno sender enters the Fast Recovery statesefnder reduces
the SS-t hr eshol d by half of the currentwnd and retransmits the missing
segment. After that, the sender setsdhnd to SS- t hr eshol d plus three seg-
ments (i.e., one segment per duplicéeK). The sender increases tband by
one segment upon reception of each further duplié&li€ that arrives after the fast
retransmission. Thus, further data can be send even in tteReéovery phase.
When anACK arrives that confirms all outstanding data, Fast Recovetgrini-
nated by setting thewnd to SS- t hr eshol d, and the sender enters t64a phase
again.

TCP NewReno [116] extends the Fast Recovery algorithm of RERo, in
case more than one packet is lost in the same window. TCP NawviR&oduces
a Fast Retransmission interval, which allows the sendeettamsmit several lost
segments in the Fast Retransmission phase, whereas th®é&temhsmission in
TCP Reno restricts the retransmission to single packet loss

TCP selective acknowledgments. TCP may experience poor performance when
multiple segments are lost from one window of data. The cative acknowl-
edgments of TCP provide only limited information about petcloss. With the
cumulative acknowledgment scheme, a TCP sender can omty &eut a single
lost packet per round trip time. An aggressive sender mapsa#hdo retransmit
packets early, but retransmitted segments beyond the atiseubcknowledgment
number may have already been successfully received.
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The selective acknowledgment (SACK) option [90] overcorttés limitation
by reporting blocks of successfully received segments teybe cumulative ac-
knowledgment. Implicitly, this reporting scheme includles packets not received.
Consequently, the sender can retransmit only the missiokepa

The SACK extension uses two TCP options. The first option, (texmed
SACK- per ni t t ed) may be sent in &YN segment to indicate that the sender is
capable to use the SACK extension. The second option is tigKSxption itself.
In case SACK is permitted, the receiver appends the SACkonpt acknowl-
edgments when it received non-contiguous segments. Th&K®$Gon specifies
the left and right edge of received segment blocks. Sincd @I options are re-
stricted to 40 bytes, the receiver may at most append fourkSi#{Gcks to a single
acknowledgment. In case the receiver detects more noigoons segments, it
appends the first segments in the flow.

2.2.4 Mobile IPv6

Mobile IPv6 [33] provides global mobility management forfadle IPv6 devices,
without any modifications teon-mobilehosts and routers in the Internet. The
protocol intends to enable nodes to conveniently roam herveiifferent IP sub-
networks, independent of the access technology. Mobilé iRvoduces the fol-
lowing entities:

e Mobile Node (MN): Any non-stationary host in the networkge notebook,
PDA or mobile phone).

e Home Agent (HA): A router/proxy in the MN’Bome networkwhich keeps
track of the locations of MNs that belong to this home netwdrkabsence
of a MN, the HA intercepts packets destined for the MN and élsithe data
to the actual MN’s location.

e Correspondent Node (CN): Any host in the Internet, which camicates
with a MN.

e Access Router (AR): A router that offers network connettiand forward-
ing services to a MN in #oreign network

As indicated above, Mobile IPv6 distinguishes betweerhibrae networland
foreign networkof a MN. Thehome networkepresents the network where CNs
expect the MN to be according to its permanent IP address.nVaHdN roams,
it visits foreign networks According to this distinction, to provide an unique, per-
manent identifier for reachability (e.g., TCP uses the |IResklas part of the con-
nection identifier) and to provide a temporal identifier fonnectivity in a foreign
network, each MN has two IP addresses:

Home address The home address is the MN’s IP address in its home network,
which is used as unique identifier. This address remainsanggd when
the MN is roaming into foreign networks.
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Care-of address The care-of address (CoA) is the topologically correct agslin
a visited foreign network, which provides connectivity thi@ AR. The CoA
is assigned in addition to the home address.

According to its current location, the MN can be considerettane or at-
tached to a foreign network. When the MN is at home, it is coteweto the HA's
sub-network and thus, it is reachable via its home address|{ke any stationary
host). When a MN connects to a foreign network, it creates/A &wording to the
prefix of the Router Advertisement, which announces thegmes of the foreign
network. In order to inform its HA about the current point tteahment, the MN
sends a Binding Update (BU) message to its HA. This BU cost#ie current
CoA of the MN.

When only the HA is aware of the current location of a MN, the HAIst
route/tunnel all data packets for the MN. In order to optigrtize routing and reduce
the load of the HA as a bottleneck, Mobile IPv6 providesoate optimization
option. When route optimization is enabled, the MN sends aaBld to active
CNs (i.e., CNsin the binding cache of the MN’s ongoing comioations). In this
case, the respective CNs must include the Mobile IPv6 stablereas standard
Mobile IPv6 without route optimization is transparent tcefidnternet nodes. CNs
can address packets directly to the CoA of the MN and avcoéahdgite routing via
the HA. In case a CN intends to contact a MN, only the first paikeouted via
the HA. Upon reception of a tunneled packet, the MN sends a Bdate to the
respective CN, allowing direct communication via its catreome address.

The process when a CN contacts a MN located in a foreign nktiwgchemat-
ically illustrated in Figure 2.3.

— Eth. connection
= = WLAN connection
—p Packet

Figure 2.3: Mobile IPv6: Communication initialization ta@aming MN.

Since the CN is not aware of the actual location of the MN, dradses the
packet to the MN’s home address (1). The HA intercepts th&egidor the MN
as proxy, encapsulates it and tunnels the packet to thentuoeation of the MN
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(2). The MN replies directly to the CN (3). The MN may includ®H8 in packet
(2) if the MN has the route optimization option enabled. WtenCN implements
a Mobile IPv6 stack and also has the route optimization optinabled, it may
address further packets directly to the CoA of the MN. WhenNtN changes its
point of attachment (i.e., the AR), it updates its new CoAt$cHA and the CN in
separate BUs.

The process when a MN changes its point of attachment is tehaedover
This means that the routing responsibility for the MN chanf§em one AR to
another. Though Mobile IPv6 provides support for ongoingnaxtion during a
handover (i.e., home address as static identifier), theaesignificant interruption
in a Mobile IPv6 handover. The provisioning of Fast Handewvisrbeyond the
scope of Mobile IPv6. The respective IETF working groupdrie accelerate the
standardization by focusing on ongoing connections, tep¥ast Handovers for
future standardization in a separate, dedicated workiogmrin Mobile IPv6, the
MN first terminates the old connection before establishimg connection to the
new access point. This procedure is commonly terbredk-before-makghilos-
ophy. Figure 2.4 illustrates the Mobile IPv6 handover sligigaflow.

MN old AR new AR HA
Disconnect
AP Discovery
Beacon
| —

Phys. connect
Neighbor Soliciation

Neighbor Advertisement

BU

BACK

Deliver packets Deliver packets
- - - - - - ---- - - e e ----—-—- - - - - - -

Figure 2.4: Mobile IPv6 handover signaling flow.

First, the MN disconnects from the old AR. Afterwards, the Méarches for
new ARs, which announce their presence via beacons. Upeptien of a beacon,
the MN physically attaches to the new AP. However, the IPuwéneation cannot
resume yet. The MN requests the IPv6 configuration inforomatiia a Neigh-
bor Solicitation message. The new AR replies to the sotioitawith a Neighbor
Advertisement, which contains all relevant IPv6 configimrainformation. With
this information, the MN informs its Home Agent with a Binditdpdate (BU).
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The HA confirms the BU with a Binding Acknowledgment (BACK)ol, the HA
can deliver IPv6 packets to the new location of the MN, andifhw& connection
resumes.

The handover latency, as shown in Figure 2.4, leads to uptadie interrup-
tions during a handover for applications on top of Mobile8P\¥he provisioning
of seamless services to roaming users is not possible. Bespenhancement
proposals are subject to current research, as presenteel fiollowing section.

2.2.5 Fast Handovers in Mobile IPv6

The main motivation of Fast Handovers in Mobile IPv6 is toyide uninterrupted

real-time communication and avoid performance degradaticase of handovers.
Therefore, the main goal of the different handover enhaecg¢rproposals is to
reduce the interruption time, termédndover latencyduring a handover.

This section surveys the main handover enhancements, assskisl within
the IETF, such as Hierarchical Mobile IPv6 Mobility Managam (HMIP) [50]
or Fast Handovers for Mobile IPv6 (FMIP) [113]. Both approes localize the
signaling of the handover to specific nodes in the local stivork. Beyond, both
approaches follow thenake-before-breakhilosophy: The MN prepares the new
connection while still being connected to the old AR.

HMIP introduces a hierarchy of anchor routers that localieehandover pro-
cedure: When a MN initiates a handover, it first localizes ematacts the anchor
router within the sub-network that connects both the old #wednew ARs. This
anchor router takes over the routing responsibility forNHe, particularly during
the handover: The anchor router forwards all data destioethé MN to its cur-
rent AR. Beyond, the anchor router maigastthe data during the handover, i.e., it
may duplicate and transmit all packets to both ARs simutiasly for a restricted
time interval. When the MN physically attaches to the new ARdata packets
already arrive. After the handover, the anchor router fodedhe data to the new
AR only. The handover is transparent to nodes outside thenstveork, such as
HA and CNs.

In FMIP, the MN uses the ARs to prepare the handover and theaenection:
When a MN initiates a handover, it informs the old AR about hlamdover and
provides the address of the new AR. The old AR contacts theARwia the fixed
network and prepares the connection. During the handolerpld AR bicasts
packets destined to the MN to its access network and to theARWFigure 2.5
illustrates the Fast Handover signaling flow.

FMIP can be described in three phases:

(i) Handover initiation phase Each AR transmits periodic beacons to announce
its presence. The MN detects new, potential ARs by listetinipese bea-
cons. The MN may decide to handover to a new AR, e.g., as at refsul
beacon signal strength measurements or due to QoS offetaimed in the
beacon. When the MN decides for a handover, it initiates trelbver by
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MN old AR new AR
RtSolPr
PrRtAdv HI
— |
F-BU HACK
— |

Disconnect

Figure 2.5: Fast handover signaling flow.

the transmission of a Router Solicitation for Proxy (RtSblB the old AR.
This message contains the link layer address of the new AR¢cauired
in the beacons. In response, the old AR sends a Proxy Routesriab-
ment (PrRtAdv) including the network prefix of the new AR faldaess
auto-configuration (assuming the new AR is known). In pataihe old AR
informs the new AR about the upcoming handover via the Haedmitiate
(HI) message. The old AR replies a Handover Acknowledge (KARes-
sage. When the MN has all necessary information, it sendsaBtading
Update (F-BU) to the old AR, which is actually the last messsgnt before
executing the handover, and initiates the second phase &bt Handover.

(if) Tunnel establishment phaseWhen the old AR receives a F-BU message, it
establishes a bi-directional tunnel to the new AR. The FastiBg Ac-
knowledgment (in response to the F-BU) is already duplitated sent to
both potential access points. The tunnel establishmenireess successful
exchange of HI and HACK message between the ARs. When theltisin
established, packets are duplicated in the following hicggphase.

(iii) Bicasting phase During this phase, all packets destined for the MN are si-
multaneously transmitted to both ARs. Bicasting is resddn time to the
duration of the handover. When the MN performs the actuasigiay hand-
over and attaches to the new AR, packets of its ongoing coruations
already arrive at the new point of attachment. The MN sendssa Reigh-
bor Advertisement (F-NA) in order to announce its presemzkiritiate the
forwarding of bicasted packets on the link. Afterwards, kg can update
the location information with its HA (and CN - in case the muoptimization
option is active).
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In the simulative studies [108, 131], the handover latemcyhe HMIP and
FMIP approach is evaluated and compared, considering la¢sodsts in terms of
additional network complexity of both approaches. Basedhase results, the
FMIP approach has been selected in the Moby Dick project anthé following
evaluation in this thesis becaus@ The handover latency in both approaches is
similar. (i) FMIP does not require changes to nodes other than the MN a&nd th
involved ARs. Thus, the additional network complexity in FMs less than the
hierarchical network structure of HMIRii) The inter-access router communica-
tion provides the framework for the integration of QoS andA&A The required
QoS and AAAC messages between the ARs can be attached to FjAaliisg
messages.

The following sections describe the adaptation of FMIP inoaarall mobil-
ity architecture, comprising AAAC and QoS. In this framelyahe evaluation in
this thesis provides handover latency measurements adigstihe network per-
formance for UDP and TCP data streams.

2.3 Related Work

In [39] the authors categorize the related work in three roategories: Link layer,
end-to-end and split-connection protocols.

The link layer protocolsaim at hiding the high bit error rate (BER) of the
wireless medium from the transport-layer. An enhanced liyler autonomously
recovers packet losses by retransmissions without affgdttie upper layers. One
example is the Snoop Protocol [8] which installsraoop agenbn every access
point. This agent keeps track of the TCP packets sent fromtdi®nary host that
have not been acknowledged by the MN. Whenever a packetdakteacted (e.g.,
via duplicate acknowledgments), the agent checks its canderetransmits the
packet autonomously. Though the TCP performance is inedebg the artificial
improvement of the link quality, the sniffing of packets esisadditional security
concerns and requires large, efficient caches on the acoigs.p

The end-to-end protocobpproaches provide maodifications or extensions to
TCP which handle losses in a way that improves the performaompared to
regular TCP. Therefore, respective proposals maintaietideto-end semantics of
TCP. These approaches comprise e.g., the Reno, NewRend§ S8AcC Fast Re-
transmission options of TCP as well as the Explicit Bad Sthttfication (EBSN)
mechanism of the network. In [22] the authors combine TCP thachandover
algorithm by introducing artificial acknowledgments aft@ndover completion in
order to avoid unused connected times after re-connectiental TCP back-off
timers.

Split connectionseparate the wired and the wireless connection in order to
isolate wireless and mobility related problems from thediretwork. The access
router or basestation splits a connection between a CN ifixbeé network and a
MN in a wireless network. Examples include the I-TCP [5] paatl, which intro-



2.4. MOBILITY ARCHITECTURE AND IMPLEMENTATION DETAILS 17

duces an agent on the AR in order to maintain both connegtirrtee M-TCP [20]
protocol, which organizes the network in a hierarchicahaecture. However, split
connections violate the end-to-end semantics of TCP. Wherseénder receives
acknowledgments from an intermediate entity, it believes packets to be suc-
cessfully delivered, whereas the packets may not have edable final destination
via the wireless part of the network. Actually, positivelgkaowledged packets
may never reach the receiver, e.g., when the wireless ctviteds permanently
disrupted.

The impact on handover latency on the performance of TCPdes évaluated
in previous work, e.g., [41]. However, this case study islasn handover latency
times of three to four seconds and therefore, the slow-atgdrithm is invoked,
which negatively impacts the TCP performance.

Other research projects use different IP mobility managemehemes. The
IST project WINE GLASS [21, 119] uses Mobile IPv6 to handleni®bility but
does not implement any solution to optimize local mobilityttee IP layer. The
efficiency in local mobility purely depends on MAC layer tecktogies and thus,
mobility is restricted within the same IP subnet. The ISTjgects BRAIN and
MIND [137] proposed their own local mobility managementwimn: BCMP
(Brain Candidate Mobility Protocol). This protocol comésproperties of the
IETF hierarchical solutions (like HMIP) and the IETF Fastridaver solution. For
this purpose, BCMP introduces special components, suchnabok Points and
Access Routers. Anchor points are special routers thatiggaaddresses to vis-
iting MNs in a set of IP subnets and tunnel packets to the MNsce8s Routers
provide the physical access and terminate the tunnel frenAtithor Point.

2.4 Mobility Architecture and Implementation Details

The main objective of the Mobility Architecture, as deveddpin the Moby Dick
project, is to evolved™® Generation mobile and wireless infrastructure towards the
Internet in order to provide uninterrupted, interactivel alistributed multimedia
services to roaming mobile users. The overall approachdisgendent of the de-
ployed access technology. Therefore, the Moby Dick testowt comprises TD-
CDMA, IEEE 802.11b Wireless LAN and Ethernet as example sstechnologies
for verification, validation and demonstration. The Fashéhaver design and im-
plementation mainly follows the IETF Drafiast Handovers for Mobile IPvRL7],
as explained in section 2.2.5. Note that in the mean timesthygactive work within
the IETF advanced to RFC-status in [113]. However, the cerityl of the overall
system implemented by different project partners requiresletermination of ver-
sions at an early stage. Therefore, the implementatiorsisthan the draft version,
as cited above. However, the results, as presented in tlogvfioty Section 2.5, are
generally valid since the actual interruption time is ndéeted when adapting to
more recent Fast Handover for Mobile IPv6 versions.
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The Moby Dick approach extends the basic IETF Fast Handayeakng flow,
mainly by the adoption of the AAAC and QoS messages, as showigure 2.6.
On the reception of a Router Advertisement (1) from a new AR, NN evalu-
ates the signal strength of this message. In case the sigaagth exceeds the
signal strength of the current connection by a thresholel M initiates the Fast
Handover (FHO) process. The MN issues a Router SolicitdtioRroxy (RtSolPr)
message (2) to the old AR. The old AR sends the HandovertinitigHl) message
to the new AR (3) and waits for the respective Handover l@tiscknowledgment
in message (4). This FHO inter-AR communication is usedaodfer AAAC con-
text in an intra-domain handover (i.e., assuming an exjssiecurity association
between the ARs). The AAAC attendant on the old AR piggybabtlesAAAC
context on top of the ICMP FHO messages (3) and (4) in ordezlay rall neces-
sary AAAC information to the AAAC attendant on the new AR.

Simultaneous to the HI message, the old AR informs the old IFoker about
the upcoming Fast Handover via message (A). The old QoS bsekels message
(B) to the new QoS broker, which requests the previously (el context from
the new QoS broker. The new QoS broker reports the availabt® garameters
directly to the new AR in message (C).

Upon the arrival of a positive Handover Initiate ACK messabe old AR in-
forms the MN about the successful preparation via a Proxyté&ddvertisement
(PrRtAdv) in message (5). In reply, the MN sends the Fast BagdExecute
(FHE) message (6) to the old AR, which initiates the esthabiisnt of the bicast-
ing in (7). When the bicasting is established and confirmedthvé Fast Binding
ACK in message (8), the MN executes the physical handovear(@gnnounces its
presence to the new AR with the Neighbor Advertisement ngesgE2). Upon the
expiration of the bicasting timer in (10), the old AR sendsspective accounting
data of the MN to the AAAC server. Likewise, the new AR repdinis reception of
the Neighbor Advertisement message to the AAAC server foo@ating purpose
in message (X). Finally, the MN updates its binding with thebile IPv6 Home
Agent via the Binding Update / Acknowledgment in messag8} &hd (14).

The potential delay, which could be introduced in the comigation with the
QoS broker (i.e., messages (A),(B) and (C) ), does not inthadtandover latency
since the message exchange takes place during the handepargiion phase.
However, this parameter affects the radio cell planning.,(size of overlapping
radio coverage areas). The overall handover time lineapedds on the QoS an-
swer time. The AAAC context is acquired locally on the old ARnsferred in the
Handover Initiate message and locally relayed to the AAA€natant on the new
AR. Since there is no impact of AAAC and QoS delay or jitter ba handover la-
tency, the following experiments assuidealizedAAAC and QoS modules with
minimal processing time in the order of 1 ms.

The Fast Handover algorithm, as described above, is impltadeas a kernel
module in the Linux kernel 2.4.16. The module extends théeckd$PL Mobile
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Figure 2.6: Fast handover signaling flow including QoS andA\&A

IPv6 implementation of the Helsinki University of Technglo(HUT) [54]. The
FHO signaling is implemented via ICMPv6 messages.

Beyond the FHO functionality, the module manages the kargetspace inter-
faces (i.e., Linuxcharacter devicgointer management to user- and kernel-space
functions) to the AAAC and QoS attendants on the ARs, as veetha interface
to the Mobile Terminal Network Manager (MTNM) on the MN. Tlagter compo-
nent is responsible for the movement detection. The movedetaction scheme
is still based on Router Advertisements, but it is enhanoddetnetwork aware
Router Advertisements from all surrounding Access Roweescaptured and re-
layed to the MTNM. The MTNM evaluates the signal strengthhaf Router Ad-
vertisements, and only when the signal strength of a peatiecgindidate exceeds
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a pre-defined threshold for a certain duration of time, thet®oAdvertisement
triggers the Fast Handover procedure. This signal stremgifisurement supports
real movement of a mobile device. However, the presentedsumeanent results
are based on manually determined signal strength modditaiin order to pro-
vide automated, precise, uniform and comparable results.

The majority of Moby Dick partners, particularly networkeyptors, assume
that future (i.e., beyond the current third generation - 8@&nmunication net-
works will deploy Wireless LAN in infrastructure mode. Inrdoast to this belief,
the Moby Dick mobility architecture employs the 802.11bhaxt- mode because
of hardware and software restrictions in the current Wa®leAN systems: The
physical and MAC layer handover in infrastructure mode coses a mandatory
frequency scanning and a physical attachment to all aveitzdls. The additional
interruption due to the Wireless LAN infrastructure moder@ases the handover
latency to at least 150 ms. This handover latency is not aabkgpfor real-time
services. Therefore, the project decided for the ad-hocembding aware that
filtering of traffic to different access points is requirechelimplementation com-
prises an additional filtering mechanism in the Wireless LdxNer which extracts
router advertisements for signal quality evaluation andenment detection. Oth-
erwise, only (data) traffic from the current point of attagmnis allowed to pass
the filter.

One of our contributions is the coupling of FHO, AAAC and Qddis in-
cludes for example the combination of FHO and AAAC messagadthe schedul-
ing of QoS message exchange in the FHO sequence.

In order to simulate individual traffic and to evaluate theteyn under varying
conditions, a fully IPv6 capable traffic generator has beevelbped and imple-
mented. This traffic generator allows transmitting dataliaP or TCP transport
protocols. It enables the configuration of data flow pararsegeich as packet size,
inter-packet delay or total amount of data to be transmitiéus traffic generator
facilitates reproducible scenarios for the evaluationeifvork performance in the
following FHO analysis.

2.5 Performance Evaluation - Experimental Results

This section presents the experimental evaluation restittsee Fast Handover la-
tency measurements and of the TCP and UDP performance ienoeof Fast
Handover.

2.5.1 Studied Scenarios and Measurement Setup

The experimental FHO performance evaluation is based osuneaents in test
networks, comprising Linux implementations of all modulssch as FHO kernel
module, AR enhancements, movement detection via sigradgitt measurements,
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AAAC and QoS components. Each Moby Dick partner maintainssarietwork,
e.g., for the development, implementation and testing gbeciic component.
The frequent integration and exchange of modules allowsatipg each network
autonomously. The different trial sites can also be intenected via IPv6 over
IPv4 tunnels in the Internet in order to test interoperabdr to evaluate the system
over the unpredictable long distance links of the Internet.

Figure 2.7 illustrates the test network used in this thesisat NEC. The ma-
jority of experiments are conducted in this network. A sehafhdover latency
measurements is conducted at the Moby Dick trial site at thigedsity Carlos Il
Madrid (UC3M). The UC3M network set up is similar and, theref itis not illus-
trated separately. The respective sections indicatetsesithe measurements at
UC3M. The combination of measurements and results of diffepartners shows
the strong interaction and cooperation in the Moby Dick ootiism.

HA CN QoS AAA

Broker Server

Y I J?
WirAel;ess \‘ 'l WirAell{ess Wired AR
\ 1
v
\

1

| W |

[ —

MN
—— Wired Connection

= =+ Wireless Connection

Figure 2.7: Mobility enabled IPv6 Testbed including AAACEQo0S.

All nodes in Figure 2.7 use the Linux operating system witinké2.4.16 and
the MIPL Mobile IPv6 stack in the kernel. The test network sists of the follow-
ing components.

The HA is the mobility proxy of the MN in the home network. Th&ep-
resents an arbitrary node in the Internet. For the evaluatiee CN is one of the
communication end-points. AAAC server and QoS broker imglet the required
AAAC and QoS databases and functionalities, respectividhg core router sepa-
rates different IP sub-networks, such as the home netwatk@eign networks.
Each foreign network consists of a separate IP sub-netwithk. core router pro-
vides the main routing functionality, e.g., it routes theéadstream for the mea-
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surements to the respective foreign sub-network. The n&timoludes three ARs:
Two IEEE 802.11b wireless ARs and one wired Ethernet AR. ARisAnclude the
FHO module, AAAC- and QoS attendants. The MN is a laptop, twidequipped
with an on-board Ethernet and an IEEE 802.11b wireless LANMEG card. The
MN roams between the foreign networks, using its FHO moduldle commu-
nicating with the CN. The MN performs intra-technology hawek, staying in the
same technology and using the same wireless LAN interfackirger-technology
handover which uses the different interfaces wireless LAt Bthernet.

In this test network, the evaluation measures the handatendy, UDP and
TCP performance in presence of standard Mobile IPv6 andHrastiovers. All
of the following scenarios evaluate intra-domain handsviee., handovers within
the same administrative domain, which assume a securibgias®n between the
ARs. Furthermore, the scenarios use ideal QoS and AAACe&nsince(i) QoS
signaling takes place prior and after the actual handovet, FAAC signaling
is coupled and combined with the FHO signaling, as explalmefdre. Thus, this
assumption does not impact on the performance evaluatiomealuation focuses
on WLAN-WLAN intra-technology, as well as WLAN-Ethernettér-technology
handovers. The remainder of this section describes theiai@h scenarios in
detail.

Handover Latency Measurement ScenarioThis scenario measures the handover
latency ofstandardMobile IPv6 handovers and Fast Handovers in the test
network, as described above. The handover latency is mezhgutwo dif-
ferent ways:(i) The measurement of packet loss in a data stream with pre-
defined inter-packet delay allows the calculation of thedoaer latency.
However, the granularity of this method is restricted byititer-packet de-
lay. The measurements use the ping6 tool with an inter-paletay of 10 ms
to 20 ms, which determines the measurement granuldiityl he handover
latency is measured by time-stamps in the source code oftii@rRodule.
This method increases the accuracy of the measurement.

The packet loss measurements are conducted in the UC3Metesink and
the time-stamp measurements is carried out in the NEC tésbrie Be-
yond, the focus of the measurements differs, as follows:

(i) The packet loss measurements focus on the impact of diffeieays
between MN and CN or MN and HA on Mobile IPv6 and FHO handovers.
The different delays emulate different locations of theoeesive nodes, with
varying number of hops between the nodes. In the test nefwarkneasure-
ments use the NISTNET [100] tool to emulate different delay$STNET
allows a single Linux PC, set up as a router, to emulate a vadety of net-
work conditions, such as e.g., delay, jitter or packet |&isice NISTNET
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supports IPv4 only, the measurements use an IPv6-in-IPvdetlbetween
the ARs and the CN. This tunnel does not influence the measutsrsince
the encapsulation time is negligibly small and constantflpackets.
Further measurements evaluate the impact of the Routerrskment in-
terval on the handover latency. As explained before, the Rtd@ement de-
tection scheme utilizes Router Advertisements, similataondard Mobile IP
handovers. In contrast to standard Mobile IP handovers, E¥fQuates the
signal strength of the respective Router Advertisemenhduhe handover
preparation phase. The measurements use different Rodiartfsement
intervals of 0.5 - 1.5 s and 2.0 - 4.0 s. The results comparéntpact of
these different intervals on standard Mobile IPv6 and FHAdbaers.

(i) The focus of the second measurement campaign in the NECdest n
work is on preciseness. Therefore, time-stamps are addhd #€HO source
code on the MN. These time-stamps measure the interrugtion df the
IPv6 connection. The measurement starts when the the Mdeiée old
AR and ends when the MN receives the first data packet via theAf.
This method represents a very accurate granularity bechagarecision of
the operation relies strictly on the operating system tiimee, (CPU TSC-
Timestamp Counter Register), and the measurement followsediately
the respective FHO primitives.

UDP Performance Measurement Scenariol he UDP performance evaluation in-
cludes qualitative and quantitative aspects. The quiaitaerformance mea-
surements evaluate the user’s satisfaction when watchiitga on a mobile
device, while performing frequent handovers. The user @egpthe per-
ceived quality under standard Mobile IPv6 and Fast Handovelowever,
gualitative perception of the aural and visual human adlits different for
every individual person. In contrast, the quantitativel@ex@on measures the
packet loss in case of handovers. These quantitative nmeasuts provide
comparable and reproducible results for a meaningful etiao. The re-
mainder of this paragraph describes both, the qualitatidetlae quantitative
UDP performance measurement scenarios.

In the qualitative UDP performance evaluation, a videddras shown to a
group of users while the MN frequently executes handoveng QN trans-
mits the video and audio stream to the MN, using the Linux ¥idkeo-
LAN [133]. The buffering capability of the tool is disable@he CN trans-
mits a video trailer of about 2 min and 20 s length at a datagb#gproxi-
mately 468 kBit/s. The tool is configured to use uncompreskgidrames
since the codec is beyond the scope of this evaluation. Theekéidutes
handovers every 40 s. The users evaluate the performaacehé perceived
noticeable interruptions, of Mobile IPv6 and Fast handsvera question-
naire.
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The guantitative evaluation uses the self-implementeffidrgenerator, as
described in Section 2.4. The CN transmits continuously dBf in pack-
ets of 1000 bytes and an inter-packet delay of 25 ms to the MR
the MN executes handovers every 40 s. Tcpdump [129] capthessaffic
on the sender and the receiver side. Furthermore, Tcptiddg, [which is
recommended by the IETF [118], has been adapted to process IPa6
functionalities. The tool analyzes quantitatively theficaand retrieves the
information for the generation of the graphs, as presemtaeédtion 2.5.3.

TCP Performance Measurement ScenarioThe TCP performance evaluation mea-
sures quantitatively the TCP throughput in case of handovihris includes
the evaluation of the TCP state when the TCP sender detezkstdass due
to handover. Typically, TCP assumes network congestiorase of packet
loss and invokes its congestion control mechanisms, suEhstRetransmit
or Slow Start. The reaction of TCP, which depends on the nurobkost
segments, determines the throughput.

In this scenario, the CN establishes a TCP connection to theuding once
more the self-implemented traffic generator tool. The eatidn uses TCP
NewReno, which includes the Fast Retransmit and Selectolaéwledg-
ment options. In presence of the established TCP connedtienVIN ex-
ecutes handovers. Lost segments invoke the TCP congestidroc The
evaluation traces the TCP state and measures the resutifgp@rformance.

2.5.2 Handover Latency Measurement Results

This section presents the results of the handover latenagunements according
to the scenarios, as specified in the previous section. dde2tb.2.1 measures
the number of lost packets in a pre-defined data stream wééatslto the derived
results of the handover latency by multiplying the numbdosf packets with inter-
packet delay. These measurements include the evaluatithe dfpact of round
trip time variations and different router advertisemeneiinals for Mobile IPv6
and Fast Handover. Section 2.5.2.2 presents the handdeecyameasurement
results for time-stamps, added to the FHO module.

2.5.2.1 Packet Loss Measurement for Varying Network Condibns

In this set of measurements, the handover latency derigastite measured packet
loss in a pre-defined data stream. The sender transmits paak&ts every 15 ms.
This inter-packet delay represents an upper bound for théacy: In case a packet
is lost, the actual handover latency is between zero anditmestthe inter-packet
delay (i.e., 30 ms). The interruption might be short and eatigity might resume
immediately after the potential arrival of the lost packett is realized only with
the reception of the subsequent packet.
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Figure 2.8 shows the handover latency of WLAN-WLAN intrahaology
handover for both standard Mobile IPv6 and the Fast Handimplementation
over the network delay between the CN and MN. Note that NISTEulates
the network delay in both directions. The two lines in thepyraepresent the
minimum and maximum border of the latency, according to tiberipacket delay.
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Figure 2.8: Mobile IPv6 and fast handover latency via padiss measurement
versus network delay.

Figure 2.8 shows that Mobile IPv6 handover delay lineartyéases with in-
creasing network delay. The Mobile IP handover latencyrisadly proportional to
the round-trip time required for a Binding Update to reach @N.

In contrast, the Fast Handover latency is independent afehgork delay. The
Fast Handover latency remains constant because the oldiRHis (i.e., bicasts)
the data to the new AR until the MN updates its new locatiortgdHiA and CNs.
Therefore, the handover latency is completely indepenadldotation and network
delays to other nodes.

Figure 2.9 shows the handover latency measurement resuttsferent Router
Advertisement intervals in scenarios with and without eated network delay in-
crease. Two different intervals are chosén:The minimum permitted interval in
the Mobile IPv6 Dratft, i.e., MinRtrAdvinterval: 0.5 s and MRtrAdvinterval; 1.5
s. (i) The Router Advertisement interval is increased to MinRtriterval: 2.0
s and MaxRtrAdvinterval: 4.0 s. Note that these values axetddhan the recom-
mended ones in thBeighbor Discovery for IPV&RFC 2461 [126], according to
the modifications proposed in the Mobile IPv6 Draft versin Eor each of these
values two experiments are conducted, one with and one witdding an emu-
lated network delay of 500 ms. A network delay of 500 ms eneglatsituation of
a very long distance between the CN and MN.
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Figure 2.9: Mobile IPv6 and fast handover latency via patiss measurement
versus router advertisement interval.

The Router Advertisement interval has a significant impacthe latency of
a standard Mobile IPv6 handover because the detection ofalweAR via Router
Advertisements takes place when the MN is already discdadeftom the old
AR. While sending more frequent Router Advertisements @aabtluce the Mo-
bile IPv6 handover latency, the bandwidth consumption ablinited Router Ad-
vertisements increases. Particularly in access techieslagith scarce bandwidth,
such as Wireless LANSs, short Router Advertisement intsraa not an option.

The Fast Handover solution is independent of the intervialéen Router Ad-
vertisements. The MN scans and discovers new, potential wRie still being
attached to the old AR.

2.5.2.2 Time-Stamp Measurements

This section presents the handover latency measuremeuitsres time-stamps
in the Fast Handover module. Thus, the evaluation focusdsHid only. Inten-
tionally, the comparison to standard Mobile IPv6 is omitbettause the previous
results already show that standard Mobile IP handover dgtesnot suitable for
multi media traffic. Actually, the provisioning of small hdover latency is beyond
the scope of the Mobile IPv6 definition.

Figure 2.10 depicts the statistical distribution of WLANEWN intra-technology
Fast Handover latency for 100 experiments. The mean hantideacy in this sce-
nario is 0.23 ms. However, the graph shows a deviation oftigian value, similar
to a normal distribution.

In case of WLAN-Ethernet inter-technology Fast Handovagre is no inter-
ruption. The availability of two different interfaces alls the set up of a new con-
nection via the new device while it is still possible to commiuate via the previous
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Figure 2.10: Fast handover latency measurement via tiarepst.

device. This process is explained in detail in the followiigP measurement sec-
tion where packets simultaneously arrive on both intedgeee Figure 2.11).

Finally, the evaluation measures the overall Fast Handowspletion time,
which depends on several parameters, such as round triprieh&ork load, pro-
cessing time of QoS and AAAC components, as well as acceladlgy. The
measurements result in 8 ms and 26 ms overall Fast Handawverfor intra- and
inter-technology handover, respectively. The only patamaffecting these results
within the measurement set-up is the deployed access tegynsince the QoS
and AAAC components have ideal properties and the netwonktidoaded with
other traffic. The time consumption of AAAC is negligible einit involves local
processing only on the old AR and new AR, while the procesam)RTT of QoS
is below 1 ms. The increase of these values by real compomentisl influence
linearly the overall Fast Handover time, but not the handéatency.

2.5.3 UDP Measurement Results

For the following measurements, the traffic generator eseeatUDP data stream
with an inter-packet delay of 5 ms and 500 bytes packet sizdicBlarly, the small
inter-packet delay generates a network load that is sirtoléihe demands of real
applications. However, the results are transferable secéwe high load within
this scenario places even more demands on the system,he.dost probability
within a small Fast Handover latency increases for deangdster-packet delay.
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2.5.3.1 Inter-Technology Handover

Figure 2.11 illustrates an Ethernet-WLAN inter-technglé@gst Handover process
in the presence of a UDP data stream, as observed by the M asciver.
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Figure 2.11: Real-time UDP traffic in the presence of EtheYeAN handover,
observed by the receiver (MN).

As mentioned before, the MN is able to communicate simutiesly on the
different access interfaces. Therefore, the MN receivepaalkets between 2.8
s and 2.825 s twice: It receives the original data via the dRigh the previous
access interface and it receives the bicasted data via thé\Reon the new ac-
cess interface. The MN closes the physical connection tolthédR at 2.825 s.
Consequently, it receives only bicasted packets afteptiist in time. In parallel,
the MN updates its HA about the new location with a BU messddge HA up-
dates its binding cache for the MN and changes its routingtamdeling entries,
respectively. With the arrival of the BACK, the HA has chadgkee location entry
of the MN. The BACK arrives at 2.925 s, and all consecutivekpecare directly
addressed to the new point of attachment.

Summarizing, the inter-technology Fast Handover is uninpted because the
different access interfaces allow simultaneous commtioitan both interfaces.
In this case, the MN receives all packets twice during thelbaer. The experiment
results show that duplicates occur for about 20 ms in average

2.5.3.2 Intra-Technology Handover

Figure 2.12 shows a WLAN-WLAN intra-technology Fast Hangloprocess in the
presence of a UDP data stream, again, as observed by the Mideigar.
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Figure 2.12: Real-time UDP traffic in the presence of WLAN-MHNL handover,
observed by the receiver (MN).

Before the handover, the MN receives packets via the old AR.81 s, the
MN performs the physical handover. This physical handoesults is an inter-
ruption, as evaluated in Section 2.5.2.2. Figure 2.12 stke@mplary the average
handover latency of 0.23 ms. After the physical handovey,licasting mecha-
nisms fills the gap until the HA is updated about the new locatif the MN. The
MN receives bicasted packets via the new AR, which alreadyesat the new AR
when the MN physically attaches. With the arrival of the BAGK3.2 s, the HA
has updated its location information of the MN, and packezsd&rectly addressed
to the new CoA.

Summarizing, the average handover latency during a WLANARNLintra-
technology Fast Handover is 0.23 ms. The bicasting meamaprevides con-
tinuous packet delivery until the location and forwardimformation at the HA
is updated. Consequently, there is no noticeable intéami real-time audio or
video data streams during an intra-technology Fast Hamdove

2.5.4 TCP Measurement Results

The following evaluation focuses on TCP performance duengast Handover.
The traffic generator creates a TCP stream between the CNhandN. Except
for the different transport protocol, the traffic generatses the same settings as
before.
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2.5.4.1 Inter-Technology Handover

Figure 2.13 illustrates an Ethernet-WLAN inter-techngldwandover in the pres-
ence of a TCP connection. The plot shows the segments traedrbiy the CN in
order to analyze the TCP state and congestion control ceecét the sender.
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Figure 2.13: TCP connection in the presence of Ethernet-Wibandover, ob-
served by the sender (CN).

As before, the different physical access interfaces aliowukaneous commu-
nication on both interfaces. However, Figure 2.13 does motvduplicate packets
because TCP filters and drops duplicates. Therefore, the SIEBm continues
during the inter-technology Fast Handover without intptian.

The graph shows a small increase of the inter-packet deldaypatms. How-
ever, this glitch does not originate from handover intetinrg but due to a delayed
acknowledgment from the MN caused by IP layer re-configonatind duplicate
ACK-packet handling processing time by the TCP stack.

Summarizing, the TCP stream is not interrupted by an EthaffieAN inter-
technology Fast Handover. TCP filters and drops duplicatkgta. The TCP
sender does not change the TCP state, and it does not invagestmn control
because there is no packet loss that indicates congestibie foiCP sender. Con-
sequently, an inter-technology Fast Handover does nottaffie performance or
throughput of a TCP stream.

2.5.4.2 Intra-Technology Handover

Figure 2.14 shows a WLAN-WLAN intra-technology Fast Haneloin the pres-
ence of a TCP connection. Again, the graph shows the trameshptaickets by the
CN to analyze the TCP state and congestion control of the EGQ&es.
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Figure 2.14: TCP connection in the presence of WLAN-WLAN daver, ob-
served by the sender (CN).

During the WLAN-WLAN Fast Handover, as shown in Figure 2.dde packet
is lost. This single packet loss representswoest caseof the measurements since
in only 2% of the performed measurements one packet is laskd® loss of more
than one packet never occurs. The following paragraph egpthe TCP reaction
to the packet loss in detail, referring to the labels in thguFe.

Between label 1 and label 2, the connection to the MN is disdipnd packet
2 is lost due to the handover. Label 3 marks the acknowledgifoerpacket 1,
which contains a destination option header, updating thakit the new location
of the MN. Afterwards, the CN addresses packets destinethéoMN to the new
CoA. The acknowledgments 4, 5 and 6 are duplicate acks, vihigger the TCP
Fast Recovery algorithm. Thus, the CN re-transmits the pasket 2, without
entering slow start and, thus, without performance dedi@uaAcknowledgment
7 confirms all data, i.e., including the lost packet and thekets received during
the dup-ACK phase. When the sender receives this acknomledig?, it exits the
TCP Fast Recovery phase and continuous data transmission.

Summarizing, TCP Fast Recovery and Selective Acknowledgsria combi-
nation with the Fast Handover scheme av@jdhe invocation of TCP Slow-Start
and(ii) the redundant retransmission of successfully transfqraettets, as shown
in the worst case scenario of single packet loss above. fdner¢he Fast Handover
approach avoids TCP performance degradation in the presdri@andovers.
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2.6 Summary and Conclusions

This chapter described the integration of Fast Mobile IPebdtbvers in an IPv6
mobility environment which integrates AAAC anc QoS in a cdetg architecture.
This architecture has been implemented in this thesis, ante framework of
the EU IST project Moby Dick [94]. The implementation and bgment in test
networks facilitate a performance evaluation via measargmin an integrated
environment. The evaluation comprises:

e Fast Handover latency measurements, using different riekbgies.

e UDP and TCP performance analysis in the presence of Fastddargd

The measurement results show that in case of Ethernet-Wheex-iechnology
Fast Handover, the handover is not interrupted since simedtus communication
on the different access interfaces is possible. The resluitey for inter-technology
handover a short period of 20 ms on the average where the Mdivescdupli-
cates, i.e., the packet via the old AR on the previous interfand the bicasted
packet via the new AR on the second access technology. Siastapplications
detect and suppress duplicates, the UDP connection is esgurinl case of Fast
inter-technology Handover.

In case of WLAN-WLAN intra-technology Fast Handover the tHdandover
approach provides uninterrupted Ethernet-WLAN intehtedogy and in average
a handover latency of 0.23 ms for WLAN-WLAN intra-technojolgandover. The
worst casaesult looses a single packet during the handover. Suclg&egdacket
loss invokes the TCP Fast Retransmission scheme whicinsetits the lost packet
without noticeable performance degradation. Particyléne TCP slow-start algo-
rithm, which significantly decreases the performance, tdnggered. The sender
re-transmits the packet, while further packets are coatisly transmitted during
the Fast Retransmission phase.

Summarizing, the Fast Handover approach provides uniqtesd Ethernet-
WLAN inter-technology and in average a handover latency.®8 s for WLAN-
WLAN intra-technology handover in an integrated Mobile 6Renvironment, in-
cluding QoS and AAAC. These handover latency results suppmanterrupted real
time UDP communications and avoid TCP performance degmdat presence
of Fast Handovers. The results provide an important steprsvAll-IP future
networks. Future work will evaluate network controlled FK&g., handover in-
vocation for load balancing), as required by network omgsafor a successful
deployment and network operation.
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After the handover latency measurements and TCP / UDP peaface eval-
uation upon handover occurrence in single-hop scenatesfallowing chapter
moves on to mobile ad hoc networks that facilitate multi-copmmunication.

The most prevalent use case for mobile multi-hop commuipicatetworks in-
clude vehicular ad hoc networks (VANETS).

VANETS represent a special kind of mobile ad hoc networks MEA's) that
facilitate inter-vehicle and vehicle-to-roadside comication without additional
or pre-established infrastructure. VANETS facilitate thiegration of existing In-
ternet applications into vehicles and enable new apptinafie.g., aiming on an
increase of safety on the road.

The following two Chapters 3 and 4 focus on transport layares in VANETS,
such as reliability, for point-to-point and point-to-niphint applications, respec-
tively.
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Chapter 3

Design and Evaluation of a
Vehicular Transport Protocol
(VTP)

3.1 Introduction

Vehicular ad hoc networks (VANETS) are self-organizingrelss, multi-hop net-
works that enable vehicle-to-vehicle and vehicle-to-gsidel communication. The
main characteristic of VANETSs is a high degree of node muhitesulting in fre-
guent topology changes.

VANETS enable a variety of new applications and facilitdte integration of
existing applications into vehicles. These applicatioosepdifferent requirements
on the network and transport layers, such as reliabilitywavrider delivery of data.
The fulfillment of the application requirements in VANETsdlallenging due to
the unique characteristics of the environment [82]. These@mental challenges
for a transport protocol comprise:

e Challenges of the wireless medium, such as high bit errer (BER) or
hidden and exposed node problems.

¢ In awireless multi-hop chain, the transmission of a packetieres and con-
tends with further data traffic in the wireless transmissemmge, particularly
with consecutive packet of the data flow. This effect is kn@smulti-hop
data traffic interference.

e A paradigm change in congestion detection since traditiorechanisms,
such as packet loss or retransmission timeout, are nobkuiiar mobile ad
hoc networks.

35
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e The most scarce resource in a VANET is the wireless bandwildils band-
width must be shared among competing flows whereas roadispeikets,
such as safety information, must be scheduled at a highenitgrihan other
data traffic.

¢ Highly dynamic network topology.

The performance of a transport protocol in this vehiculairenment depends
on its ability to deal with these challenges.

The following design of a vehicular transport protocol (\jJT&cuses on point-
to-point applications, such as media transmission or ewlgiith require reliable
and in-order data delivery. The demands of these applitatiwe similar to the
service provided by TCP in the Internet [66]. However, TCHgrens poorly in
wireless, mobile ad hoc networks [43, 48, 58].

A variety of TCP extensions aim at performance improvemanuireless,
multi-hop networks, e.g., [48, 7, 87, 40]. Since most TCResions still remain
below an optimal performancepn-TCPapproaches argue that basic TCP design
elements are inappropriate for wireless ad hoc networkktransport performance
can be significantly improved (i.e., compared to TCP extersgiwhen considering
the specific characteristics of the environment [125].

We argue that the unique characteristics of VANETs needssthe develop-
ment of a new transport protocol that is specifically taidbte these conditions.
Thus, the following VTP design takes the path charactegstif multi-hop com-
munications in VANETSs into account, as evaluated in our pgp2]. The key
features of the VTP design are:

e The VTP sender uses a rate-based transmission scheme. anbmission
rate is determined by @ate timerthat steadily schedules the transmission of
data packets when multi-hop connectivity between sourdedastination is
recognized.

e VTP decouples congestion control from error and flow contnwhinly to
avoid throughput reduction for non-congestion-relatetkptloss. In VANETS,
packet losses are frequent because of high mobility andethdting topo-
logical changes. These losses must not invoke congestianoto

e VTP uses explicit signaling of available bandwidth froneimhediate nodes
for congestion control. The estimation of available bartilwby intermedi-
ate nodes uses information from the MAC layer protocol.

e VTP provides reliability via retransmissions of lost patskeSelective ac-
knowledgments (SACKSs) report lost packets to the VTP sendérwr re-
ceivers transmit SACKs in dynamic intervals. It adjustsititerval accord-
ing to the current transmission rate and the source-désimdistance.
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e The VTP sender uses statistical knowledge to predict theagd com-
munication behavior of a connection. In absence of ackmigvients, the
expected communication duration for the respective sedestination dis-
tance assists the rate timer calculation.

Prior to the specification of a VTP, a detailed analysis ofghth character-
istics in a highway scenario quantifies the expected coivitycand disruption
durations and evaluates the metrics packet loss, rountimig (RTT), RTT jitter
and reordering. These statistical results directly infbeetihe following transport
protocol design. A simulative evaluation of VTP shows thefigrenance improve-
ments compared to TCP.

This work was conducted in the framework of tRetwork on Wheelgroject,
which is supported by the German Ministry of Education anddaech (BMB+F).
The project investigates key technical questions for VANI®Bmmunication, in-
cluding transport protocols and position-based routir@ii]1

3.2 Background

The background comprises an overview of ad hoc routing patgo including
topology-based and position-based approaches. The obicéceappropriate rout-
ing protocol for certain scenarios is important becauseptrormance of the ad
hoc network significantly depends on the routing protocahc& the routing pro-
tocol influences the characteristics of the ad hoc netwhekdesign of a transport
protocol should be aware of the routing protocol and the pegbrming protocol
should be chosen anyway.

3.2.1 Ad Hoc Routing Protocols

This section surveys topology-based and position-basdibadouting protocols
and discusses the suitability of the respective proposalthe high dynamic ve-
hicular environment.

3.2.1.1 Topology-Based Ad Hoc Routing Protocols

Topology-based routing protocols establish routes on #siskof topological in-
formation about the network. They can be distinguished aagtive, reactive and
hybrid approaches.

Proactive algorithms, like the dynamic destination-seged distance-vector
routing (DSDV) [110] or the optimized link state routing pwool (OLSR) [30],
maintain all available routes in the network even if somehaf toutes are cur-
rently not used. Particularly in a highly dynamic scenati®e maintenance of
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unused routing information wastes a significant amount efabailable wireless
bandwidth [34].

In contrast, reactive (or on-demand) routing protocolshsas dynamic source
routing (DSR) [67], the temporary ordered routing algaritiTORA) [102] or ad
hoc on demand distance vector routing (AODV) [109], mamtaily the routes
that are currently in use.

Hybrid routing approaches, such as the zone routing pro{d&) [52], com-
bine proactive and reactive routing components in ordemirove routing scala-
bility and efficiency.

All topology-based algorithms establish and maintain erdnd routes which
frequently break in mobile ad hoc networks, as illustrateffigure 3.1. The route
break recovery is time consuming and degrades the routwigpqnl performance
since new routes must be build up on demand.

Time x P /\m/\m /-\

Time x + At sec / . - -
-m- ; -

Route break

Figure 3.1: Route breaks in the highly dynamic vehiculairemment.

3.2.1.2 Position-Based Ad Hoc Routing Protocols

Position-based routing protocols (PBR), as surveyed ih ElBninate some of the
limitations of topology-based routing by using additiomggographical informa-
tion. PBR scales well in the highly dynamic vehicular enmiment because each
forwarding node locally determines the next hop indepetigldar each packet,
based on geographical position information. Thus, PBR doesequire the estab-
lishment or maintenance of routes.

Prior to transmitting the first packet of a connection, thedse requires to
determine the geographical position of the destinatiopicilly, a location service
is used for this task.
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In mobile ad hoc networks, the focus is on decentralizedtiocaservices be-
cause a centralized approach would require the positionrefiehable location
server; the reachability of a location server cannot be antaed at all times.
Typical examples of decentralized location services, saghhequorum-based
location service [51], thgrid location service [83] or thbomezondocation ser-
vice [49, 123], are included in the PBR survey [93].

The geographical position of the destination is includethi packet header
and determines the forwarding decisions of the sender aedmediate nodes.
This mechanism requires that each node is aware of its owgrggbical position
and the positions of its single-hop neighbors within radimsmission range.

Each node acquires its own position via a positioning systemech as the
satellite-based global positioning system (GPS) [57, 89fler types of position-
ing services [24, 55]. The positions of the single-hop nieggh within radio range
are typically distributed in broadcast messages, terbeatons All nodes peri-
odically broadcast these beacons to their single-hop heigh Thus, each node
is aware of the position of nodes in its vicinity. The accyrat this information
depends on the beaconing interval.

The PBR forwarding decision at each node depends on thendgsti's po-
sition, as contained in the packet, and the positions of titenpial forwarding
nodes. Typically, a forwarder selects the next hop that agyggphically closest
to the destination, using the greedy forwarding strategthefgreedy perimeter
stateless forwarding (GPSR) [70, 71] approach, as visedliz Figure 3.2.

Position Table

D Position

2 [5.,0]

4 [10,0]

5 [12,1] lDestination 6 at[15,1] Source 1 at [0,0]

_—

1 b2 3 5 : 6
\I‘ (_T, /'
Source Destination

Figure 3.2: PBRV greedy forwarding strategy.
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Node (3) is the current forwarder in the communication floviween the
source node (1) and the destination node (6). The packeaiosnthe position
[15,1] of the destination and node (3) has three single-heghiors: Node (2) at
[5,0], node (4) at [10,0] and node (5) at [12,1]. Consegyentide (3) selects node
(5) as next hop because node (5) is closest to the destination

Note that intermediate hops may update the position of tisérdgion in the
packet header, in case it has more accurate position infamménan contained in
the packet. Thus, the preciseness of position informatioreases the closer the
packet comes to the destination.

In order to determine the next hop, different forwardingstgies are possible.
[93] classifies three main packet-forwarding strategigsPBR, such as greedy
forwarding and restricted directional flooding.

As explained in the example above, greedy forwarding seldwt next hop
within radio range that is located closest to the destinatibhe restricted direc-
tional flooding algorithm works in a similar way, but forwarthe packet to a set
of single-hop neighbors that are closer to the destinatidowever, greedy for-
warding and restricted directional flooding approachdsffdiere is no single-hop
neighbor that is closer to the destination than the forwaydiode itself, but a route
still exists. These scenario is illustrated in Figure 3.3.

destination

Figure 3.3: Greedy routing failure scenario.

To alleviate these situations, recovery strategies haee peoposed, such as
the face-2algorithm [19] or to select the node with the least backwaebtive)
progress [127]. However, the latter recovery strategy imiggid to routing loops.
Further approaches propose not to forward packets thatateroa local maxi-
mum [60]. Further details are given in the PBR survey [93].
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3.2.1.3 Contention-Based Forwarding

The periodic exchange of beacons in PBR introduces overhaddconsumes
scarce wireless bandwidth. A position-based routing &lyorwhich does not re-
quire beacon information is proposed in contention-baseddrding (CBF) [46].

CBF broadcasts the packet to all nodes within transmissioge of the for-
warding node. Each node that is closer to the destination tha forwarding
nodes enters a contention period, i.e., initiates a timiee fimeout depends on the
distance to the destination. Upon timeout of the node ctasethe destination,
the node rebroadcasts the packet and silences all othettipbferwarders, which
cancel their respective contention timers.

Since not all nodes may overhear the rebroadcasting, pddditation may
occur. In order to avoid packet duplications CBF incorpesahree different sup-
pression strategies: Basic suppression, area-basedessjmur and active selection.

The basic suppression scheme stops the packet transmigsiopacket only
when overhearing the rebroadcasting, as explained abdwes, Packet duplication
may occur.

Area-based suppression reduces the probability of dujaitdecause only
nodes in a pre-selected geographical area enter the contefihe area is selected
in a way that the potential forwarding nodes are within traission range of each
other and that can overhear the rebroadcast packet.

The active selection is inspired by the RTS/CTS mechanisthsatects the
next hop prior to packet transmission. The current forwacderdinates the selec-
tion process. The active selection scheme avoids packditdtipn at the cost of
additional control message overhead.

3.3 Related Work

This section surveys the related work on transport layeragghes in wireless and
mobile ad hoc networks, as classified in Figure 3.4.

The highest level of classification distinguishes betwe&®P Enhancements
and non-TCP proposals. Ad hoc extensions for TCP may septm@tconnection
in a wired and wireless part whereas the majority of appreachspect the end-to-
end semantics of TCP. Finally, modifications may affect T@R or cross-layer
approaches involve other protocol layers, such as the metager.

3.3.1 Transport Challenges in Wireless and Mobile Ad Hoc Netorks

Besides the challenges of the wireless communication mediuch as a high bit
error rate (BER) or the hidden and exposed node problem,iginytdynamic ve-

hicular environment poses specific challenges to the dedigriransport protocol
for vehicular networks [98], as follows.
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Transport approaches for
wireless mobile ad hoc networks

|
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TCP enhancements Non-TCP approaches
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Figure 3.4: Transport layer approaches for wireless matulaoc networks.

e Multi-hop data traffic interference. Vehicular wirelesstamt networks uti-
lize multi-hop relaying of data packets. A link layer transsion affects all
nodes within the wireless transmission range of the sengietalthe shared
nature of the wireless channel. Particularly, the forwagdif a data packet
contends with the transmission of the next packets by théepesssor node.
The contention aggravates with further induced traffic beotdata streams
or the acknowledgments on the reverse path. A transporgobtor vehic-
ular networks should consider these interferences in dadprovide for a
fair sharing of resources among contending flows.

e Congestion detection. Traditional mechanisms to detebtork conges-
tion, such as packet loss and retransmission timeout, drappoopriate in
VANETSs because a considerable amount of packet loss in VAANE ot
due to congestion. Besides congestion, packet loss cam doeuto the
high bit error rate (BER) of the wireless medium, hidden teahproblem,
packet collisions or mobility of vehicles (i.e., route bkear route changes).
Furthermore, the network contention in VANETS is locatiependent be-
cause all nodes within radio transmission/interferenogeacontend for the
channel. Therefore, the related work in [98] proposes tamdgle conges-
tion control from reliability and flow control in order to imgve transport
protocol performance.
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e Bandwidth constraints and data traffic priorities. The nsosirce resource in
a VANET is the wireless bandwidth. This bandwidth must baeti@mong
contending flows and other data packets whereas road safetyniation
must be scheduled at a higher priority than other data traflizehicular
transport protocol must utilize and fairly distribute theadable bandwidth
and consider the different priorities that impact the perfance of the pro-
tocol.

¢ Highly dynamic network topology. The fast movements of etds result in
continuous topology changes in the ad hoc network. Thisigg¢opological
change rate demands for specific network protocols bechagetformance
of a routing or transport protocol depends on its ability dayat quickly to
the varying path characteristics. A vehicular transpootgeol that consid-
ers the specific characteristics of a VANET can provide impdoprotocol
performance.

3.3.2 TCP Performance in Wireless and Mobile Ad Hoc Networks

The transmission control protocol (TCP) [66] is the factotransport protocol
standard of the Internet. However, TCP performs poorly ireless and mobile
networks [43, 48, 58] for various reasons. This section iges/an overview of
TCP performance evaluations and explains the reasons op&@&mance degra-
dation in wireless, mobile networks.

TCP provides reliable and in-sequence byte stream delvkdata to appli-
cations in point-to-point communications. In theory, TG¢®wWd be independent
of the underlying technology and support all kinds of netgorThese networks
are typically unreliable. In practice, however, the conglof error and congestion
control in the design of TCP tunes the protocol to the chargstics of wired net-
works: TCP assumes network congestion in case of packetWdssh is almost
always true in wired networks.

However, in wireless and mobile ad hoc networks, a signifieanount of
packet loss is not due to congestion. In this scenario, packay be lost in addi-
tion to congestion e.g., because of:

e Channel errors and the high bit error rate (BER) of the wielmedium,
e Collisions,
e Path asymmetry,

e Route failures and network partitions due to mobility.

The invocation of congestion control in reaction to nongmstion losses re-
sults in a performance degradation of TCP [43]. Though tfferéint versions of
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TCP (i.e., Tahoe, Reno, NewReno and Vegas), as explaineddiing 2.2.3, per-
form differently in ad hoc networks, all these versions ardistinguish between
packet loss due to congestion and packet loss due to wiretess$ hoc character-
istics, as explained above (see also [138]).

The following related work evaluates the TCP performancaviireless and
mobile ad hoc networks. The work [53] classifies the reasonshie poor TCP
performance in ad hoc networks (i) wireless and(ii) mobility and multi-hop
related challenges.

() The TCP performance in static, wireless single-hop neta/ggknainly in-
fluenced by the characteristics of the wireless networkh sashigh BER, path
asymmetry or hidden and exposed stations. A variety of TGRamrements ad-
dress this scenario, e.g., infrastructure-based WLANS[4H)], mobile cellular
networking [10, 20] or satellite communications [2, 36].

(i) In mobile ad hoc networks, the TCP performance - additigrtalthe chal-
lenges mentioned above - depends on the mobility. Node meneleads to tem-
poral network partitions, route breaks and route changes.

The impact of mobility on the throughput of TCP is evaluatectigh simu-
lations in [58]. Using the random way-point (RWP) [14] matyilmodel without
pause time, the evaluation shows that for certain mobilitygons the throughput is
close to zero whereas other patterns result in high thraugfjurthermore, veloc-
ity variations affect the TCP throughput differently, ean increase of the average
speed from 2 m/s to 10 m/s results in a significant throughpgtatiation whereas
the increase from 10 m/s to 30 m/s affects the throughput sligiatly. The analy-
sis of the simulation traces of low throughput shows thatrthute recovery of the
DSR routing protocol invokes TCP retransmission timeouis eongestion con-
trol in case of route breaks. In simulation traces of higlodighput, sender and
receiver move closer towards each other, so that the pB@R route remains
valid until a new, shorter route is found. In order to prevemgestion control in
case of route breaks, the authors propose explicit linkifaihotification (ELFN)
to stale TCP for the duration of a route break.

The paper [3] takes up the mobility related throughput deagian of TCP and
defines the TCP throughput in mobile ad hoc networks as aiumof node ve-
locity and network load. A significant part of the route rewputation latency
depends on thBIAC failure detection latencyThe MAC failure detection latency
is defined as the amount of time spent before the MAC recogitiek failure. Fi-
nally, [3] identifies an additional problem related to rogtiand MAC layer, which
the authors termMAC packet arrival latency When a link failure along the path
is detected, it is reported back to the routing agent on thdisg node. In case
further nodes also used this link before, the node that tetkee link failure has to
wait for further packets of these communications beforemapg the link failure
also to these sending nodes. This delay also contributég totite re-computation
latency.
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The performance of TCP Reno over the routing protocols AOIDA], DSR [67]
and ADV [18] in mobile ad hoc networks is evaluated by simola in [37]. The
results show that ADV performs well for a variety of mobilipgtterns and topolo-
gies. In order to improve TCP performance over on-demantingprotocols, the
work also presents a TCP enhancement proposal tefixed RTO which is ex-
plained in detail in the following survey of TCP enhancersdiot mobile ad hoc
networks.

The work in [86] evaluates TCP performance over multi-pathting, i.e., Split
multipath routing (SMR) with maximally disjoint paths [89Multi-path routing
provides advantages in wireless ad hoc networks, such astieql in route com-
putation time, high resilience to path breaks, high calkeatance ratio and better
security. However, the evaluation shows that TCP perfomaauffers from multi-
path routing. The inaccuracy of the average RTT in multhpatuting leads to
more TCP timeouts and the increased out-of-order delivagytd different paths
trigger TCP duplicate ACKs, which in turn invoke TCP congw@stcontrol.

The following sections survey TCP enhancements and non-djfpiroaches,
as shown in Figure 3.4 in order to improve transport layefgperance in wireless
mobile ad hoc networks.

3.3.3 TCP Modifications for Wireless and Ad Hoc Networks

This section surveys TCP enhancements to improve TCP peaifare in mobile ad
hoc networks according to Figure 3.4, including split cartioes and end-to-end
approaches as well as pure TCP approaches and cross-layterso

We first present approaches that respect the end-to-encheroB TCP and
modify TCP only.

Thefixed RTOproposal [37] modifies the retransmission (RTO) calcutatd
the TCP sender. The sender does not purely rely on RTT measuatse in the
network anymore, but uses a heuristic to distinguish betweate failures and
congestion. In case of two consecutive RTO timeouts, thdesesissumes a route
failure. The sender retransmits the unacknowledged pablietioes not increase
the RTO value, as original TCP would due toégponential backoffmechanism.
The RTO timeout value remains fixed until the route is refdisthed and the out-
standing packet is acknowledged. In [37] the authors etalih@ approach simula-
tively over on-demand routing protocols and consider TGEIsctive and delayed
acknowledgment options. The fixed RTO approach improvesgezfdrmance for
on-demand routing protocols, but is restricted to wirelestsvorks only.

TCP DOOR (detection of out-of-order and respori&8p] detects out-of-order
delivery of TCP segments and interprets these as an inglicafi route failures.
The detection of out-of-order data delivery can be sendseth or receiver-based.
The sender-based identification of out-of-order packeveisi requires additional
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information in the TCP duplicated acknowledgments, /K duplication se-
quence number (ADSNJTCP DOOR appends the ADSN as a one-byte option
to the duplicated acknowledgments and increases the nuimbeach ACK. The
receiver-based approach adds &P packet sequence number (TPahla two-
byte option to each packet to identify out-of-order delfvetUpon detection, the
receiver notifies the sender about the out-of-order dsfiviex theOOO-bit which
is explicitly defined in the ACK packet header. When the seisl@ware of an
out-of-order event, it temporarily disables congestiontaa and instantly recov-
ers during congestion avoidance. The duration of congestantrol disabling
depends on the RTT. TCP DOOR is evaluated through simukatod the results
show similar performance for sender- and receiver-baseéafeorder detection.
Thus, the authors recommend the sender-based approaalsédtdoes not re-
quire explicit out-of-order notifications.

The following approaches respect the end-to-end semafticSP and require
cross layer interaction between TCP and the network layer.

TCP-F (feedback])25] relies on network feedback to detect routing failures.
When the routing agent of a node along the path detects arbiole it replies
with an explicitroute failure notification (RFNjo the sender. Upon reception of
an RFN, the sending instance of TCP entemnaozestate. In this state, TCP-F
stops packet transmission of the respective flow, free2eBGR variables, such
as timers and congestion window, and initiatemate failure timer The sender
remains in snooze state until either it is notified abouteaetcovery by aoute
re-establishment notification (RRNI) the route failure timer expires. When a new
route is found and the sender receives a RRN notificationT@e-F sender re-
sumes transmission based on the previous congestion wiaddwimers - inde-
pendent of the fact that the conditions along the new patthntigve changed.
When the route failure timer expires, TCP-F enters the stahdongestion control
mechanism. The evaluation results in [25] show performampeovements, how-
ever, the simulation scenario is very basic.

Theexplicit link failure notification (ELFN]58] mechanism also uses explicit
network feedback to detect route failures, similar to TCPaFcontrast to TCP-
F, ELFN is based on real interaction between TCP and thenguytiotocol. The
ELFN notification is piggybacked on the routing failure ficttion. It contains
sender and receiver addresses, ports and the respectivesdytience number.
Upon reception of an ELFN message, the TCP sender enseidbymode. In
this mode, the TCP sender periodically transrpiisbe packets in order to check
if the route is restored. In [58] the optimal probe intensatwo seconds, but for
different scenarios the authors propose to adjust the pnddeval according to the
last stored RTT value. In case a probe packet is acknowledgeld resumes. The
evaluation comprises a TCP resume with frozen congestiodaw and timers, as
well as with reset values where the former option providdtebeesults. Though
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the evaluation results in [58] show a significant enhanceraeer standard TCP,
further evaluations are required, particularly becau$and [95] come to different
results for high and even for low network load, respectively

Ad hoc TCP (ATCPJ]87] once more uses network feedback, but aims at the
detection of route failureandtries to make the high BER of the wireless medium
transparent to TCP. ATCP inserts an additional layer batwie@P and IP. This
layer monitors the network state and sets TCP in persisgesiion control or re-
transmit state. The ATCP layer uses the network informagitovided by ECN
(explicit congestion notification) [68] or the ICMP 'destiton unreachable’ mes-
sage to determine the respective state. When receivindCki€ I'destination un-
reachable’ message, TCP assumes a route failure and dmtegpersist state. In
this state, TCP freezes its congestion window and timerstem$mits periodi-
cal probing packets until a new route is discovered. The E@Miatly notifies
the sender about network congestion. Consequently, TGRseits congestion
control (i.e., without waiting for timeouts). Upon recegpti of three duplicated
acknowledgments, ATCP enters the retransmit state. Thismistnat the third du-
plicated acknowledgment is not relayed to TCP. Instead, iEGEt to persist mode
and ATCP retransmits the lost segment autonomously, asguaioss due to the
high BER. When ATCP receives the respective acknowledgne€i® resumes to
normal operation. ATCP has been evaluated by implementatia testbed, emu-
lating different scenarios, such as congestion, packst temporal partitions and
reordering. However, the testbed consisted of wired E#tezonnections. There-
fore, further evaluation in a wireless and mobile ad hocremvhent is required.

TCP-BUS (TCP buffering capability and sequence infornmafié4] again uses
network feedback to detect routing failures and introdwbsffering capability to
mobile nodes along the path. TCP-BuS signals route failncera-establishment
via explicit route disconnection natification (ERDBNd explicit route successful
notification (ERSN)nessages. The node that detects the link failure and sends
the ERDN is callechivoting node (PN)Upon reception of an ERDN message,
the TCP-BuS sender stops packet transmission and all gaickeansit from the
source to the PN are buffered by the PN during the route ebkstiment phase.
To avoid timeouts during route re-establishment, the mstrassion timeout for
buffered packets is doubled. Selective retransmissionestg by the PN ensure
that the sequence of buffered packets is complete. Wherotlte is recovered,
the PN relays all buffered packets to the receiver and indoiime sender via the
ERSN message. Consequently, the sender resumes the ssiasmiThe evalua-
tion in [74] shows that TCP-Bus outperforms standard TCPTa®B-F in different
scenarios.

Finally, the split TCP approach provides an example thaarsges the wired
and the wireless part of the end-to-end TCP connection.
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Split TCP[79] separates the TCP end-to-end connection into diffeseq-
ments, e.g., according to the characteristics of the nétwgres in between in
order to improve throughput and fairness. The node betwsesgflit connections
is calledproxy. The routing agent on intermediate nodes assigns proxyifumc
ality to the node, according to itster-proxy distance and network parametefs
proxy intercepts TCP packets from the source or a previomsynd replies with
alocal acknowledgment (LACKThe respective proxy is responsible for the reli-
able forwarding of data to the destination or the next présyrder to maintain the
TCP end-to-end semantics, an additional acknowledgmesitasanged between
destination and source. Split TCP separates end-to-eiadbiliey and congestion
control by maintaining two transmission windows at the seur.e., thecongestion
windowand theend-to-end windowThe congestion window determines the trans-
mission rate along a segment of the path, i.e., the wiredfpattnthe source to the
proxy or the wireless path from the proxy to the destinatamgtording to the stan-
dard TCP congestion window mechanism. The end-to-end wirgbmtrols the
end-to-end path between source and destination. Basittedlgongestion window
adjust the transmission range in the wired and wireless pdithe network while
the end-to-end window may intervene for the overall conteay., in case one of
the connections is broken. The evaluation of Split TCP shawsrformance im-
provement of about 30% for the inter-proxy distance of theéive hops, at the
cost of increased network overhead, buffer sizes and cotityle

3.3.4 Non-TCP Approaches

In contrast to the TCP enhancements, non-TCP transport Eygoaches use
completely different algorithms for error, congestion dlwav control in mobile
ad hoc networks, as indicated by the separate branch ind=RBjdr This design
choice is based on the argument that basic design elemeh@hare fundamen-
tally inappropriate for the specific characteristics of tehd hoc networks [125].
Non-TCP approaches outperform TCP and TCP enhancememgalopecause
the specific characteristics of the environment are corsitleHowever, non-TCP
approaches lack immediate interoperability to TCP whemeoted to a fixed net-
work. Interoperability requires additional effort, e.gateway proxies for transport
protocol translation.

The application-controlled transport protocol (ACTH92] ensures reliability
in the application layer. This light-weight protocol betwvethe application and
UDP provides and maintains simple feedback informationualbioe successful
delivery of packets, potential loss of a packet in the abseariche respective ac-
knowledgment, a retransmission timer and the lifetime aiekpt. The retransmis-
sion timer and the packet’s lifetime depend on the RTT (iygically four times
the RTT). Beyond, ACTP supports priorities of packets whenlower layers pro-
vide the respective differentiated services.
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The ad hoc transport protocol (ATP) [125] decouples comgestontrol from
reliability and relies on congestion feedback from intediage nodes along the
path to adjust its rate-based transmission scheme.

Intermediate nodes may reduce the requested bandwidtbntemed in every
ATP packet, according to their local queuing delay and atide delay. The ATP
receiver collects the congestion information and incluthesweighted average of
this information and the actual available receive buffe. (iflow control) in peri-
odic, selective acknowledgments (SACKSs). Note that thegestion information
in the acknowledgment is derived from the network whereagltiw and reliability
information are obtained from the receiver. The SACK pedad be dynamically
adjusted according to the round trip time.

Upon reception of a SACK, the ATP sender adjusts its timseddransmission
rate to the conditions along the path. The evaluation of timgestion feedback by
the sender results in an increase, decrease or maintenfitize current rate (in
contrast to TCP which has only decrease or increase phashs)transmission
rate also depends on cross-layer information from lowesrsyUpon reception of
an ELFN, the ATP sender reduces its transmission rapedioe packets.

In order to estimate the transmission rate on connecticabksttment or re-
establishment after a route failure, ATP useguick startmechanism: The ATP
sender transmits a probing packet to collect the congestionmation from the
intermediate nodes along the path. The ATP receiver imntedgiacknowledges
this probing packet. Consequently, the ATP sender canrtiarad the maximum
possible rate after one RTT.

The vehicular transport protocol, as presented in Sectién &lopts some
of these basic mechanisms, such as decoupling of error argkstion control,
explicit congestion signaling and the utilization of sélez acknowledgments.
However, VTP differs from ATP in order to respect the spedifi@racteristics
of VANETS, as follows.

ATP operates on top of topology-based routing protocolsctvimaintain an
end-to-end route. Thus, ATP uses route failure messagestfre network layer,
and the intermediate nodes maintain per-flow informatiam.cdntrast, VTP as-
sumes position-based routing (PBR) as the underlying mgyprotocol because
PBR outperforms topology-based routing protocols in VANEZ4]. With PBR,
each node selects the next reachable forwarder that is agligally closest to
the destination. Thus, the path that consecutive pack#étsvfonay be different
due to mobility. Consequently, there are no network messtmassist VTP, and
intermediate nodes do not maintain flow information.

Furthermore, ATP does not use retransmission timers. Whssing packets
are reported in the periodic SACK, the ATP sender instarmtyansmits the data.
However, the path characteristics in VANETS [82], such aketloss, reordering,
RTT and RTT jitter, suggest for retransmission timers. THe&P\fetransmission
timer cannot rely on the actual RTT because of RTT fluctuatiamd SACKs are
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transmitted periodically which decreases the accuracyTdf 8stimation. Thus,
the VTP retransmission timer calculation is based on thecsedestination dis-
tance and the statistical results of the path charactsig2].

Before Section 3.5 explains the VTP protocol in detail, thkofving Sec-
tion 3.4 evaluates the path characteristics for highwapaes, as the prerequisite
for our VTP design. The evaluation focuses on highway séenas the main ap-
plication domain for VANETSs. The accurate functioning ighispeed scenarios,
e.g., safety related applications in highway scenariosnmrtant for user accep-
tance since user should trust the system in life endangsttngtions. Furthermore,
in highway scenarios there might be no road side infrastradib support the pro-
tocol, like this could be used in city scenarios. Howeveg, fitllowing design of
VTP is transferable to further scenarios, such as citiesadjysting its parame-
ters, assuming that the underlying routing protocol findgato-end path with
a similar performance like in highway scenarios. This ig/nikely because as an
example in cities the existing infrastructure might be usedupport the ad hoc
network.

3.4 Evaluation of Path Characteristics on Highways

This section investigates the path characteristics thasport protocols experience
in VANETSs in highway scenarios. These results aid the designvehicular trans-
port protocol (VTP). The behavior and performance of a VTnlgadepends on
its ability to adapt quickly to varying path characteristidn the following, ana-
lytical and simulative evaluations of connectivity andrdjgion durations estimate
the expected connectivity between communication partiverspecific distances.
Furthermore, the results quantify packet losses, reargeround trip times (RTT)
and RTT jitter through simulations.

3.4.1 Scenario and Simulation Environment

The scenario, as illustrated in Figure 3.5, simulates waryiumbers of vehicles
on a 10 km stretch of highway. The spatial distribution of Wledicles and their
mobility behavior, i.e., position, direction and speed: derived from validated
highway mobility patterns [45, 80]. The analysis considiifferent scenarios that
have different numbers of lanes in each direction, and mgrgumbers of vehicles
per kilometer.

In the ns-2[132] simulation environment, all vehicles are equippethwi sin-
gle IEEE 802.11b wireless interface providing a radio tmaission range of 250
m. Vehicles in radio range can communicate directly. In dasedistance be-
tween communication pairs exceeds the radio range, but &-hnop path exists,
the vehicles form a self-organizired hocnetwork that supports multi-hop com-
munication.
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Figure 3.5: Multi-hop inter-vehicle communication in thiglway scenario.

Generally, communication in this VANET occurs between mndgairs of ve-
hicles distributed throughout the simulated area. Howes@ne parts of the anal-
ysis restrict communication to vehicles within specifictalices. The number of
vehicle pairs that communicate concurrently determinenttterork load. The sim-
ulations investigate 5, 10 and 15 concurrent communicatiogpresenting light,
medium and high loads. Each communication is a constardtbidata transfer
using a fixed packet size.

The VANET uses PBR because it outperforms topology-basetingpin the
highly dynamic vehicular environment [44].

Mobility can also create temporary network partitions tmaérrupt end-to-
end connectivity and cause packet loss. In order to redecaudmber of network
partitions, oncoming traffic is included when determinirgxinhops [45].

3.4.2 Metrics

This section defines the evaluation metrics that charaetéine path characteristics
experienced by a single communication instance.

e A connectivity perioddenotes the existence of an end-to-end path between
source and destination that enables communicatiodisuption periodde-
notes the absence of such a path. Thenectivity duratiorhence describes
the length of a connectivity period whereas thisruption durationdescribes
the length of a disruption period. Note that infinite disfaps are not con-
sidered.

e Thepacket loss probabilitgescribes the likelihood that an individual packet
is lost between source and destination, independent of ptekets. The
packet loss burst lengttlescribes the number of consecutively lost packets.
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e Round trip time (RTT) and RTT jitter(i) The RTT describes the time be-
tween the transmission of a packet and the reception of stecbrrespond-
ing acknowledgment. The simulation takes one RTT samplanatgaven

time. (ii) The RTT jitter describes the difference between two subsequent
RTT samples. Thenean RTTdescribes the mean across all RTT samples for

a given communication.

e Reordered packets are received in a different sequencdttbanvere sent.
The packet reordering probabilitydescribes the likelihood that a packet is
reordered, independent of other packets. Tdwrdering perioddescribes
the time from the reception of the first reordered packet timi originally
expected packet arrives. Lost and duplicated packets deamitibute to
reordering.

3.4.3 Evaluation Results

This section presents selected simulation results for lawag scenario with two
lanes per direction and on the average six vehicles per lati&ibometer. These
results are chosen because the scenario is representatiypital weekday road
traffic on a German highway. Each sender generates a corstaate (CBR)

stream of 100 Kb/s. Although some path characteristicsxqreated to be different
in the presence of a transport protocol with congestionrogrthe CBR streams
approximate these environments. The duration of each ationlrun is 60 s.

3.4.3.1 Connectivity and Disruption Duration

This section presents the evaluation of connectivity asdugiion durations and
compares the analytical and simulation results for maxinaomrce-destination
distances of 500 m and 2000 m.

First, we compute the connectivity and disruption duratiby determining the
theoretical availability of a multi-hop end-to-end patldiscrete time intervals us-
ing global knowledge. These results represent an upperdbfrrthe expected
connectivity durations because MAC and physical effedsat considered. Ns-2
simulations that use an ideal MAC validate this first anabjtievaluation. Fur-
ther simulations evaluate the connectivity and disruptaration using the IEEE
802.11 MAC of ns-2.

Figure 3.6 shows the cumulative distribution function (§Bfthe normalized
connectivity durations for 500 m and 2000 m source-destinatistance.

The analytical evaluation shows that when the communigatimdes remain
within a distance of 500 m, 9% of the communications are infged within 10 s
and 20% are interrupted within the duration of the simutationsequently, 91%
of the communications remain uninterrupted for 10 s and 80#eocommunica-
tions continue for the complete duration of the simulation.
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Figure 3.6: CDF of connectivity duration for analysis anugiations.

The results for the IEEE 802.11 MAC in the 500 m scenario iuFéd.6 show
a decrease in connectivity durations. After 10 s, 20% of traraunications are
interrupted and 38% of the communications are interrupfedouthe end of the
simulation. These differences between the analysis ansitfi@ations with IEEE
802.11 MAC are mainly due to inaccurate location informaiio the latter case:
The anylysis is based on global knowledge that providesyavaacurate and up-
to-date location information. In contrast, the locatiofoimation in the simulation
is based on beaconing. Thus, the accuracy of the locatiomiation depends on
the beacon interval. When a vehicle drives out of range befog location infor-
mation of the sender becomes invalid, the sender may traaspaicket to a node
which is not reachable any more, resulting in an interruptio

The connectivity durations significantly decrease for Emgjstances, as illus-
trated by the curve for 2000 m maximum distance in Figure Afeer 10 s, 54%,
after 30 s, 82% of the communications, and after 60 s, 92%eot¢dmmunications
are interrupted. However, the ideal and 802.11 MAC curves@ge for 2000 m
maximum distance because the interruptions due to routimogsedominate in this
case.

Figure 3.7 shows the CDF of the normalized disruption daratifor 500 m
and 2000 m source-destination distance. These resultgleomsly disruptions of
communications that resume. The main result is that theageedisruption dura-
tion is short, as discussed in the following.
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Figure 3.7: CDF of disruption duration for analysis and datian.

In the analytical results, 92% of the disruptions end aftef@& 500 m source-
destination distance and 75% of the communications restiteie3as in the 2000
m source-destination distance scenario.

Again, there is a noticeable difference for the 500 m distanben using the
IEEE 802.11 model whereas the curves converge for 2000 mndist In the sim-
ulations, for 500 m distance, 85% of the disruptions and @X®2m distance, 72%
end after 3 s.

Summarizing, the connectivity and disruption evaluatiesutts show that for
distances up to 2000 m, multi-hop vehicular communicatinra dighway is pos-
sible, and the expected communication duration is in thgear several seconds,
depending on the source-destination distance.

3.4.3.2 Packet Loss Probability and Distribution

Packet losses are frequent in vehicular environments beaafithe high mobility
and the resulting topology changes. This section showsithlaion results of
loss probability and evaluates the expected number of catige losses in a ve-
hicular highway scenario with low data traffic (i.e., five carrent communication
streams).
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Figure 3.8 illustrates the loss probability over distanmestandard PBR and
PBR withlost link enhancement[44]. With standard PBR, neighbor table entrie
time out periodically and can become stale. Tbst link enhancement aims to
reduce packet loss by cross-layer integration, keepingdighbor table updated
based on link layer feedback, such as feedback about paaket due to unsuc-
cessful transmission after the maximum number of MAC lagéiigs.
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Figure 3.8: Loss probability over distance (standard astllok enhanced PBR).

Figure 3.8 shows already a significant loss probability icenario with light
network load. For both curves, the loss probability up to 86 below 1%, due
to wireless packet loss in single-hop communication. Wiéindard PBR, the loss
probability increases to 26% for 500 m distance becausei-myt communica-
tion is required beyond distances of 250 m. Beyond 500 m,dke probability
increases linearly with longer distances.

The curve forPBR with lost linkin Figure 3.8 shows a completely linear curve
of packet loss probability for PBR witlost linkenhancement. Packet loss is signif-
icantly reduced, e.g., down to 3% for a distance of 500 m. Hewehe reduction
of packet loss comes at the cost of increased RTT and RTT ljiteause the prob-
ing of different neighbors is time consuming (see [81]).

Figure 3.9 illustrates the number of consecutive packse®sver all distances
with light data traffic load. In this scenario, 31% of all lessoccur as single packet
losses, in 54% of the loss events, three consecutive paaieetest, and in 82% of
the cases up to ten packets are lost subsequently. Thisisemainly independent
of the network load. In comparison, the results for a highdlscenario show 29%
loss of single packet and 78% of ten subsequently lost pagket, for the com-
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Figure 3.9: Burst length CDF of lost packets over all distanc

plete results see [81]). For high network loads, the numbeonsecutively lost
packets increases mainly because additional queue draps, @s shown in the
loss reason evaluation in [81].

The probability and number of subsequently lost packetctdfthe error con-
trol mechanisms in the VTP design. However, consecutivkgidoss of more than
ten packets is mainly due to network partitions. The UDP comigation contin-
ues transmitting during a disruption whereas a VTP shogdifitantly decrease
the transmission rate (e.g., send probing packets only).

3.4.3.3 Round Trip Time and RTT Jitter

Traditional transport protocols commonly use a measurétnased estimation of
the RTT, e.g., to adjust the transmission window or to deit@emetransmission
timeouts. This evaluation focuses on RTT and RTT jitter ideorto determine if
this metric is accurate for the use by a transport protocdiNET environments.

Figure 3.10 shows the medium RTT, lower and upper quartiée distance for
15 concurrent communication streams. For a 500 m sourdexdtsn distance,
the RTT median is 10 ms and the upper (i.e., 75%) quartile im%9 However,
the upper quartile increases significantly for longer dists, e.g., the median for
2000 m distance is 91 ms and the respective upper quarti@sisna.

Figure 3.11 shows the evaluation results of RTT jitter fonsmrutive samples
over distance. The median RTT jitter for 500 m distance is 5an the upper
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Figure 3.11: Median RTT jitter and quartiles over distance.

quartile is 25 ms. For 2000 m distance, the median RTT jige8d ms and the
upper gquartile increases to 113 ms. The differences bettfeemedian and the
upper quartile show that the RTT for consecutive packetsdiffers significantly.
Summarizing, the use of measured RTTs in VANETS for a trangpotocol is
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problematic. Although the RTT and RTT jitter are acceptadityall for source-
destination distances below 700 m, higher distances rigsaktreme fluctuations
in RTT, e.g., up to 300% for a 2000 m distance. As a furtherltethe distance
can be regarded as a metric of reliability for the measured Rilue.

3.4.3.4 Packet Reordering Probability and Period

Assuming PBR as the routing protocol, VANETSs have a signifigaobability of
packet reordering because each packet might follow a diftepath towards the
destination. Thus, the reordering probability dependshennetwork load along
the paths and the source-destination distance, as shovigurer3.12.
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Figure 3.12: Packet reordering probability for (a) 5 coneatr communications (b)
15 concurrent communications.

The reordering probability in light-load scenarios withefpparallel streams, as
shown in Figure 3.12(a), remains below 1% for most distan€edy for 2500 m
distance, the reordering probability reaches 2.5%. In @impn, Figure 3.12(b)
shows the reordering probability for high-load scenaridse fluctuations indicate
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the strong dependence on the data traffic distribution innttevork. However,
generally a reordering probability of at least 15% shouldekgected in this sce-
nario beyond a distance of 1500 m.

In addition to the reordering probability, the number ofsedpuently reordered
packets and the period of reordering are important for the d&sign. Figure 3.13
compares the reordering period for different network loads cumulative distri-
bution function (CDF) graph.
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Figure 3.13: CDF of reordering period for different netwérkds.

In the light-load scenario, 2% of the samples remain in tloedering period
for 10 ms, 60% for 100 ms and 96% for 1000 ms. In comparisorhérhigh-load
scenario, 7%, 50% and 93% of the samples remain in the reéogdeeriod for 10
ms, 100 ms and 1000 ms, respectively. Note that the reogdprivbability affects
the form of the curves and causes, e.g., the crossing of thesu

Summarizing, the evaluation of the reordering charadiesisids the timer
configurations of a VTP and can avoid redundant repetitidndetayed or re-
ordered packets.

3.4.4 Path Characteristics Evaluation Summary

This chapter has evaluated the communication path chasdicte for VANETS
in typical highway scenarios, namely connectivity andwision duration, packet
loss, packet reordering, RTT and RTT jitter.
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The connectivity and disruption evaluations show that figtashces of up to
2000 m, steady communication is feasible. For a distanceo §9®0 m, about
40% of the connections remain uninterrupted for 10 s in @eer&Vith decreasing
distance, the connectivity duration even increases. Pi&ms resume in average
after 3 s, only marginally dependent on the distance.

The packet loss ratio for a constant packet stream is, hawbuge: For a
distance of 2000 m, standard PBR shows a packet loss ratenokatwo thirds,
which can be significantly reduced to 22% when using crogsrlmtegration (e.g.,
thelost link feature).

Although the RTT and RTT jitter are acceptably small for seddestination
distances below 700 m, higher distances results in extramseufitions in RTT,
e.g., up to 300% for 2000 m distance.

Finally, the reordering probability for a light network kbé&s small (i.e., below
1%), but increases up to 15% for high-load scenarios. Theoeuwf consecutively
reordered packets and, thus, the reordering period alsendspon the network
load.

The path characteristic evaluation results assist in tegdef a transport pro-
tocol for VANETS. The statistical knowledge helps e.g., $tiraate if a communi-
cation is in connected or disrupted state, supports thindigtn between lost and
delayed or reordered packets and influences the calculafitre retransmission
timer. Note that the utilization of the statistical knowdednaturally involves the
novel metricsource-destination distanas integral part of a VTP. Furthermore,
the results advise in basic design decisions, e.g., theepéads probability results
and distribution of losses and reorderings demand for @tbeteacknowledgment
scheme. The following section provides a detailed desoriptf VTP, including
the relation to the path characteristic results within gspective mechanisms.
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3.5 Vehicular Transport Protocol Specification

This section presents the goals, basic assumptions aneé&eyés of the VTP ap-
proach and describes the protocol functionality in defgilis includes a descrip-
tion of the transport layer mechanisms, a functional prtdescription, state dia-
grams and the VTP header format. Before, we come back to sugrgutions. Ad-
ditionally to the assumptions of the path characteristieduation in Chapter 3.4,
we now complete the assumptions and add more specific agsasfiir VTP that
include the path characteristics results.

3.5.1 VTP Basic Assumptions

This section summarizes the basic assumptions of the coimatiom system for
VANETS which represents the execution environment of thé&\gfotocol.

VANETSs are mobile, wireless ad hoc networks that are charizetd by a high
degree of mobility where vehicles move along streets.

VANETSs facilitate inter-vehicle and vehicle-to-roadsicemmunication through
wireless networks. Each participating vehicle is equippél at least one wireless
interface. The vehicles use IEEE 802.11 wireless LAN foedtil(i.e., single-hop)
message exchange between vehicles within each other@ission range. Typ-
ically, the transmission range is 250 m, but it depends olir@mwiental factors,
such as obstacles.

VANETSs enable multi-hop communication in a self-organizextwork con-
nected by wireless links in an arbitrary topology. Ad hoctitog protocols provide
multi-hop routing capabilities. The high degree of mobiiih VANETS advises
for position-based routing (PBR) [93] because PBR outperfotopology-based
routing in this environment [44]. With PBR, each node saldht next reachable
forwarder that is geographically closest to the destimatidhus, the paths that
consecutive packets follow may be different due to mohiMyP assumes a maxi-
mum source-destination distance of 2000 m (or eight hopspuse the simulative
evaluation in [82] shows insufficient expected connegtivitiration beyond this
distance.

PBR requires that each vehicle is able to determine its g@bdgal position.
Thus, each vehicle is additionally equipped with a positigrsystem, such as the
global positioning system (GPS). The GPS also provides ehsgnous clock.

In VTP, the protocol layers inside a network node are stipiglpled to en-
hance network performance. VTP nodes (i.e., sender, mrcaivd intermediate
nodes) use lower-layer information to assist the trandpger. Examples include:
(i) The inverse of the source-destination distah¢é of a communication pair is
part of the ACK and retransmission timer calculation foraauPBR provides the
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geographical positions of source and destination for tetadce calculation as a
cross-layer service(ii) Intermediate nodes estimate the available bandwidth in
their vicinity via time measurement of the IEEE 802.11 MA@da The MAC
layer measures the time between the point in time when a packeady to send
and the MAC layer acknowledgment (i.e., including channgdyband contention
time). VTP divides the packet size by the measured durati@rder to estimate
the available bandwidth.

According to the path characteristics evaluations, VTPsatrcommunication
end points within a maximum hop-distance of about six to telgips. Communi-
cation between vehicles that are more far away does notgeauifficient commu-
nication duration for useful communications. This resiwit is in line with related
performance measurement results of PBR, e.g., [96]. Tisisnagtion makes our
transport protocol scalable.

The VTP design assumes similar network load conditionsgatogeographical
path, i.e., a street. Thus, the network feedback aboutadlaibandwidth is simi-
lar, even if consecutive packets take different paths dueBR routing. VANETS
satisfy this requirement, assuming that the wireless tnisson range of all com-
municating vehicles exceeds the width of the street. ThHisehicles cansense
the data traffic in the vicinity of the respective street segtnas illustrated in Fig-
ure 3.14.

... .Commuication / interference
. range of node 3
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Figure 3.14: Similar network load condition assumptiomalstreets.

Node 2 forwards the first syn/data packet (1) from the souomerl to the
destination node 4. Due to node movement, the routing pobteelects node 3
as forwarder for the consecutive packet (2). However, tedback (i.e., available
bandwidth) provided by node 2 and 3 is expected to be simdaabise both nodes
sense all the data traffic in the area denoted by the circolanwwnication range.
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3.5.2 Goals, Key Features and Protocol Overview

The objectives of VTP include the establishment and relefaa end-to-end con-
nection, reliable delivery of data packets, in-sequende siyeam delivery of data
to the application, flow and congestion control. The majaigle goals are to
maximize the throughput of a connection, thereby presgrfairness among con-
tending flows, and adapting the throughput of the differeaw$l according to the
minimum available bandwidth along the path, as it will beatig®d in the follow-
ing.

In order to achieve these goals, VTP must consider the deaistics of the
highly dynamic, wireless vehicular environment, such askptloss rate, end-to-
end delay, delay jitter and reordering impact the transiager [82]. VTP consid-
ers these metrics in its design choices.

In order to provide the services, as described above, Vi€sreh the follow-
ing key features:

Rate-based transmission,

Decoupling of error and congestion control,

Congestion control via explicit signaling in the packetdera

Selective acknowledgments that are sent in periodic iaterdepending on
the current transmission rate and the source-destinatsande, and

Use of statistical knowledge (e.g., expected communinéatisruption dura-
tion) for rate calculation, error and congestion control.

The remainder of this section provides an overview of VTP.

VTP establishes a connection between a sender and a recéhisrconnec-
tion is full-duplex, but the following description focusea uni-directional traffic
to simplify the explanation. A VTP connection can be eithemiconnectedor
disruptedstate, indicating whether multi-hop connectivity existsot.

In absence of acknowledgments, the VTP sender assessdsewhetource-
destination path exists or a disruption has occurred. Theeseestimates the
expected remaining communication duration based on thistgtal knowledge
of [82]. In case the statistical mean is below a threshold,sttnder switches to
disruptedstate.

In disruptedstate (e.g., the network is partitioned), the VTP sendey tahs-
mits periodicprobe packets without data to detect path recovery. The rate of the
probe packets is adjusted according to the statisticajfeebed disruption duration
for the given source-destination distance.
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The arrival of acknowledgments indicates@nectedstate. In this state, the
VTP sender steadily transmits packets at the maximum atlcdega rate. This
rate is determined by the feedback about available bantaidng the path from
intermediate nodes.

The congestion control of VTP uses explicit signaling ofila@e bandwidth
in the header of each data packet to adjust the transmissierof the sender and
avoid congestion. This mechanism decouples congestiomotdrom error and
flow control. The VTP sender inserts the minimum of its logalailable or de-
sired bandwidth in the VTP header of each packet. Internediades may reduce
this value in the header: Each node measures and mainta@rev#ilable band-
width in its vicinity, as explained in Section 3.5.3.3. Fatmore, each interme-
diate node periodically collects the number of connectionsvhich it forwards
and their respective desired bandwidths. This allows acation of bandwidth
to each flow according to the max-min fairness algorithm [1&h intermediate
node reduces the header bandwidth field in case it exceestsaits of the available
bandwidth.

When the VTP packet arrives at the receiver, it contains tmenmum of the
available bandwidth along the multi-hop path. The VTP nememaintains this
information in a weighted average function to smooth flutitues. It includes this
weighted average of the available bandwidth in the acknigvfeents.

The VTP receiver uses selective acknowledgments (SACKse)der to effi-
ciently report blocks of lost packets. Furthermore, there transmits SACKs in
dynamic intervals in order to wait for delayed or reorderadiets and to reduce
the contention on the wireless channel. The dynamic calounlaf the SACK in-
terval considers the current transmission rate and thesalgstination distance.

VTP provides reliability via retransmission of lost packethereas the SACKs
inform the sender about received and lost packets. The ViBesanaintains a
retransmission timer per connection. When packets areakoioavledged before
the retransmission timer expires, the packets are comsldest and scheduled for
retransmission. However, the retransmission timeouutation cannot rely on the
typical round trip time (RTT) measurements because of theme fluctuation of
RTTs in VANETSs [82]. Therefore, the VTP sender calculates stransmission
timeout out of the expected SACK interval, the current tnaission rate and the
source-destination distance.

One of the main objectives of VTP is the aggressive convesjémthe max-
imum possible transmission rate of the connection (whikserving fairness to
contending data traffic) to exploit even short connectipityiods. Therefore, VTP
uses aguick startmechanism on connection establishment or after a dismptio
The VTP sender transmitssynpacket to establish a connectionpyobe packets
during a disruption to check when connectivity resumes.rugaeption of one of
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these specific packets, the receiver replies immediately an acknowledgment
which contains the available bandwidth as collected bysyreor probe packet.
Consequently, the VTP sender can initiate its transmisatahe maximum pos-
sible rate after one RTT. Note that the syn packet alreadiagmdata to exploit
particularly short connection periods.

Section 3.5.3 explains in detail the respective transp@&thanisms of VTP
from sender, source and intermediate node perspectiveforeBesSection 3.5.1
summarizes the basic assumptions of the ad hoc commumicsgiem and the
vehicular environment.

3.5.3 Transport Layer Mechanisms

This section explains the VTP transport layer mechanisnuetail. The key fea-

tures of VTP include: Connectivity state management, batsed transmissions,
explicit congestion signaling and selective acknowledgimén dynamic intervals.

Beyond, VTP uses statistical knowledge to predict certatih pharacteristics of a
connection, including the source-destination distance rastric.

3.5.3.1 Connectivity State Control

A VTP connection can either be gonnectecr in disruptedstate.

The VTP connection is ikonnectedstate when steadily SACKs arrive at the
sender before theetransmission timeexpires. Typically, the retransmission timer
is two times the acknowledgment interval plus an estimatibthe RTT, as ex-
plained in detail below. In this state, the VTP sender adjitst rate according
to the feedback about the available bandwidth along the fpath intermediate
nodes, as contained in the SACKs.

In the absence of SACKSs, the sender calculates the expemteaining con-
nection duration, using statistical results for the givearse-destination distance.
In case the statistical mean is lower than a threshold, thie s8nder switches to
disruptedstate. In this state, the VTP sender stops the transmisttatapackets.
Instead it transmits periodigorobe packets (i.e., control messages without data) to
check if connectivity resumes. In the absence of data psckie¢ receiver also
switches tadisruptedstate and reduces its acknowledgment rate equally to the rat
of probe packets.

The arrival of an up-to-date acknowledgment triggers thedition fromdis-
ruptedto connectedstate. The VTP sender resumes transmission at the maximum
possible rate along the path, as contained in the acknowledty
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3.5.3.2 Rate-Based Transmission

In connectedstate, the VTP sender usesade-timerto schedule the transmission
of the next packet. This timer determines the transmissab@ of the respective
connection. The sender dynamically adjusts the rate the.fimeout value) ac-
cording to the available bandwidth along the path, as coethin the SACKs.
Based on this network feedback, the VTP sender maintainatésn three phases,
as explained in the following. The available bandwidth fegek in the SACKs
triggers the transition between these phases.

e Decrease phase. The VTP sender decreases its transmasonhen the
available bandwidth signaled by the intermediate nodemaller than the
current transmission rate. In this case, the sender imisbgieeduces its
transmission rate to the available bandwidth in order tadagongestion.

e Increase phase. The VTP sender increases its transmisg®mnvhen the
available bandwidth signaled by the intermediate nodeddve the cur-
rent transmission rate plus a threshold. The thresholadistéo smooth out
small bandwidth fluctuations due to different paths and lersad phase with
constant transmission rate. If the signaled available Wwaitt is above the
threshold, the sender increases its transmission ratelynly fraction of
the additionally available bandwidth. The increase isti@miisuch that the
sender does not overload the network. Each additionakgciap packet uses
the available bandwidth multiple times in a wireless foritag chain when
nodes within each other’s transmission range forward tlokgia Thus, the
amount of increase depends on the number of forwardersniimsmission
range. The greedy forwarding strategy of PBR typically asléhe forwarder
within its transmission range that is geographically chéb$e the destination.
Consequently, the packet consumes the bandwidth usuadlg tresulting in
a transmission rate increase at most half of the additiprathilable band-
width.

e Constant phase. The VTP sender maintains its current radae Wie avail-
able bandwidth signaled by the intermediate nodes is aleveurrent trans-
mission rate, but below the threshold.

In disconnectedstate, the VTP sender stops the transmission of data pack-
ets. Instead it transmits periodprobe packets in order to check if connectivity
resumes. The interval gfrobe packets is less than the predicted disruption dura-
tion for the given source-destination distance of the stiatil results. The VTP
receiver continues to acknowledge the last state of red@lata. However, itlis-
rupted state, the acknowledgment interval decreases equallyetmtarval of the
probepackets.
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3.5.3.3 Explicit Congestion Signaling

The congestion control of VTP uses explicit signaling ofia@de bandwidth along
the multi-hop path from intermediate nodes: A VTP sendegriissts locally avail-
able bandwidth or, if the connection requires less thanth#able bandwidth, the
desired bandwidth in each VTP packet. Intermediate nodeygyahe multi-hop
path that forward the packet may reduce this value accotdititgir local network
load conditions.

For this purpose, each node maintains an estimation of ttrerdly available
wireless bandwidth in its vicinity, as explained in detailthe remainder of this
Section, and observes the utilization of its sending qu@agyond, each interme-
diate node periodically collects the number of connectibrisrwards and their
respective desired bandwidths. Thus, the intermediateshditribute the avail-
able bandwidth to the flows according to the max-min fairngg®erithm [12]:
Each flow gets the same share of the available bandwidth. sRioat request less
than their share are fully served, and the remaining bartthvisdistributed among
flows, requesting more than their share. When a flow requests than its share,
the intermediate node reduces the bandwidth field in the V@&lér before for-
warding the packet. Note that this mechanisms scale duertassumptions that
each nodes monitors only it's (single-hop) vicinity and coummications will take
place between nodes that are not more far away than six tolegls (see assump-
tions 3.5.1). Thidocalizationof communication makes our algorithms scalable.

When the packet arrives at the VTP receiver, it contains thenmum avail-
able bandwidth along the path, which defines the maximunsitnigsion rate for
the sender. The VTP receiver accumulates the availablewhdtidinformation
in a weighted average function, as shown in Equation 3.1. Wéighted average
intends to smooth varying information of the available haiaith in consecutive
packets. These variations may occur since consecutivefsaakuted by PBR may
arrive via different paths. However, such variations ofilalde bandwidth infor-
mation are small, due to the basic assumption of similar otvioad in street
segments along the path.

BWav = BWav_prev * ﬂ + Bkat * (1 - ﬂ) (31)

The VTP receiver calculates the weighted average of théadaibandwidth
BW,, via the previous weighted average BW,,., and the actual value BYy;,
as contained in the packet. The factbdetermines the responsiveness to varia-
tions. It intends to smooth small fluctuations in subsegpeckets.

The receiver includes the weighted average BWf the available bandwidth
in the selective acknowledgment.



68 CHAPTER 3. VEHICULAR TRANSPORT PROTOCOL (VTP)

Wireless Bandwidth Measurement In order to provide explicit congestion feed-
back, each node must measure the current network load ircitsty. Therefore,
VTP adapts the IEEE 802.11 bandwidth measurement mechahi@v] and [28].
This method measures the titsavhen a packet is ready to send until the respective
MAC acknowledgment is received tt as illustrated in Figure 3.15.
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Figure 3.15: IEEE802.11b timestamps for wireless bandwitkasurement.

The IEEE 802.11 MAC protocol usesrrier sense multiple access with col-
lision avoidance (CSMA/CARB1] to coordinate the transmission of packets in a
distributed coordination function (DCF). A node that pnegzaa transmission first
senses if the channel is idle. If so, this sender issueg@est-to-send (RT8)es-
sage or, otherwise, it backs off for a random interval beg#rsing the channel
again. Upon reception of a RTS, the receiver replies withear-to-send (CTS)
message in order to allow the transmission and silencelat aiodes within trans-
mission range. When receiving the CTS, the sender trantimeitsctual data packet
which is confirmed by the receiver with an MAC layer ACK.

The measured interval includes the channel-busy timegeotions, the DCF
time and the duration of the actual transmission. Accortting?2], [1], the result-
ing, actual throughput can be calculated, as shown in EQuU&tR2.

S
TP = — 3.2
1) (3.2)
The variable TP represents the measured throughput, Ssespisethe packet
size and { and t. are the timestamps, as explained above.

[27], [28] further generalize the throughput calculati@mnfiula to a normal-
ized representation (i.e., normalized to arbitrary refeespacket sizes). However,
Equation 3.2 is adequate for the following simulative eatibn because the simu-
lation scenario considers fixed packet sizes.

3.5.3.4 Selective Acknowledgments in Dynamic Intervals

The error control of VTP uses selective acknowledgmentsJ&s) to provide re-
liability. SACKs combine negative and positive acknowledts by confirming
received packets and reporting missing blocks in betweesurulative ACKield
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provides the maximum segment number up to which all packets wontinuously
received. TheSACK blockgeport missing packets between successfully received
packets. This covers single packet loss as well as bulksnsfesitively lost pack-
ets.

The SACK blocks in VTP are options attached to the VTP ackadginents.
The maximum number of SACK blocks that a VTP receiver repiorsne single
ACK is restricted in order to respect the maximum packet aimkeep the ACKs
small. Note that further information of missing packets thid not fit into a SACK
will be included in the subsequent SACK. The maximum numb&ALCK blocks
depend on the scenario, as shown by the following example:

For the theoretical data channel rate of 2 Mbps and a packet(isé., maxi-
mum transfer unit MTU) of 1500 bytes, the sender transmitsagimum of 166
packets per second. Assuming a typical ACK interval of 0.2he& sender trans-
mits up to 41 packets within a single interval. The path ctiaristics analysis [82]
shows a loss probability of 61% at a 2000 m source-destimatistance, which is
the maximum distance in the VTP assumptions. This leads &xpacted loss of
25 packets. Note that the loss probability includes singlevall as block losses.
SACK reports consecutive losses in one block. Consequenthaximum number
of 25 SACK blocks is useful in this scenario. In case theremaoee blocks of
packets lost than the maximum number of SACK blocks withia anknowledg-
ment, VTP always reports the first losses in the sequenceeafata stream.

The VTP receiver acknowledges a connection establishraakigp or a probe
packet (i.e., after a disruption) immediately. Beyond, tbeeiver sends SACKs
in dynamic intervals becaug® to acknowledge each received packet separately
would increase contention and network load &iijdthis scheme accounts for de-
layed or reordered packets. The calculation of the SACKrviatas based on the
actual transmission rate and the source-destinationndistaas shown in Equa-
tion 3.3.

1 K

ackt= —"—"——x —
trans_rateq, d»

(3.3)

The acknowledgment timeoutk_t is calculated by the inverse of the average
transmission ratérans_rateg, (i.€., inter-packet delay), a scaling constahtind
the distancel. The exponent: expresses an exponential impact of the distance.
It is chosen as 0.5 to account for the erratic increase ofposiability in short
distances (i.e., below 500 m) and the linear increase beyaevaluated in [82].
Equation 3.3 ensures that the SACK interval linearly insesawith the trans-
mission rate, but exponentially decreases with the distanc

Similar to the transmission rate, the VTP instance maistttie weighted av-
erage of the SACK timer, as shown in Equation 3.4. Again, dlotof 5 determines
the responsiveness to variations and will be adjusted ¢irausimulative study.
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ack_tay = ack_tay prey * B+ ack_teyrr % (1 — ) (3.4)

The SACKs inform the VTP sender about losses and successidkived
packets in discrete time intervals, according to the AGKeti above. This ACK in-
formation impacts the retransmissions: When a packet iaciatowledged before
the retransmission timer expires, it is considered lost soitbduled for retrans-
mission. Thus, the retransmission timer is responsiblastindguish between lost,
delayed or reordered packets on the sender side. A lost {psickiald be retrans-
mitted as fast as possible, but superfluous repetition af/gel or reordered packets
should be avoided.

However, thetraditional method of retransmission timer calculation that re-
lies purely on the measured RTT and RTT jitter is not appedprin VTP for the
following reasons:(i) The statistical results in [82] show that depending of the
source-destination distance RTT fluctuation up to 300% oftegquently. (i) The
periodic acknowledgments in discrete time intervals eireant aper-packetRTT
measurement. The RTT measuremeat-ACKresults in decreased accuragii)
VTP estimates the RTT and jitter by duplicating the (oneategnsmission delay
of periodic acknowledgments which in imprecise due to thyerasetry on the for-
ward and reverse path.

The VTP retransmission timer considers the actual ACK valeand an esti-
mation of the RTT by comparing measured RTT and statisfi@dpected RTT. In
order to estimate the current RTT, the VTP sender also l{ke.the VTP receiver)
maintains an acknowledgment timer, as shown in Equatichsu3d 3.4. The re-
transmission timeout waits at least one ACK interval plesdbtimated RTT. When
the sender has continuous data ready for transmission etrensmission timer
may wait for two SACKSs plus the estimated RTT in order to actdar delayed
packets that are acknowledged in the subsequent SACK. Howtbe retransmis-
sion timer should not consider more than two ACK intervalsause the increasing
probability of a disruption may prevent retransmissior3].[8he number of ACK
intervals which are considered in the retransmission ticaégulation depends on
the scenario and might use the source-destination distoeetric.

Furthermore, the sender estimates the RTT by comparing Rgasurements
and statistics. The sender measures the transmissionafelagaintains a smoothed
RTT and RTT variation average value, similar to TCP. Uporeption of the first
acknowledgment, the sender initializes tR&'T,, with the absolute measured
value according to the timestamp in the packet andi?fi&@'V' AR, according to
the statistically expected variance for the given sourstidation distance. Sub-
sequent measurements maintain RiET,, and RTTV AR,,, as shown in Equa-
tion 3.5.
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RTTVAR,, = (1—8)%RTTV ARy prev + B % |[RTTyy — RT Tppeas|
RTT, = (1—a)% RTT sy prev + B % RT T peqs (3.5)

Equation 3.6 shows the complete VTP retransmission timealatlation.

retrans.t = N % ack_tqy, + max(RTTpeas, RT Tstat) (3.6)
with
RTTmeas = RTTineas_av + RTTV ARpeas_av
RTTgat = RTTspat_av + RTTV ARat_av

The factorN is either one or two and determines the number of acknowledg-
ments to be considered in the retransmission timeout edionl depending on the
scenario, e.g., the source destination distance. In additi the average ACK in-
terval, the calculation adds the maximum of the measuredtandtatistical RTT
for the given source-destination distance. This algoridomsiders the ACK inter-
val and the RTT in order to distinguish between delayed asiddackets.

3.5.3.5 Fairness

In VTP, fairness means that an intermediate node equallsitdites the available
bandwidth to contending flows that are routed via this nodeging themax-min
fairness algorithm [12].

In order to fairly distribute the available bandwidth, eantermediate node
must(i) measure the available bandwidth in its vicinity. Sectioh 3.3 describes
this measurement of available wireless bandwidth in ddigilintermediate nodes
require to know the number of flows and their respective béditwdemands.
However, the nodes cannot maintain a per-flow state, e.gause path changes
occur frequently due to mobility. Therefore, each VTP noddqulically collects
the number of flows and their bandwidth demands. The peripdrlis on the de-
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gree of node mobility which results in topology changes. figh degree of node
mobility in VANETSs (e.qg., high relative speed of opposingftic) requires a small
period. A simulative study will determine the period andimjize it for specific
scenarios, such as highways, in our future work.

3.5.3.6 Connection Management

VTP sender and receiver establish an end-to-end conneclibis connection is

full-duplex to allow request-response actions and exchaaga in both directions.
However, the following description focuses exemplary ondirectional data traf-

fic for simplicity. Both end points maintain a reliability@@board of successfully
received and lost packets, retransmission and acknowledlgtimer per connec-
tion.

The VTP connection establishment and termination use-thesehandshakes.
However, an explicit connection establishment takes tinteiatroduces overhead,
which is particularly problematic for short-lived conniecis of wireless, mobile
VANETSs. Therefore, VTP includes data in the connection distament packet.
Optionally, in the failure case where the connection eithbiient packet is not
acknowledged before the retransmission timer expiresesiuent connection re-
establishment might not contain data. This option reducesetwork load when
the probability that a path is disrupted is high. Thus, itidsowvaste of scarce
wireless bandwidth.

3.5.4 Functional Protocol Description

This section explains the protocol functionalities in dedad illustrates the mes-
sage and information exchange of the participating estfli®., sender, receiver
and intermediate node(s)) related to the transport mesimeni

3.5.4.1 Connection Establishment

Figure 3.16 illustrates the signaling of a successful aneresneous VTP connec-
tion establishment via 3-way handshake.

Figure 3.16(a) illustrates the successful VTP connectigtaldishment. The
sender transmits a syn packet, which includes data, tolisstdbe connection and
invokes a retransmission timer. When the respective aclatginent and reverse-
syn arrives before the retransmission timer expires, tim@ction is established:
The sender re-schedules the retransmission timer, ackdges the connection es-
tablishment request from the destination and starts timsmnéssion of data at the
allowed transmission rate along the path, as included iatkaowledgment.

In Figure 3.16(b), the first syn packet is lost and, thus, tmnection establish-
ment is erroneous. The retransmission timer expires sia@knowledgment ar-
rives within the expected interval. Upon retransmissiareti expiration, the sender
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1 2 1 2
timer SYNO timer SYNO
data data
. SYN 10 - ACK 1
timer
data timer SYNO
ACK 11 expire \
\
data
| swomAsd
ACK 11
data
(a) Successful. (b) Erroneous on first SYN.

Figure 3.16: VTP 3-way-handshake connection establishmen

retransmits the syn packet, reschedules the retransmigier and increases the
retransmission counter. This counter restricts the maximumber of retries be-

fore the connection establishment terminates with an .efifbe Figure illustrates

the option that in a failure case the retransmission of a ection establishment
packet does not contain data. In case the connection esttataint packet is lost,
the sender assumes with a high probability that the pathsisiptied. The subse-
guent connection establishment packet does not containimlarder to preserve
wireless bandwidth. When the sender receives an acknomilexly the connection

establishment continues like in the successful case, asiloed above.

3.5.4.2 Reliability

VTP provides reliability via retransmissions of lost patskeln order to identify
lost packets, the VTP receiver transmits selective ackedgrhents in dynamic
intervals. The VTP end-systems maintais@reboardof acknowledged and un-
acknowledged packets. The VTP sender stores transmittedobyet acknowl-
edged packets. The VTP receiver keeps track of successéadived packets and
transmits the selective acknowledgments according tadsedoard, as explained
in Section 3.5.3.4.

Upon arrival of SACKs before the retransmission timeoug YATP sender
removes the acknowledged packets from its scoreboard ascheglules the re-
transmission timer. When the retransmission timeout acbefore the respective
packets are acknowledged, the sender considers thesaégaski®st and sched-
ules them for retransmission. Packets in teEansmission queuare scheduled
with a higher priority thamew packets. Thus, when the rate timer expires and
the retransmission queue contains packets, these packetsaasmitted first. A
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VTP connection must not close before all packets are tratessnand acknowl-
edged or terminate with an error, e.g., in case the conmedbes not resume after
a disruption.

Figure 3.17 illustrates the end-to-end error control of ibPthe casegi)
when a packet is delayed (11) ai when a packet is lost (13) by intermediate
nodes in the network.

Node 1 Node 2 Node ¢
DATA(11) DATA(10)
L Node 3
oo DATA(12)
@
=
@ DATA(13)
5!
Q i
3 DATA(14)
o
! SACK(-10,12,14)
} SACK(~10,12,14)
v
@ Lo DATA(11)
&3 SACK(-12,14)
o Lo SACK(~12,14) 4//
SE-—de— |
& @Y DATA(13)
P
g oy |
v

@ Forwarding of packet DATA(11) is delayed

@ Upon SACK reception: - Re-schedule RTO timer
- Schedule back-off timer for the missing segments before the actual re-transmission

@ Upon arrival of a new SACK, cancel timer (11)

@ Expiration of timer (13) - re-transmit the segment

Figure 3.17: VTP error control.

During the acknowledgment timer interval, the receiverntans received and
missing packets in its scoreboard, i.e., in the first intertaeceives the packets
(10), (12) and (14). Upon acknowledgment timeout, the keresends a selec-
tive acknowledgment, which includes a cumulative and sekeacknowledgment
field, as follows. The cumulative field in the first SACK in Figu3.17 informs the
sender that the receiver successfully and continuouskived all packets up to
packet number (10). Beyond, the SACK option reports theptsme of packet (12)
and (14), i.e., this implies that the packets (11) and (18)naissing. Particularly
in situations with high data traffic, selective acknowledgms provide important
information for efficient retransmission of the lost packenly.

When the first SACK arrives at the VTP sender, it re-schedilesetransmis-
sion timer and schedules the missing packets for retrasgmisin the mean time,
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the receiver gets the delayed packet (11). The receivardeslthis delayed packet
in the subsequent SACK upon the next acknowledgment timelouthe second
SACK, the cumulative ACK field includes all packets up to nemfl2) and the
SACK option reports the reception of packet number (14), ftee only missing
packet is number (13).

When the sender learns from the second SACK that the missiokep (11)
successfully arrived at the receiver, the sender removelsepgll1) from the re-
transmission queue. However, packet (13) is still missiftgr &wo acknowledg-
ment intervals (inclusive the RTT) and, thus, the sendeamemits packet (13),
which is considered as lost.

3.5.4.3 Congestion Control

In the connectedstate, the VTP sender adapts its transmission rate acgotain
the available bandwidth along the path, as explicitly digahdy the intermediate
nodes.

Each node measures and maintains the available bandwidh\itinity, as
explained in Section 3.5.3.3. The sender inserts its dlaildandwidth in the VTP
packet. Intermediate nodes may reduce the bandwidth in TH& pAcket, in case
the available bandwidth measured by the respective nodesssthan the value
in the packet or the fill status of the transmission queue @fintermediate node
is above a threshold. That implies that VTP is installed dmatles of the ad
hoc network and the intermediate nodes support the ended/@P connection
with their bandwidth information. Procedure 1 shows the parison of available
bandwidth on intermediate nodes.

Procedure 1Available and requested throughput comparison on thenradiate

node.
if (requested_tp < available_tp) then

Forward the packet without modification
end if
if ((requested_tp > available_tp) then

Update the throughput header field and forward the packet
end if

When a VTP packet arrives at the receiver, it contains théammim of the
available bandwidth along the path. The VTP receiver acdat@s and main-
tains the available bandwidth in a weighted average functs explained in Sec-
tion 3.5.3.3. The VTP receiver inserts the weighted avedgike available band-
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width in the SACK. Upon reception of a SACK, the VTP senderdases, de-
creases or maintains its transmission rate. The trangmisate is the inverse of
the inter-packet delay. The inter-packet delay is the swef the the available
bandwidth, as shown in Equation 3.7.

1
inter — packet — delay = W (3.7)

As indicated before, the VTP congestion control uses thheesgs to adjust
the sender’s transmission rate: Decrease, increase orsgaobtransmission rate.
Procedure 2 shows this mechanism.

Procedure 2Congestion control by transmission rate adjustment.
if (new_rate < current_rate) then
current_rate = new_rate [/ Decrease transmission rate
end if
if (new_rate > (current_rate — ¢)) then

current_rate = current_rate — (ermt‘mf_new‘mte) Il Increase transmis-
sion rate partially
end if

When the available bandwidth along the path, as reportetidintermediate
nodes, is lower than the current transmission rate, the \éridley immediately
decreases its rate. The rate is adapted to the conditiong #ie path, i.e., the
transmission rate is set equal to the available bandwidtishawn in the first if-
statement in Procedure 2.

When the available bandwidth along the path is more thanuhemt rate, but
less than the threshold the sender keeps the current rate. The threshelthbles
a stable transmission rate by avoiding fluctuations dueetguient, small variations
in the available bandwidth.

When the available bandwidth along the path is greater tharctirrent rate
plusd, the sender increases its transmission rate. Howevemtheaise is only a
fraction of the additional available bandwidth becauserétie increase amplifies
with the forwarding of additional packets by the nodes wittiansmission range
(i.e., induced traffic). This increase state is shown by #wosd if-statement in
Procedure 2. The factor k determines the amount of ratedsereThe factor can
be constantly set to four or five according to the theoretitakimum nodes within
transmission range or it can be dynamically calculated raog to the distance in
hops over the radio transmission range.
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In absence of acknowledgments (e.g., due to temporal nletpartitions or
congestion), the VTP receiver estimates the expected némgatonnection dura-
tion based on statistical results. In case this remainme t& lower than a thresh-
old, the VTP sender switches diisruptedstate. In this state, the VTP sender stops
transmission of data and periodically transnptebe packets in order to check
when connectivity resumes. The interval of probe packetstisrmined by the sta-
tistical disruption duration for the given source desimatdistance. Figure 3.18
illustrates the transition frommonnectedo disruptedstate and the respective trans-
mission of probe packets.

Node 1 Node 2 Node

DATA(10)

BW @ DATA(10)

—reg=max B
W_reg=max-x
ACK(11)
K(11 -« maxx |
Adjust 4’%’ BW_TBPW
sending rate BW_reply

cong. timer DATA(ll)

start BW_req:max—x

_‘
DATA(12) X @
BW_req:maX_X _‘
X

, DATA(13
et BWreEmay S DATAY) |
@5 W_req:max_y
ACK(11)

reply=max-y
reduced DATA(14) @i_ BW_rep

sending rate W»

@ Adjust request sending rate (i.e., reduce by x)

@ Congestion drops (DATA)

@ Further throughput reduction by y (due to congestion)
@ Congestion drop (ACK)

@ Reduction of sending rate

Figure 3.18: VTP connection state management in the absdéraais.

The arrival of an acknowledgment indicates resumed coivitgobr resolved
congestion. Thus, the VTP sender switches frhsnuptedto connectedstate. The
VTP sender resumes its data transmission at the availaeleasindicated in the
acknowledgment. Figure 3.19 shows exemplary this statsitran and the VTP
recovery after network congestion.



78 CHAPTER 3. VEHICULAR TRANSPORT PROTOCOL (VTP)
Node 1 Node 2 Node
DATA(10)
BW req=
State: o ea=x j
Reduced sending rate : X
(probing) after .
consecutive congestion
losses. DATA(M)
BW_req:X
[}
% @
BW_req=x %
BW_req:y
Adjust sendi t K(12) ACK(12
just sending rate —
upon reception of A,AC(/_y BW_reply= Y
the first ack after BW_reply=
congestion. @ JEL
a ......
a
s [
=
5 @,
2 0

@ Adjust request sending rate to new situation y

Figure 3.19: VTP recovery after congestion or network fiarti

3.5.4.4 Flow Control

The VTP receiver informs the sender about its remainingivedeuffer capacity in
order to avoid buffer overflows. The VTP receiver advertiteavailable receive-
buffer size in the flow feedback of the acknowledgment.

The VTP sender must respect the flow control window and mustransmit
more packet than the buffer of the receiver can accept. Ehisiction is indepen-
dent of error or congestion control. The receiver might,,éemporarily stop the
transmission of packets although bandwidth is available.

3.5.5 VTP State Transition Diagrams

This Section explains the VTP mechanisms inside a node ata #tansition dia-
grams for the VTP sender and receiver separately.
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3.5.6 VTP Sender State Transition Diagram

Figure 3.20 shows the VTP sender state transition diagram.

CLOSED <

appl: active open
send: SYN + DATA

timeout && \ 4

syn_count < max appl: close or (timeout && syn_counter == max
SYN_SENT ¢ Yo ) >
retrans: SYN

syn_count: ++

recv: SYN, ACK
send: ACK + DATA

recv: SACK init: rate, ack and retrans timer

adjust: rate- h 4 ack timeout && estimate disruption
and retrans-timer Stop all timers 7 disr. timeout
. ) CONNECTED> ack timeout && estimate disruption DISRUPTED q
rate timer: timeout N Stop all timers 7y
send data
(next packet)
retrans timeout ack timeout recv: ack timeout
no retrans &&
pending est. disruption retrans pending
appl: close
send: FIN
\ 4 retrans timeout \ v
FIN_WAIT _ RETRANSMIT
no retrans pending && FIN flag
recv: FIN, ACK

send: ACK

A4

CLOSING

Figure 3.20: VTP sender state transition diagram.

The states are:

CLOSED represents the state when no connection is established.

SYN_SENT state waits for a connection confirmation after the sendsrtitasms-
mitted the connection requeSYN

CONNECTED is reached after a successful 3-way-handshake. In this, sheg
sender transmits a data packet on rate timer expirations, tha rate timer
determines the transmission rate. The sender maintairsitdnémer based
on network feedback, as contained in SACKS.

DISRUPTED represents a state when no connectivity between sourceestid d
nation exists. In absence of acknowledgments, the senddicts the re-
maining connectivity duration based on statistical knalgk In case, the
expected remaining connectivity is below a threshold, graler switches to
disrupted state. In disrupted state, the sender does mshtiadata packets
(i.e., it cancels all timers). Instead, it periodicallyrismits probe packets in
order to determine when connectivity resumes.
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RETRANSMIT state retransmits lost packets. The sender considers atpask
lost when it is not acknowledged before retransmissionrtiexgiration. In
this case, the packet is scheduled for retransmission. Ugentimer ex-
piration, lost packets are retransmitted insteadchef data packets in this
state.

FIN _WAIT represents the state when the application closes the diomebut
packets in transit need to be delivered or acknowledged. cbheection
must not close before all packets are received and ackngedkd

CLOSING is reached when all packets are exchanged. This state adisitsers
and variables of the respective connection.

3.5.7 VTP Receiver State Transition Diagram

Figure 3.21 shows the VTP receiver state transition diagram

CLOSED <

-

recv: SYN
send: SYN, ACK

<

i

SYN_RCVD

recv: ACK

init: ack timer

ack timer expire
send: SACK 3

CONNECTED> recv: data

recv: data - init ack timer
resched:
ack timer recv: FIN

send: ACK

y absence of data (rate timer) N
reduce ack timer to probe interval

7 disr. timeout
( DISRUPTED P

A
FIN_WAIT

i

recv: all DATA
send: FIN

A 4
CLOSING

Figure 3.21: VTP receiver state transition diagram.

The states are of the diagram in Figure 3.21 are:

CLOSED represents the state when no connection is establishelisistate, the
receiver waits for connection requests from remote VTPeer

SYN_RCVD represents the state after reception of a SYN packet. Thedvesc
initializes the variables, confirms the connection esshbtient and waits for
the respective acknowledgment to confirm the connection.
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CONNECTED represents the state when a connection is established. €fhe r
ceiver maintains successfully received packets in a soardband transmits
SACKSs in dynamic intervals.

DISRUPTED represents a state when no connectivity between sourceesd d
tination exists. In absence of data packets, the receiwkrces the ACK
interval, similar to the probe packet interval.

CLOSE_WAIT represents the state when the peer (i.e., sender) closesrthec-
tion, but outstanding packets are still in transit or migsiithe connection
must not close before all packets are received and ackngeded

CLOSING is reached when all packets are exchanged. This state adisatsers
and variables of the respective connection.

3.5.8 VTP Header Format

The only explicit VTP signaling is required for connectiostablishment and ter-
mination. These control messages utilize the same VTP heaadsl data packets,
as shown in Figure 3.22. The VTP header includes all the aatetvansport layer
information.

0 1 2 3
01234567890123456789012345678901
Version| Type | Pr ot ocol [ Opti ons [ Lengt h
Sour ce Port | Desti nation Port
Sequence Nunber
Acknow edgnent Nunber
FI ow W ndow [ Ti mest anp
Request ed Thr oughput
Thr oughput Feedback
Options (optional)
Dat a

Figure 3.22: VTP header format.

Version: 4 bits This field specifies the used version of VTP.

Type: 4 bits The type field contains a code to identify the content of thesage,
such as connection establishment or termination, datayoadkdgment or
the combination of data and acknowledgment in a duplex aiome

Protocol: 8 bits This field indicates the next-level protocol used in the qme
of the packet.

Options: 8 bits This field defines if options are appended to the header ard spe
ifies the type of options in case.

Length: 8 bits This field contains the length of the VTP header in bytes. The
length of the VTP header is variable because of options, ascéelective
acknowledgment blocks. The minimum, fixed part of the VTPdegas 28
bytes.
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Source Port: 16 bits The source port number identifies the connection.
Destination Port: 16 bits The destination port number identifies the connection.

Sequence Number: 32 bitsThe sequence number identifies the portion of the
data flow contained in the packet. The number representsréeldita octet
in the segment. When the type field indicates that the packabkshes a
connection, the sequence number specifies the beginnimg ofata flow.

Acknowledgment Number: 32 bits The acknowledgment number represents the
cumulative acknowledgment and indicates up to which seggrahpackets
are consecutively received, i.e., which packet is expeittedrive next.

Flow Window: 16 bits The flow window advertises the remaining capacity of the
receiver’s buffer. Independent of the transmission rée TP sender must
not transmit more data than the receiver can accept in coderdid buffer
overflow at the end-point.

Timestamp: 16 bits This field indicates the sending time of a packet (i.e., data
or acknowledgment). The end-points use this field for RTirreion. As
mentioned in the assumptions, each vehicle is equipped®m8 that pro-
vides a synchronous clock in the ad hoc network, as requoethé RTT
estimation.

Requested Throughput: 32 bits This field specifies the throughput requested by
the sender. Intermediate node access and adjust this fiettjust the avail-
able bandwidth along the path.

Throughput Feedback: 32 bits This field contains the accumulated average through-
put replied by a VTP receiver in the acknowledgment.

Options: Variable Options may be appended at the end of the fixed part of the
VTP header, as indicated in the options and length fields.options are
included in the checksum. The currently defined options lapeva below.

VTP Header Options

Currently, the only VTP options are the selective acknogtednt blocks that are
appended to an acknowledgment in case the VTP receiveifidemton-contiguous
packets in the flow. The missing blocks are identified by tftealed right edges of
the missing segment as shown in Figure 3.23.

The maximum number of SACK blocks is 20. In case the receidentifies
more than 20 non-contiguous blocks, it reports always tts¢ 20 blocks in the
flow in the selective acknowledgment.
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0 1 2 3
01234567890123456789012345678901

Left edge of first block
Ri ght edge of first bl ock

Left edge of n-th bl ock
Ri ght edge of n-th bl ock

Figure 3.23: VTP header selective acknowledgment option.

3.6 Simulative Evaluation

This section evaluates the performance of VTP through sitimis and compares
VTP and TCP performance, such as throughput and fairnessatic and mobile

wireless environments. The following subsections desctite simulation sce-
nario, explain the metrics and present the simulation t&sul

3.6.1 Scenario and Simulation Environment

The simulation environment of the transport protocol eabn in wireless and
mobile environments is equal to the simulation environnwnthe path charac-
teristics analysis, as described in Section 3.4. Thus,ehminder of this section
briefly repeats and summarizes the simulation scenarioettidgs.

The evaluation uses the network simulator ns-2 [132] andotiz@s static and
mobile scenarios.

In the static scenarios, source and destination nodes aidoped in pre-
defined distances. The mobile scenarios consider moviniglgston a highway,
according to the movement pattern of [45]. These pattenmesent realistic uni-
directional mobility patterns that are typical on Germaghiways and can be com
bined to bidirectional scenarios via thevguitool [80]. They include the spatial
distribution of vehicles on the highway for different ddies of vehicles, i.e., dif-
ferent number of lanes or different average number of vekiper kilometer and
lane. The simulations consider a 10 km stretch of highway.

All vehicles are equipped with a wireless IEEE 802.11b veisslinterface that
covers a radio transmission range of 250 m. Vehicles thatlaser to each other
than the radio range can communicate directly. The vehfoles an ad hoc net-
work that enables multi-hop communication when the distdretween source and
destination exceeds the radio range. In our simulationsma@ay PBR as routing
and either VTP or TCP as transport protocols.

In the static scenario, the communication pairs are postoin predefined
distances. Vehicles in between provide a multi-hop fonivey@hain. The respec-
tive communication pair establishes one or two simultapatata flows, e.g., to
evaluate throughput or fairness.

In order to evaluate the transition between tomnectedanddisruptedstates
in VTP, a connection is established in a static scenario vier connection is tem-
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porally disrupted. This disruption is caused by the moveroéa single node, i.e.,
the receiver moves out the radio coverage area of its pregecéor the duration
of the disruption.

In the mobile scenario, communication pairs are randomltyseh through-
out the simulation area. The evaluation classifies the tesagtording to specific
distances. The simulations compare the VTP and TCP tranppupcols, trans-
mitting continuously data at the maximum possible rate. iAgéne simulations
include oncoming traffic in order to reduce temporal netwmaktitions.

3.6.2 Metrics

VTP aims at maximizing the throughput per connection wittabde and in-order
delivery of data to applications, including flow and congestcontrol. However,
the maximum throughput of a connection includes preserfairgess to contend-
ing data traffic. Consequently, the simulative evaluatibd™P considers the met-
rics throughputandfairness as defined in the following.

e Thethroughputmeasures the bits per second as transmitted by the sender.

e Thefairnessevaluation observes the throughput of contending flows-of si
multaneous connections.

Furthermore, the simulations evaluate the reliable trésson of packets in
time-sequence graphs, reflecting the sequence numbemnefitied packets over
time.

3.6.3 Simulation Results

This section presents the simulation results of the VTRoper&nce evaluation and
compares the results to TCP performance. The followingesttlms classify the
results in static and mobile environments. The evaluatiostatic environments
comprise throughput and fairness results and shows the ¥é&rRition between
connected and disrupted state when the connection is tathpdisrupted. The
mobile scenarios select randomly a communication pair jpeulation run. The
results show and compare the average throughput of thealassijfied according
to the maximum distance of the communication pairs.

Again, the section provides detailed explanations forctetescenarios. The
complete results are attached in Appendix A.

3.6.3.1 Performance Evaluation in Static Environments

The performance evaluations in static environments ireclimloughput and fair-
ness evaluations for single-hop and multi-hop commurdoafor one and two
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flows, respectively. These simulations compare the VTFRopaidince to TCP per-
formance as reference. Furthermore, the transition froormected to disrupted
state and vice versa in VTP is shown upon the occurrence airagtion.

Performance Evaluation in Static Environments with One Dat Flow

This evaluation compares the throughput of VTP and TCP iticssingle-hop
and multi-hop environments.

Figure 3.24 shows the VTP throughput over time in a single-$aenario with
two nodes located within each other’s radio transmissioigegi.e., in a distance
of 250 m).
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Figure 3.24: VTP throughput over time for one data flow in distsingle-hop
scenario with 250 m source destination distance &nd 8,6 = 0.05).

Upon connection establishment at 10 s, the transmissieragagressively con-
verges to the maximum available throughput of approxirgatef MBit/s and
maintains this throughput almost statically for the conslgimulation duration.
The result shows exemplary an optimal VTP setting ef 0.05, representing an
increase threshold of 20%, and a rate of increase of 1/3 chddéionally avail-
able bandwidth (see specification in Section 3.5.4.3). Aatian of these set-
tings results in fluctuations either around the maximumughput or in an overall
throughput decrease, as shown in Appendix A.

In contrast, TCP cannot maintain a stable throughput evémsrstatic single-
hop environment. Figure 3.25 illustrates the congestiondaiv in 3.25(a) and
throughput in 3.25(b) of TCP in this scenario. These res¢sin line with the
results in related works, such as [43, 58, 48].

Due to round trip time variations in the wireless environineéne congestion
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Figure 3.25: TCP congestion window and throughput over fimee static single-

hop scenario.

window fluctuates continuously. The congestion window esdeareases to zero
(e.g., at 31 s and 63 s), resulting in significant fluctuatams drops in the through-
put over time.

Furthermore, VTP utilizes the wireless bandwidth more ieffity than TCP.
VTP maintains an almost constant throughput of 1.4 MBitlseseas TCP reaches
an average throughput of 1.12 MBit/s. Besides the efficiemgestion control
via network feedback, another reason for the better pedonom of VTP is the
cumulative acknowledgment scheme. Figure 3.26 compaesadknowledgment
numbers of VTP and TCP in a clipping of one second.
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Figure 3.26: VTP and TCP acknowledgment time-sequencenddipping).
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The comparison of VTP acknowledgments in Figure 3.26(a)laE acknowl-
edgments in Figure 3.26(b) shows that the cumulative acladgment scheme of
VTP results in a decreased number of acknowledgments. Goesty, the wire-
less channel is less loaded and contention decreases. \€BRhes additionally
available bandwidth for the throughput of data.

The throughput results, as explained in detail for the siiglp scenario above,
are also valid for multi-hop connections. The complete ltesup to six hops are
available in Appendix A. As an example, Figure 3.27 showsrgtary the VTP
throughput over time for three hops and two differéntd combinations.
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(a) VTP throughput for one data flow in  (b) VTP throughput for one data flow in
a static three-hop scenario for k=3 and a static three-hop scenario for k=5 and
0=0.05. 0=0.2.

Figure 3.27: VTP throughput over time for one data flow in distéaree-hop
scenario for different k 6 combinations.

As mentioned before, k ardddetermine the maximum throughput and the level
of fluctuations. Figure 3.27(a) shows the throughput oweretihops for k = 3 andl
= 0.05. This setting achieves an average throughput of 4@t3skBompared to an
average throughput of 376 kBit/s for k =5 afe 0.2, as shown in Figure 3.27(b).
However, the latter setting avoids the small fluctuationtheffirst scenario.

In contrast, Figure 3.28 shows the throughput of TCP oveethiops in a static
scenario.

Similar to the single-hop scenario, the TCP throughput dlakets continuously
fluctuates around the average of 355 kBit/s, which is sicanitiy lower than the
VTP average throughput.

Summarizing, unlike TCP, VTP provides stable throughputfogle-hop and
multi-hop connections.
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Figure 3.28: TCP throughput over time for one data flow in dicsthree-hop
scenario.

Performance Evaluation with Disruption

This section evaluates the transition frawnnectedo disruptedstate and vice
versa in VTP. The scenario is basically static, but to ensutatlisruption the re-
ceiver moves out of transmission range and back betweenridb20es. Figure 3.29
shows the throughput upon occurrence of a disruption inglesinop scenario with
the communication pair at a distance of 250 m.
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Figure 3.29: VTP throughput over time with disruption foreodata flow in a
single-hop scenario.

Upon detection of the disruption at 15 s via the absence ai@egledgments,
VTP throttles its transmission rate to a very lpmobing rate which intends to
discover a resume of connectivity. When an acknowledgmmditates that con-
nectivity is reestablished at 20 s, VTP recovers to the makpussible rate within
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one RTT. Figure 3.30 shows the respective time-sequengdh gifathe disruption
in a single-hop environment. The x-range of the graph isiotstl to 30 s in order
to focus on the disruption phase.
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Figure 3.30: VTP time-sequence graph in case of disruptiootie data flow in a
single-hop scenario.

When the sender switchesdwsruptedstate after the disruption at 15 s, it resets
the sequence number to the first unacknowledged packet. efueisretransmits
this packet at the probe rate until network connectivityunees and the packet is
acknowledged after 20 s. Upon the reception of the resgeattknowledgment,
the sender switches back¢onnectedstate and continues to transmit packets with
ascending sequence numbers at the maximum rate.

Once more, these results are generally valid for singleam@pmulti-hop con-
nections whereak andJ determine the level of fluctuations like in the static eval-
uations. Figure 3.31 shows an example of the disruptionastefor three hops.
Figure 3.31(a) uses the settings k = 3 and 0.05 whereas Figure 3.31(b) uses
the settings k =5 and = 0.2. The complete results of the disruption scenario are
attached in Appendix A.

Summarizing, VTP reduces its transmission rate in a digpe.g., after a
temporary network partition. VTP transmits probe packeta lw transmission
rate to detect when connectivity resumes. Upon recepti@nafcknowledgment
in response to a probe packet, VTP increases its transmissie immediately to
the maximal available bandwidth after a disruption.

Fairness Evaluation in Static Environments with Two Data Fbws

VTP distributes the available bandwidth equally to cometilata flows, ac-
cording to the max-min fairness algorithm [12], as expldime Section 3.5.3.5.
Figure 3.32 shows the throughput distribution of two datev$ithat both transmit
at their maximum data rate in a single-hop scenario.
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Figure 3.32: VTP throughput over time for two competing dédas in a single-
hop scenario.

Between 10 s and 30 s, the first flow uses the complete avalaigwidth of
1.4 MBit/s. When the second flow starts at 30 s, the bandwgltdqually shared
among the flows. When the first flow ends after 60 s, the secomdriinediately
increases to the maximum throughput.

Figure 3.33 illustrates the VTP fairness via the time-seqgaeayraph.

When the second flow starts at 30 s, the slope of the time-seguirve of the
first flow decreases, such that the first and second flow inetiegsarallel. Conse-
quently, both flows transmit the same amount of data. Whefirgtdlow stops at
60 s, the slope of the second curve doubles and reaches geedlthe first flow
before.
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Figure 3.33: VTP time-sequence graph for two competing flates in a single-
hop scenario.

In comparison, Figure 3.34 shows the TCP throughput for twopeting flows
in a single-hop scenario.
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Figure 3.34: TCP throughput over time for two competing ditas in a single-
hop scenario.

The graph shows that even in a static, wireless, single-bepasio, TCP does
not provide fairness. The second flow uses most of the alailzndwidth while
the throughput of the first flow reaches almost zero at 31 s aopsdo zero at
48 s. The TCP congestion window decreases to zero severes,tims shown in
Appendix A. One of the main reasons for this unfairness istiéual invocation
of the MAC and TCP timers, as evaluated in detail in relatedkvadoout fairness
or MAC - TCP interaction, such as [78] or [3].
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Figure 3.35 represents this unfairness among two simulten@&CP flows in
the time-sequence graph.
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Figure 3.35: TCP time-sequence graph for two competing fifatss in a single-
hop scenario.

When both TCP flows transmit simultaneously between 30 s @rsd e slope
of the second flow is higher than the slope of the first flow.

Again, the fair throughput distribution of VTP in the sindiep scenario is
transferable to multi-hop connections. Figure 3.36 showsmplary the through-
put distribution between two competing flows in a three-hognario for two k
combinations. The full set of results is attached in Apperdi
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(a) VTP throughput for two data flows in  (b) VTP throughput for two data flows
a static three-hop scenario for k=3 and in a static three-hop scenario for k=5 and
0=0.05. 0=0.2.

Figure 3.36: VTP throughput over time for two data flows fiass) in a static
two-hop scenario for different ké combinations.
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Figure 3.36(a) shows the VTP throughput for k=3 an@.05, and Figure 3.36(b)
illustrates the VTP throughput for k=5 anet0.2. Similar to the throughput eval-
uation for one flow, the K-combination determines in this fairness evaluation the
average throughput versus the fluctuations around thisgeer

Summarizing, unlike TCP, VTP provides fair distributiontbfoughput among
coompeting flows.

3.6.3.2 Performance Evaluation in Mobile Highway Environnents

This section presents the VTP and TCP performance resultsobile highway
environments.

The vehicles drive along a 10 km highway stretch accordindné¢ovalidated
movement patterns of [80] which represent typical weekday traffic on German
highways. The simulations consider the different roaditraensities, as provided
by the movement patterns. The movement patters are divittedbidirectional
cuts of 60 s that determine the maximum simulation duratimijlar to the path
characteristic analysis in Section 3.4.

The communication pairs are randomly chosen out of the leshtbat remain
inside the evaluated highway section for the whole durafidre sender establishes
an FTP connection to the receiver. Data is continuouslyyréadend.

The results show and compare the mean throughput and stiachelzation per
simulation run, as perceived by the receiver. The followfiggires show exem-
plarily the mean VTP and TCP throughput for the bidirectis@enario with two
lanes per direction (Ipd) and six nodes per lane, kilometekifi) and for VTP
two differentk andd settings. The results are classified according to the mamimu
distance between source and destination during the siiolatn.

Figure 3.37 shows the average throughput over sourcendésti distances for
VTP ina SCGn%I’iO with 2 Ipd, 6 npknk,= 3 andd = 0.05.
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Figure 3.37: Average VTP throughput in a mobile bidirecéibnighway environ-
ment with 2lpd and 6npkm and= 3, § = 0.05.
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Figure 3.38 illustrates the same scenariokfer5 ands = 0.2.
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Figure 3.38: Average VTP throughput in a mobile bidirecéibnighway environ-
ment with 2lpd and 6npkm and=5, = 0.2.

In comparison, Figure 3.39 shows the respective TCP thioutghThe com-
plete results can be found in Appendix A.
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Figure 3.39: Average TCP throughput in a mobile bidireaidmighway environ-
ment with 2lpd and 6npkm.

Summarizing, VTP performs better in mobile highway scesariThe average
gain of VTP is about 70%, depending on the source-destimalistance. Beyond
that, the standard deviation of VTP is in general smalleraAgxample, when the
communication pair remains in single-hop distance closan 250 m, the mean
VTP throughput is about 1.3 Mbit/s, which is up to 70% aboweaberage through-
put of TCP within this small distance. In this case the stashdaviation of VTP is
about 14 kbit/s whereas the standardard deviation of TCBdsta469 kbit/s. The
performance gain of VTP is valid for all scenarios, as shawAppendix A.
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3.7 Summary and Conclusion

Vehicular ad hoc networks (VANETS) enable multi-hop veditd-vehicle and
vehicle-to-roadside wireless communication in a selaoiged ad hoc network.
The movement of vehicles represents the main characteoSYANETS. Vehicu-
lar mobility results in frequent topology changes. Noveltinog protocols, such as
position-based routing (PBR), are tailored to this envinent since PBR forwards
packetsper hop and no end-to-end route is required. Consecutive packigtistm
follow different paths. These unique characteristicsafénd-to-end connections,
in particular transport protocols. This chapter analybespath characteristics that
transport protocols experience in highway scenarios, asaonnectivity and dis-
ruption duration, packet loss, reordering, round trip ti(RET) and RTT jitter.
These results aid in the following design of a vehicular $pant protocol (VTP)
which is evaluated through simulations.

The evaluation of the path characteristics investigatesnatrics connectivity
and disruption duration, packet loss probability and ctteréstics, packet reorder-
ing, RTT and RTT jitter.

The connectivity evaluation results show that steady conioation is feasible
for source-destination distances up to 2000 m. For a distah2000 m, about 40%
of the connections remain uninterrupted for 10 s on the geer&Vith decreasing
distance, the connectivity duration even increases. pigms resume after 3 s at
the latest, only marginally dependent on the distance.

The packet loss ratio for a constant packet stream is hugea Bistance of
2000 m, standard PBR shows a packet loss rate of almost tvds tvhich can be
significantly reduced to 22% when using cross-layer intiégna

Although the RTT and RTT jitter are acceptably small for seddestination
distances below 700 m, higher distances result in extrerotuéition in RTTe.qg,
up to 300% for a 2000 m distance.

Finally, reordering ratios for light loads are small (bel@®), but increase to
15% for medium data loads.

These unique characteristics of VANETSs necessitate thelolement of a novel
transport protocol.

The evaluation results of the path characteristics inflag¢ihe design of a vehic-
ular transport protocol (VTP) that is tailored to the unigueperties of VANETS.
VTP aims at maximizing the throughput of a connection whilesprving fairness
to competing data traffic. The objectives of VTP include tk&aklishment and
release of an end-to-end connection, reliable deliveryaté gpackets, flow and
congestion control. The reliability mechanisms of VTP mumbe with frequent
packet losses, reordering, high RTT and high RTT jitter. pgormance of VTP
mainly depends on its ability to adapt quickly to varyinglpaharacteristics.
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The key features of VTP are:

e The VTP sender uses a rate-based transmission scheme. afbmission
rate is determined by mate-timerthat steadily schedules the transmission of
data packets when multi-hop connectivity between sourdedastination is
assumed.

e VTP decouples congestion control from error and flow contnginly to
avoid throughput reduction for packet loss not related togestion. In
VANETS, packet losses are frequent because of high mohititithe result-
ing topological changes. These losses must not invoke stingecontrol.

e VTP uses explicit signaling of available bandwidth froneimhediate nodes
for congestion control. The estimation of available bartiwby intermedi-
ate nodes uses information from the MAC layer protocol.

e VTP provides reliability via retransmissions of lost patskeSelective ac-
knowledgments (SACKSs) report lost packets to the VTP serides receiver
transmits SACKSs in dynamic intervals. It adjusts the indémccording to
the current transmission rate and the source-destinatitande.

e The VTP sender uses statistical knowledge to predict theasd com-
munication behavior of a connection. In absence of ackmigvieents, the
expected communication duration for the respective sedestination dis-
tance assists the rate timer calculation.

A simulative study evaluates the throughput and fairnesgTd? in static and
mobile wireless environments and compares these metritteetperformance of
TCP.

VTP maintains a constant transmission rate and reactslguaklisruption or
congestion, based on feedback (or absence of feedback)iritermediate nodes.
Selective acknowledgments inform the sender about reteind missing packets
in order to provide reliability by retransmissions. VTP sistatistical knowledge to
predict connection behavior, such as expected commuaiicdtiration, and adapts
its transmission rate accordingly.

As a main result, VTP provides reliable end-to-end conpestiand outper-
forms the varying throughput and unfairness of TCP by maiirtg a steady through-
put above the average throughput of TCP.

The future work will adapt and evaluate VTP in city scengrissuming that
VTP can achieve similar performance like in highway scargawhen the under-
lying routing protocol maintains similar packet delivestios. VTP will be im-
plemented in the framework of the NoW project and evaluatiarmeasurements
will be performed. Finally, interoperability to TCP is raed in order to allow
access to the Internet or fixed networks at the roadside. cHmnigor example be
achieved by installing translation proxies at road sideeas@oints or tunnel VTP
in TCP over the fixed network.
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The previous chapter designed a vehicular transport psbfoc unicast com-
munication. Beyond these point-to-point applicationse af the main goals of
VANETS is the increase of road safety by reliable point-tolipoint distribution
of safety information to endangered vehicles.

Typically, safety applications require the efficient antlatde distribution of
information to vehicles inside a geographically restdctarget area over time.
The information should blkept alivein the target area for the lifetime of the safety
event, i.e., particularly vehicles that enter the targetafter the initial message is
distributed must be informed.

The following Chapter 4 designs and evaluatdsre-extended reliable geo-
graphical floodingalgorithm that provides reliable and efficient distributiof in-
formation in a target area over time.
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Chapter 4

Information Distribution in a
Geographical Area in Vehicular
Ad Hoc Networks

4.1 Introduction

Vehicular ad hoc networks (VANETS) facilitate enhancedficasafety by means
of wireless multi-hop communication in a self-organizirgwork. In fact, the in-

crease of safety on the road is the main objective of VANEEsjde passenger
information and entertainment. VANETS enable active gafgtplications, such
as hazard warning or extended brake lights, by extendingritier’'s horizon and

warn affected traffic about potential dangers as early asilpies The single-hop
and multi-hop distribution of safety messages ensuresréatant information is

transmitted and consumed in the local area where it is needed

The distribution of safety information poses specific dadles on reliability
and efficiency:

(i) Safety messages should be delivered to affected vehiclgq@g., vehi-
cles approaching the hazard). Typically, safety eventsANKETs are bound to
a restricted geographical region, termadjet area(TA). Geographically-scoped
flooding (GeoCast) addresses all vehicles in a geograptagain [62, 91]. How-
ever, GeoCast does not provide any means for reliability @ngses redundant
message repetitions (it is usually based on a flooding dlgonivhere each vehicle
forwards each message once). Therefore, additional Higwsifor reliable and ef-
ficient distribution of safety information in a geograpHitarget area are needed.

99
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(i) The high degree of vehicle mobility in VANETSs cause that e&ds contin-
uously leave and enter the target area. The movement r@sfilexjuent topology
changes. Vehicles that enter the target area after the geedss been initially
distributed miss the safety information. It must be enstihed those vehicles are
also informed within the lifetime of the event, i.e., VANEmRjuire reliability over
time.

(iii) Messages are sent over error-prone wireless links. In casesaage is
lost, redistribution is required. However, the rebroatingsshould be restricted to
the local, single-hop neighbor scope in order to avoid rddabmulti-hop retrans-
missions. Furthermore, re-flooding should not be used poéeety but must only
be utilized when a message loss is indicated (e.qg., in abs#racknowledgments).

In summary, the design of algorithms faliable and efficient(i.e., avoiding
redundant retransmissions) distribution of safety infation in geographical tar-
get areas is challenging.

Traditionally, reliability is defined as the guaranteedwi®ly of messages from
a source to a single or multiple receiver(s). Reliabilitguaes that messages arrive
uncorrupted and in-sequence at their destination(s). deraio meet the require-
ments of traffic safety applications in VANETS, this chapgtends the classical
reliability definition by spatial and time components:

Reliability of safety information in VANETS requires thelieble distribution
of aninformation to all vehicles inside a geographical ¢éhayea during the lifetime
of a safety event. This explicitly includes the distributiof the safety information
to vehicles that enter the target area after the informdtamalready been issued.

This chapter surveys and evaluates the related GeoCastaayes (e.g., with
and without temporal caching of messages) and presentsmbeextended reli-
able geographical flooding (TERGRIgorithm to provide reliable and efficient
distribution of safety messages in VANETS, according todktended reliability
definition above.

4.2 Background

This section provides an overview on the GeoCast protocaiiwéddresses nodes
in a geographical area.

42.1 GeoCast

The GeoCast algorithm [62, 77, 91] provides geographicdtessing and the de-
livery of messages to vehicles inside a specific geograptégion, termedarget
area GeoCast is commonly classified as a multicast protocol evtier geographi-
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cal location of the vehicles determines the membership ¢ontlulticast group.
Thus, all vehicles must be aware of their geographical jposity means of a posi-
tioning system, such as the global positioning system (G¥5)69]. A GeoCast
message contains the definition of its target area by gebigaoordinates (i.e.,
latitude and longitude) and a geometrical shape. The targetis typically coded
by geographical positions and geographical shapes, asshaie following:

e Point,
e Circle, defined by (center point, radius),
e Rectangle, defined by (two points, height), and

e Polygon, defined byppinty, points, ...,point,_1, point,, pointy).
GeoCast distinguishes two phases in the distribution groce

(i) When the sender is not located inside the target area, the&¢emessage is
first forwarded towards the target area by means of standarckst routing (e.qg.,
PBR). This phase is referred to lase-forwarding

(i) When the message reaches the first vehicle inside the tawgetoa the
sender is located inside the target area, the GeoCast ibdist (e.g., flooded)
through the network inside the geographical boundariesis phase is termed
area-forwarding Since safety messages typically concern the immediate-vic
ity of the event, GeoCast for safety applications assumnegstiie originator of the
message is located inside the target area, as we assumergniaader of this
section.

The literature [139] classifies existing GeoCast approadht three cate-
gories:

(i) Flooding-based protocolsuch as location-based multicast (LBM) [76] and
the Voronoi diagram-based GeoCast [122], use flooding orianteof flooding to
route and distribute GeoCast packets.

(ii) Routing-based protocojssuch as mesh-based GeoCast routing protocol
(MGRP) [16], GeoCast adaptive mesh environment for roltB§MER) [23] or
GeoTORA [75], establish routes from the source to the vekiai the target area
via explicit control messages.

(i) Cluster-based protocolssuch as GeoGRID[84] or the obstacle-free sin-
gle / multi-destination geocasting protocol (OFSGP/OFNI{ZB], geographically
partition the network into several disjoint and equally sized regidiach region
assigns a cluster-head for executing the information exgha
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4.3 Related Work

This section surveys flooding-based and multicast-baskednses for improving
the reliability and efficiency in wireless networks.

4.3.1 Flooding Approaches in Wireless Networks

The literature classifies existing flooding approaches im foategories, which
are: Simple flooding, probability-based flooding, areaebaffooding and flood-
ing based on the knowledge about neighboring vehicles [136]

Simple flooding. With simple floodingalso referred to aslind flooding a node
simply rebroadcasts a message exactly once. The nodegudbesource ID and
packet ID to identify already received messages. Thisibdigton process contin-
ues until the message has traversed the network. Hencg,reade that receives a
message forwards this message to all its neighbors alththeghmay have already
received this information. As a result, messages are daiplic and bandwidth is
wasted. However, this algorithm achieves a high probglofitreliability, achieved
by (redundant) repetitions of messages.

Probabilistic-based flooding. Probabilistic-based flooding, e.g, [99], is similar
to simple flooding, except that nodes only rebroadcast aageswith a certain
probability. In networks with a high density of nodes, a higheption probability
can be achieved while saving scarce wireless bandwidthusecaultiple nodes
share similar radio transmission ranges. However, in nédsveith a low density
of nodes, the reception probability decreases, and notodks receive the mes-
sage.
Thecounter-based schene[99] uses the inverse relation between the number

of times a packet is received by a node. The nodes calculatprtibability that

it can reach additional neighbors with a rebroadcast. Upmeption of a new
message, the node initiates a counter and starts a timehvwhiandomly chosen.
As long as the timer continues, the counter is incremente@doch redundantly
received packet. Upon timer expiration, the packet is oely@adcast in case the
counter is less than a pre-defined threshold. Otherwiseathe drops the message.

Area-based flooding. Area-based flooding algorithms use distance information
in the decision process whether a packet should be rebrsiadcaot. The node
may use geographical position knowledge of a positionirgjesy or it could es-
timate the distance via signal strength measurements. Wigereceiving node

is close to the sender, the additional area covered by ansstiasion would be
small whereas a receiver far away covers more additional dieedistance-based
schemendlocation-based schenie [99] estimate the additional coverage area in
this way.
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A node using the distance-based scheme compares the didtahgeen it-
self and all neighbors from which it received the messageongception of a
previously not received message, the node initiates a imércaches redundant
packets. When the timer expires, all nodes compare thdirdie to the source
to a threshold, and the packet is only rebroadcast in casé@e isccloser than a
pre-defined distance.

Location-based schemes use a more precise estimation ekpieeted addi-
tional coverage area, which relies on geographical positgp Each node must be
able to determine its geographical position. Each packetaus the geographical
position of its sender or forwarder. When a node receivegpéukets, it calcu-
lates the physical distance and the additional coverageitwceuld reach. Again,
it compares the result with a pre-defined threshold in ordetecide if the node
rebroadcasts the packet.

Neighbor knowledge flooding. Using self-pruned flooding85], a node broad-
casts a message on the wireless link that includes a list sfriggle-hop neighbors.
Every node that receives the message compares the list eEnndhe message
(except the node itself) with its own neighbor list (NL). lase the node has fur-
ther neighbors that are not in the list (i.&V,L(.cc) > N L) U(sender)), it
replaces the list of neighbors in the message by its ownesingp neighbors and
rebroadcasts the message. While this algorithm achievasilarslevel of relia-
bility as simple flooding, it reduces the overhead signifityasince the approach
avoids message duplications to neighbors in overlappimgl@gs regions.

The time-extended reliable geographical flooding (TERGQ§&9rithm of this
chapter uses the basic idea of flooding with self-pruninthoalgh in a different
context. The TERGF algorithm distributes information eatthan packets, i.e., the
TERGF design assists content-based aggregation of infammeo reduce band-
width consumption. Beyond, TERGF combines self-pruninthvdeoCast and
extends the algorithm by an acknowledgment scheme in codmsttieve full relia-
bility. For self-pruned flooding, the node includes onlygbmeighbors into the list
in the message that are located inside the geographicat targa. If a receiving
node compares the list with its own neighbors, it also exeduithe neighbors that
are not inside the target area. As a result, a node rebrdadcasessage only if it
reaches further nodes inside the geographical target area.

The scalable broadcast algorithm (SBf)05] uses two-hop neighbor knowl-
edge. In order to establish this knowledge, the nodes gealiyg exchangéhello
messagethat contain the neighbor list of its predecessor. When & medeives
a packet, the receiver compares its own neighbors with thdesis neighbors in
order to determine if a rebroadcast would reach additiondes.

The dominant pruningapproach [85] also utilizes two-hop neighbor knowl-
edge. In this approach, the sender proactively selects ribehop neighbor(s)
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which should forward the message. Only selected nodeslavecal to rebroadcast
the message. When a node receives a message, it checksldigsa is included.
If so, it rebroadcasts the message and uses a modified verfsibe greedy set
coveralgorithm [88] in order to select the next level forwardingdes.

The multipoint relayingmechanism [112], which is part of treptimized link
state routing (OLSR]30] protocol, is similar to dominant pruning. Based on a
two-hop neighbor knowledge, the sender determimakipoint relays (MPRsthat
are responsible for the redistribution of the message.

Thead hoc broadcast protocol (AHBP)06], CDS-based broadcast algorithm
and the lightweight and efficient network-wide broadca&N\WB) [124] are sim-
ilar to the multipoint relaying approach, but differ in thel@ulation effort to deter-
mine the forwarding nodes. Details are given in [136].

4.3.2 Passive Acknowledgments in Wireless Networks

The passive acknowledgment schemses the shared character of the wireless
medium, as follows. In case a message is forwarded on a sdreleannel via mul-
tiple hops, the sender (or forwarder) listens for the fodirag (i.e., retransmission)
of the packet by the respective successor node. A node carfiasnlard correctly
received messages. Therefore, the successor must haivedettee message cor-
rectly when the sender cawerhearthe forwarding of the message. Consequently,
the sender interprets the overheard messaggassive acknowledgment

The time-extended reliable geographical flooding (TERG§)r&thm, as pre-
sented in the remainder of this chapter, adopts this schémegh in a different
context. When a packet needs to be rebroadcast by one oftheapss, the sender
/ forwarder interprets the rebroadcast as a passive ackdgwlent. However, in
case there is no need to forward a message, an explicit atdahgmvent is required.
Section 4.5 explains the TERGF algorithm in detail, inahgdihe adaptation of the
passive acknowledgment scheme.

4.3.3 Reliable Multicast Communication

Multicast communication in traditional packet switchedwarks faces similar
problems to the GeoCast-type of communication in VANETssttransport pro-
tocols based on positive / negative acknowledgments (AGKIK]) are not appli-
cable for large multicast groups. As the number of multicaseivers grows, the
amount of back traffic overwhelms its capacity to handle tlfieen, ACK/NACK
implosion). Second, if losses occur uncorrelated on difieparts of the multicast
tree, data may need to be sent multiple times to satisfy edlivers.

In schemes for reliable multicast, such as RMTP [103] or SRE],[desig-
nated receivers collect status information from receiesd retransmit lost data
packets on request of other receivers. Hence, these nodesleboth local re-
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transmission of data and aggregation of signaling trafficétransmission. Both
reliable multicast schemes are explained in the followiectisns.

The main differences of reliable multicast approachesedithe-extended ge-
ographically scoped reliability provisioning are:

() The addressed nodes inside the target area do not join acastljroup.
Instead, the nodes are identified with respect to their ggabgcal position.

(i) There are no multicast distribution trees for data forwagair ACK/NACK
notification.

(iii) The broadcast characteristic of the wireless medium inirhal ad hoc
networks facilitates overhearing of messages.

4.3.3.1 Reliable Multicast Transport Protocol (RMTP)

Thereliable multicast transport protocol (RMTR)Y03] provides reliable (i.e., se-
quenced and lossless) delivery of a data stream from oneeséndh group of
receivers in the Internet. The RMTP design follows a matiel hierarchical ap-
proach. RMTP groups receivers into a hierarchy of localmegiwith adesignated
receiver (DR)in each region. Each receiver acknowledges data to its syurel-
ing DR, which in turn relays acknowledgments to the nextlle¥eRs until the
acknowledgments reach the original sender. This mechaansids an avalanche
effect of acknowledgments, known as the acknowledgmentosigm problem.
DRs cache data and retransmit them upon request which desr¢le end-to-
end latency in case of losses. RMTP uses a packet-basetiveeletransmission
scheme in order to increase the throughput.

An extension to RMTP is theeliable multicast file transfer protocol (RMFTP)
This application-level protocol uses TCP for bi-direcabiontrol messages and
RMTP for the uni-directional data transmission. RMFTP lfeates server-based
pushand client-baseg@ull transmissions.

4.3.3.2 Scalable Reliable Multicast (SRM)

The SRM protocol [42] provides a framework for scalableiatde multicast. Dif-
ferent multicast applications have widely different regmients, e.g., with respect
to reliability, the number of sources or replication of dstiaategies. These differ-
ences affect the design of a multicast protocol, which ghalyhamically adapt
to the specific requirements, but leave as much functignatid flexibility to the
application as possible.

SRM is based on the IP multicast protocol [35]. In IP multicasdata source
simply transmits to the group’s multicast address. In otdereceive data, each
receiverjoins the multicast group in the local sub-network. SRM enhanbes t
multicast group concept by maximizing information and dgtiaring among all
members. Thus, each member is responsible for its correeptien of all the
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data. Furthermore, SRM follows the design of TCP/IP by adgpthe best-effort
data delivery model and building reliability on an end-tadasis.

SRM dynamically adapts its control parameters to the oleskemetwork perfor-
mance. This allows applications on top of SRM to adapt to aewishge of group
sizes, topologies and link bandwidths, while maintainiogustness and high per-
formance.

4.4 Temporal Caching of GeoCast Messages

The multi-hop forwarding and distribution of messageseetin the availability of
appropriate single-hop neighbors: In unicast, the absehaesingle-hop neighbor
that is closer to the destination results in a routing failun this case, either rout-
ing recovery strategies can find an alternative route or #olgt is dropped when
no alternative route can be found in a predefined time inteevg., in low density
or highway scenarios. In GeoCast, insufficient connegtigétg., in low density
scenarios) results in network partitions. Thus, the messagnot reach all vehi-
cles inside the target area. The high mobility of VANETs emusequent changes
in the network topology, which may also result in temporaiwwek partitions.
Particularly, scenarios with a low density of equipped ukds are affected.

One approach to improve the reliability of GeoCast messajglulition - par-
ticularly suited for low density scenarios - is to add a cafdreGeoCast packets.
The following section presents this concepstdre-and-forward

4.4.1 Store-and-Forward Concept

The basic idea o$tore-and-forwardis to add a queue for GeoCast packet in the
network layer of every vehicle and to cache GeoCast packets ¢ertain amount
of time. A vehicle can retransmit the packet out of the cachemneeded, de-
pending on the classification below (e.qg., periodical ratloasts or retransmission
upon detection of a new neighbor).

Particularly in scenarios with a low density of vehicles ipged with a com-
munication system, the retransmission of a cached packenceease the packet
delivery ratio. The repetition of a cached message canrmfeeghicles that e.g.,
could not be reached during the initial distribution of thessage, due to a tempo-
ral network partition or in case the vehicle enters the taagea at a later point in
time. The following section 4.4.2 presents a typical tasgpenario.

According to the line- and area-forwarding classificatian,defined in Sec-
tion 4.2.1, GeoCast caching strategies differ as follows:

The goal of store-and-forward in the line forwarding modasat preventing
packet loss in case of route failures towards the target afdms, packets are
only cached when no neighbor closer to the destination igade. When the
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network layer is notified about newly discovered neighborésg., by means of
PBR beacons, which are more close to the destination, thieledbrwards the
previouslyunroutablepacket.

The intention of store-and-forward in the area-forwardingde is to keep the
information alive for a validity time / lifetime of an eveniThus, eachGeoCast
packet is cached for a pre-defined interval. In this scentr@vehicles either re-
broadcast the message periodically or rebroadcast it uptattibn of new neigh-
bor(s).

The remainder of this chapter focuses on store-and-forwdeh the packet is
distributed in the area-forwarding mode. Safety applicatiin VANETS focus on
this mode to improve reliability of safety messages becausafety information
is valid only inside a restricted geographical area in th@nity of the message
originator. A vehicle sensing a hazard situation addretbeeselated warning mes-
sage to affected vehicles (i.e., vehicles approaching #zard) in the restricted
geographical area surrounding the hazard only. Consdgutrere is no need to
transport the message to the target area in line-forwarntioge.

Though store-and-forward improves the reliability, itaiscreases the net-
work load due to redundant retransmissions of messagedolldwing parameters
impact the performance of store-and-forward and can bedtforeoptimization:

e Cache size,
e Maximum number of retransmissions,

e Timer management in the cache:
- Restriction of the maximum inter-packet delay for retraissions,
- Periodic validity verification of cached packets (i.e ¢loa clean up).

In the framework of the network on wheels (NoW) project [1,(d pasic ver-
sion of store-and-forward is implemented, as reportederfaliowing.

4.4.2 Target Scenario

Figure 4.1 illustrates an exemplary VANET target scenaiith Vow penetration of
equipped vehicles.

Vehicle A experiences a hazard situation, broadcasts actep GeoCast
warning message and simultaneously caches the message tf&itvehicles do not
have connectivity to each other, as indicated by the cirduéansmission ranges,
the initial message does not reach any other vehicle. WhieigleeB approaches
and enters A's communication range, vehicle A retransrhigsvtarning message
to the endangered vehicle B. In other words, A fetches thesagesfrom its cache
and rebroadcasts it. Upon message reception, vehicle Bwzemriver and, again,



108 CHAPTER 4. DISTRIBUTION OF SAFETY INFORMATION

Target Area

Figure 4.1: Exemplary scenario for GeoCast with storefangard.

forwards and caches the safety message. When vehicle G émdarget area at a
later point in time, in is informed as soon as it has wirelesmectivity to vehicle
B.

In another scenario, thehysical transportof a message, e.g., via oncoming
traffic, can assist to improve reliability, as shown in Figu.2. The oncoming
vehicle B receives the safety message of vehicle A and cachidle continuing
its way. The message is physically transported and repedied vehicle B passes
by vehicle C. Thus, vehicle C is informed as early as possible

Target Area

Figure 4.2: Physical transport of a GeoCast message vie-atat-forward.

4.4.3 Implementation Report

The position-based router implementation of the NoW pitdjg@1] provides data
delivery for topologically-scoped broadcast messagesitipn-based unicast and
GeoCast packets. The store-and-forward concept is impidend tested as an
extension of this communication system software.

The GeoCast store-and-forward implementation adds a qoehe PBR net-
work layer. Each time a vehicle generates or forwards a G&to@assage and
sends the packet to the wireless interface, the store@mhfd implementation
adds a copy of the packet to this queue. Since the PBR Geo@pkmenta-
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tion only accepts and forwards GeoCast packets by vehiatidd the target area,
caching is restricted to vehicles that area located in$idéarget area upon packet
arrival. Figure 4.3 illustrates the integration of the Gastcache schematically.
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Figure 4.3: Main functional blocks for GeoCast with storeldorward.

The cache is implemented ag-ast In - First Out (FIFO) queue. The queue
size is determined by a variable in the configuration file effloW router, i.e., it is
adjustable before starting the PBR router, but it remairegifouring runtime. The
default size of the cache is ten packets, which is sufficienséenarios with a low
density of equipped vehicles. Tlgeop-on-overflonmanagement is implemented
so that the most outdated packet is dropped first. In themytvasic version of the
implementation, packets are stored until a new neighboetsated without time
limit. For system deployment, a timer management shouldcheaéed to remove
outdated packets from the queue in order to enhance efficiétmwever, such a
timer was not desired for the demonstration implementaitioorder to be more
flexible in during the demonstration.

The detection of a new neighbor inside the target area tr$giipe rebroadcast
of the respective packets from the cache. The neighbor @fblee PBR rout-
ing protocol manages single-hop neighbor information afokims the store-and-
forward queue about new neighbors and their respectivergpbigal positions.
Remember that PBR relies on the periodic exchange of bedminsen single-
hop neighbors which announce the presence and geograpbgtbn of a vehicle.
PBR manages the local neighborhood information innighbor table Upon the
arrival of a beacon, PBR searches the neighbor table forrasfmrnding entry. In
case a respective entry is detected, PBR updates this emgrytimestamp or ag-
gregated target area. Otherwise, a new entry is added. €asar of a new entry
in the neighbor table indicates that a new neighbor is rddehaithin the radio
coverage area. PBR relays this information to the storefamhrd implementa-
tion. The store-and-forward scheme checks if this new rteighs located inside
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the target area of the cached packets. If so, the respectoketfs) are rebroadcast
out of the queue.

The functionality of the GeoCast caching has been sucdBspfesented in a
demonstration of the INVENT project [114] which relies iretimter-vehicle com-
munication (IVC) system of the FleetNet and NoW projects.

Store-and-forward increases the packet delivery ratigiquéarly in scenarios
with low densities of equipped vehicles. The algorithm oaloicasts cached mes-
sages, e.g., when temporal network partitions resume wirgtmef vehicles reach
the dangerous area or when the physical transport of pagiyetto the movement
of the vehicles reaches additional vehicles.

However, the maintenance of long transmission queues i@ chsnultiple
events decreases the network performance. Beyond, tlbleeldistribution of
messages over time via store-and-forward significantlyeinges the network load,
particularly for a high density of participating vehicleStore-and-forward may
rebroadcast many messages redundantly because thetatgodhnot distinguish
different messages for the same event or identify alreaftyrrimted vehicles, as
shown by the following examples:

(i) When several vehicles approach and detect the hazard, eaaievgen-
erates a safety warning message based on its sensor infimm&tonsequently,
multiple safety messages for the same event circulate inaifyet area. Since
store-and-forward is not aware of the content of a messalpads the queues and
distributes in the network many different messages withstime content and in-
formation. Aburstytransmission of messages increases contention and iadreas
collision rate in the access medium and results in longeaydelor the message
distribution.

(i) Store-and-forward rebroadcasts messages upon detettiewmeighbors
inside the target area, regardless whether the new neigbladready informed
about the respective safety event. If so, the rebroadcpsfithe message is re-
dundant. Particularly in scenarios with a high density aiipged vehicles, the
redundant rebroadcast of messages is significant and desré@e network per-
formance. As an example, vehicles that drive in the oppabiertion of a traffic
jam may physically transport the packet and rebroadcastdquently when detect-
ing new neighbors. However, the message has already begibutesd through
the traffic jam before. Thus, each equipped vehicle drivipgasite to the traffic
jam will frequently repeat the already known informationhile driving on and
detecting new neighbors. The network is continuously Idadih redundant in-
formation.

The reliable and efficient distribution of information in aagraphical target
area, independent of the density of equipped vehicles, ddsntor a more ad-
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vanced algorithm. Such an algorithm should consider messagtent and main-
tain the information state of vehicles in its vicinity insidhe target area. The
time-extended reliable geographical floodiatgorithm, as presented in the fol-
lowing section, aims at this reliable and efficient disttibn of information in a
geographical target area over time.

4.5 Time-Extended Reliable Geographical Flooding (TERGF)

Thetime-extended reliable geographical flooding (TERG@Igprithm aims at reli-
able and efficient distribution of information in a geogrealhtarget area over time
in an ad hoc communication network. Reliability, as defimed ERGF, refers to
the distribution of information rather than individual jats, in contrast to tradi-
tional packet-switched networks. TERGF provides efficretibility by combin-
ing the following mechanisms:

1. Reliable distribution of safety information (in contrésthetraditional packet-
based reliability) via a safety information manager.

2. Flooding of safety information based on the combinatiéiieoCast and
self-pruning, extended by acknowledgment-based singgerbliability.

3. Passive acknowledgment to detect single-hop losses.
4. Redistribution of safety information in case of singlgpHosses.

5. Redistribution of safety information when vehicles erte target area for
the lifetime of the safety event.

Principally, vehicles maintain states of safety events @rmmunicate to dis-
tribute these states. Though the distribution of infororatises GeoCast as the
basic addressing scheme, the communication of safety gessa restricted to
single-hop broadcasting. A vehicle that receives a safetysaige updates its local
safety information state, including aggregation of infatian. Only if this receiver
can identify further, not-informed neighbors, it genesadéenew safety message to
further distribute this information. The forwarded messatay be different from
the received message. Particularly, a new safety messagdengenerated at a
later point in time, e.g., when additional vehicles enter thrget area. Conse-
quently, the information is efficiently distributed akedpt alivefor the lifetime of
an event in the target area.

The following sections explain the TERGF algorithm in defaiovide a simu-
lative evaluation of TERGF and compare the metitidsrmation distribution ratio
andredundant packet rat® the standard GeoBC approach.
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4.5.1 Assumptions about the TERGF Communication System

This section describes the vehicular communication sysesmequired for the
distribution of safety information. Furthermore, it defiren information structure
to maintain safety information and explains the distrintof safety information
in the geographical area based on the TERGF algorithm.

4.5.1.1 Safety Information Structure

With respect to traffic safety applications, VANETS reprase distributed system
where a global state about the environment is distributea geographical area.
A VANET node maintains a local state that represents a sufsbe global state.
Since information is continuously generated and assatiatth a lifetime, states
can be aggregated, and a state entry can also disappealeht@okeep local state
information up-to-date, vehicles communicate with othehigles in their spatial
neighborhood.

The TERGF algorithms assumes that the local state in a wehah be de-
scribed by an abstract safety information structure, as/sho Figure 4.4. This
information structure is generic, such that it can be eamilgpted to any type of
traffic safety applications. In its basic shape, the stmgctefines the relevant
information of a safety event or hazard situation. Extemsiwvould be specific in-
formation related to the type of event or additional infotim@a, such as alternative
routes.

Message
Originator ID
Message ID
Message time stamp
Ref to area

Ref to event

Area
Area type
Area definition

Ref to events
Ref to aggregated areas

T

N ~ ’
Data sub-
structures

o

Event

/
//
/
/
//
/
/
Event type
Time stamp
Life time

Reference to areas
Ref to aggregated events

Distribution
Neighbor List
ConfirmationList
Ref to area

Ref to event

Figure 4.4: Safety information structure.

The overall structure comprisenessageelated, eventrelated, arearelated
and reliability-related information, organized as sub-structures. Mgsselated
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information refers to originator ID and message ID that uely identify a mes-
sage in the network, including the timestamp of a particolassage. Event-related
information comprises event type and life time of the evémea-related informa-
tion determine the geographical area of an event in termeeaftstpe, position and
sizét. As the TERGF specification in section 4.5.2 will presentiabdity-related
information contains the state that is needed by the rditialigorithm.

The sub-structures organize the contained elements iastablich as lists or
hash tables. An element includes pointers to other elententher sub structures,
e.g., an element in the message sub-structure points tepterin the event and
area sub-structures. Multiple elements in one sub-streichay point to a single
element in another sub-structure. This linking allows tviffedent events to be
associated with a single area.

The proposed structure facilitates aggregation, e.gh wespect to area and
event. Multiple elements of the area sub-structure can lpgeeggted to a new
element. Typical examples, as shown in Figure 4.5, are:

(i) Multiple areas with the same event type can be aggregatedew &lement
that comprises the adjacent geographical areas, linkexdheg

(i) Multiple events associated with the same area can be fusedcaimew
element that comprises all of these events.

In both cases, a new element in the respective informatibrssucture is gen-
erated and linked with the original entries. Consequettig, elements in a sub-
structure are in a tree-like relation with an aggregatechefg as the root of the tree
and the original entries as leaves. Since each elementasiates] with a lifetime,
an aggregated element refers to the minimum lifetime of tigiral elements.

Eli?greem 3 (Aggregated) Element 3 (Aggregated)

lcy Road & Traffic Jam

Latitude Center: 42.1 Timestamp: 429083

Longitude Center: 39.5

Radius: 200 Lifetime: 30.0
M M Element 1 Element 2
Circle Circle Icy Road Traffic Jam:
Lat|tqde Center: 4.2.1 Lamgde Center: 4.2.1 Timestamp: 429083 Timestamp: 429080
Longitude Center: 39.5 Longitude Center: 39.5 Lifetime: 30.0 Lifetime: 60.0
Radius: 200 Radius: 100 T T
(a) Elements of area sub-structure. (b) Elements of event sub-structure.

Figure 4.5: Exemplary aggregation of sub-structure elegien

E.g., acircle is defined by its center (as latitude and lenigi} and radius.
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4.5.1.2 Distribution of Safety Information

In order to maintain the safety information structure, etd8 exchange informa-
tion. The messages address all vehicles in the geographiggt area associated
with the event. However, as mentioned before, each reciidandually decides
whether to redistribute the information or not. Téeffety information managen
each vehicle controls the communication: It receives détgamessages, creates
or aggregates elements in the safety information stru@ndedecides whether to
transmit or redistribute information. Furthermore, it mtains timers and removes
outdated elements from the safety information structureddition, it provides the
interfaces to required local information or the one-homghkor list of the network
layer, as shown in Figure 4.6.
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Figure 4.6: Safety information manager.

In principle, vehicles exchange information by means ofjlsifhop broadcast
messages. A vehicle issues a message if the safety informatnager receives
an appropriate local event by the car sensors and update¥dhmation structure
accordingly. On reception of a safety message, the safehagea in the receiv-
ing vehicle updates the information structure that in twiggers a procedure for
information aggregation and the generation of a new safetysage if needed. As
a result, the safety message is distributed via multipleless hops. The distribu-
tion of the information is geographically scoped: Everyeieer checks whether it
is located inside the target area in order to decide whethact¢ept and forward
or to drop the message. In the basic version, the messagenaréted when the
receiver is located inside the target area while extensitiesk whether the re-
ceiver has further neighboring vehicles located insidetéinget area. In case no
such neighbor(s) exist(s), no further message is issued.



4.5. TIME-EXTENDED RELIABLE GEOGRAPHICAL FLOODING (TERGH15

4.5.2 TERGF Definitions and Description

This section presents the basic TERGF algorithm for theieffic reliable and
aggregated distribution of safety information in a geofreal target area over
time, i.e., considering the fluctuation of vehicles in theyéh area. The following
section first defines reliability, as required for the dizition of safety information
in VANETS.

4.5.2.1 Reliability Definitions for Broadcast and Flooding

Reliability means that a message transfer to one or more receivers engged.
However, different definitions exists for reliability of dmdcast message transfer.
This section first definesimple reliable flooding (SRFas follows:

Definition 1: Simple Reliable Flooding.
A message is reliably transmitted if every node receivesntioemation at
least once.

The following definition ofsimple reliable geographical flooding (SRGE3-
tends the previous SRF definition by a spatial component:

Definition 2: Simple Reliable Geographical Flooding.
A message is reliably transmitted if every node locatedla#iie geographi-
cal target area receives the information at least once aftermessage has
been initially distributed.

Finally, the following definition otime-extended reliable geographical flood-
ing (TERGF)additionally considers a temporal component:

Definition 3: Time-Extended Reliable Geographical Floodirg.
An informatiort is reliably distributed if every node located inside the geo
graphical target area within a duration of timg = ¢, — t; receives the in-
formation at least once. The timestamprepresents the point of time when
the safety event occurs, and timestammplefines the point of time when the
safety event expires. Consequeriflygefers to the lifetime of the event.

Note that the time-extended reliable geographical floodignition three ex-
plicitly includes the information of vehicles that enteradliater point in time, i.e.,
after the safety message has been initially distributed.

While reliability according to definition one and two can lehigved by exist-
ing algorithms, as surveyed in Section 4.3, the TERGF algorifocuses on the
latter definition of reliability.

2It is worth noting that the definition of TERGF focuses on tigribution of information rather
than the packet / message-based definitions of SRF and SRGF.
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4.5.2.2 TERGF Algorithm Description

The algorithm works as follows: A vehicle (originator) thaishes to broadcast a
message creates a list of its single-hop neighbors thabaateld inside the geo-
graphical target area. It adds this list and the coordinetdle target area to the
message and broadcasts it. Furthermore, the originatortaivas aconfirmation
list. It adds the neighbors included in the message to the corionmigst and starts
two timers: One timer for the lifetime of the event and another re-transmission
timerT,.;.

A vehicle (forwarder 1) that receives the message and hasafety event
already registered in its safety information structurdiespan explicit acknowl-
edgment (ack). Another vehicle (forwarder 2) that has notggistered the safety
event in its safety information structure executes theofathg procedure: It cre-
ates the entry in the safety information structure and coegpihe list of neighbors
in the message with its local neighbor list. In case forwagleas more neighbors
than the neighbor list included in the message (i.e., exutuids own address), it
generates a new message, adds its own single-hop neigstandi broadcasts the
message. This message, however, can be different fromekiops.

If the originator receives (i.e., overhears) a message foom of its neigh-
bors with the same ID and geographical area, it interprégsniessage as implicit
acknowledgment and marks the correct reception by thiscle its confirma-
tion list. In case the retransmission timer expires befbeedriginator receives
an implicit or explicit acknowledgment, the message isaalicast. The maxi-
mum number of rebroadcasts is limited by the lifetime of thent or a maximum
retransmission counter.

The algorithm explicitly covers the case when a new vehiokers the target
area and the transmission range of an informed vehicle. W@poew neighbor
eventof a vehicle that is not yet registered as informed in thetgdfdormation
structure, the safety information manager re-generatesefpective message and
redistributes the safety information based on the algoriéis explained before.

Figure 4.7 illustrates the basic algorithm for reliabletriigition of safety mes-
sages. Vehicles are drawn by circles, and solid lines itelisiagle-hop connectiv-
ity between vehicles. In the example, the originator A disties a safety informa-
tion via the (geo-)broadcast message (1) which includeadbtieessed neighbors B,
C and D. Vehicle E drops the message since it is located eutisadtarget area and
not addressed in the header. The potential forwarders C ahwl it redistribute
the information because there are no further (i.e., addifjoneighbors in the tar-
get area. Therefore, vehicles C and D reply an explicit askedgment (ack) to
originator A. Since vehicle B is aware of a further neighbwamely vehicle F, it
generates message (2) and again includes the list of itsrtugingle-hop neigh-
bors. When vehicle A overhears message (2), it interpretgidssage as a passive
(i.e., implicit) acknowledgment and marks the respectiveyein its confirmation
list.
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Target Area

ﬁ Message (1) incl. [B,C,D]
E Message (2) incl. [A,B,C]

Figure 4.7: Basic algorithm for reliable distribution ofety information.

4.5.3 TERGF Extensions
4.5.3.1 Append Option for Neighbor List

Using the append option for the neighbor list, a forwardiedigle appends those
of its single-hop neighbors to the neighbor list in the mgsstnat are not yet
included. This is in contrast to the basic algorithm whegedimgle-hop neighbors
of the forwarding vehicle replaces the neighbor list in thessage.

The benefit of this option is that the vehicles in the targetdrave a more
accurate view on the informed vehicles inside the targed.at&vehicles move
within the target area, a redistribution of messages tadyrenformed vehicles
can be avoided. However, as a tradeoff, the increased agycoomes at the cost
of increased message sizes.

4.5.3.2 Backoff Timer for Redistribution of Safety Information

This extension introduces a timer before redistributinfprimation. Thus, it im-
proves efficiency by avoiding duplicate messages when twmane forwarders
have the same further neighbor in common. Figure 4.8 ibitisérthis scenario.
The potential forwarders B and C receive a safety messagevehicle A. In
the basic version, both forwarders would rebroadcast floeriration in order to in-
form the further neighbor, namely vehicle D. However, tléisults in a duplication
of the broadcast message about. In order to optimize theafdimg of information
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Target Area

Figure 4.8: Extended TERGF algorithm: Backoff timer.

in this scenario, a single forwarder is selected by means(sfrall) contention
timer: All forwarders initiate a contention timer beforenfiarding the message.
The initialization either might be random or e.g., accogdio the position in the
target area. The vehicle with the shortest timer, i.e.,alet8 in the example, for-
wards the information. Vehicle C overhears this messagecantpares it with its
entries in its safety information structure and its locaghbor list. Vehicle C real-
izes that the information is relayed to common neighboraletd. Consequently,
it suppresses the message and resets the contention tinmz.\v8hicle C does not
forward the information, it replies with an explicit ackniegdgment to vehicle A.

4.6 Simulative Evaluation

This section presents the simulative evaluation of the TERI@orithm for the dis-
tribution of information in a geographical target area awere, including a com-
parison to standard GeoBC. It comprises a description o§ithelation scenario
and environment, as well as the definition of the metrics ltagioal change rate
(TCR), information distribution ratio and redundant pdclepetition ratio. The
final subsection explains the simulation results for a gscenario in detail.

4.6.1 Scenario and Simulation Environment

The study uses the network simulator ns-2 [132] and corsiteving vehicles on
a highway, according to the validated movement patternd®f $0]. Again, the
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highway scenario is chosen as the most dynamic and, thuspakechallenging

scenario. We believe that the algorithm can be adaptedyscénarios which is
part of the future work. These basic settings are similainégarevious simulations
of the vehicular transport protocol (VTP) in Chapter 3, gdine same spatial dis-
tribution of vehicles and the same mobility behavior. Thrawdations focus on a
10 km stretch of unidirectional highway and consider dédfdgrdensities of vehi-
cles in scenarios that have different numbers of lanes ih éaection and varying

numbers of vehicles per kilometer.

All vehicles are equipped with an IEEE 802.11b wirelessaadierface that
covers a transmission range of 250 m. Vehicles that areddaaithin each other’s
transmission range can communicate directly whereas caneation between ve-
hicles outside of each other’s transmission range requirgds-hop forwarding of
packets. In order to evaluate the information distribufio geographical target
area, each simulation run selects a vehicle as originatdrdétermines the size
and position of the rectangular target area. This seledsi@nbitrary, but ensures
that the target area remains inside the boundaries of thelbgénulation area.
The target area sizes in the simulation vary between 50 m @dd & and always
cover the complete street width.

Figure 4.9 illustrates the movement and communicationasternas described
above.

Target Area

i
it
i
b

Figure 4.9: Information distribution in a geographicalgetrarea in the highway
scenario.

The information distribution uses either TERGF or GeoBC.eWlithe target
area size is smaller than the radio transmission range gatdsingle-hop broad-
cast reaches all the nodes inside the target area. In catartfed area size is
larger than the radio transmission range, multi-hop fodivey is required. How-
ever, even multi-hop forwarding cannot guarantee to infalinmodes, e.g., due to
temporal network partitions that interrupt the connegttiw all nodes in the target
area. The target area might inefront or behindthe originating vehicle, represent-
ing different safety applications, such as emergency \eligproaching from the
back and the vehicles in front which will be affected nexténttvbe warned or traf-
fic jam ahead and all vehicles behind the traffic jam should &med, respectively.
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The vehicles move along the highway over time, resultingrégdient topol-
ogy changes and fluctuation of nodes in the target area. &imilPBR [93], the
vehicles use beaconing to maintain the presence and posititheir single-hop
neighbors. Since beacons include the geographical posifithe sending vehicle,
the detection of vehicles that enter the target area useshieg. The beacon in-
terval is set to 0.3 s to achieve a high accuracy of neighforrimation. The beacon
expiry interval at which a vehicle removes neighbor entwben no further beacon
has been received is 3.5 times the beacon interval. Furtherrthe transmission
time of beacons is randomly jittered to avoid collisions.

The simulation considers safety applications where thécleethat senses the
hazard continues moving, such as extended brake light oroi@gl. In contrast
to safety applications where the vehicle stops (e.g., lb@ak or traffic jam), the
scenario with ongoing movement representgaast caseor the information dis-
tribution since all informed vehicles might temporally\eahe target area.

The simulations us a message size of 1000 Bytes, allowingctade safety-
relevant information, such as event target area relatednvdtion or even alterna-
tive routes. The overall simulation time per run is resgicto 60 s by the given
movement patterns. The lifetime of a safety event is set t8,30 assure that
the network (e.g., neighbor tables) is established befitiating the information
distribution.

4.6.2 Metrics

This section defines the metrics for the simulative evabmadf information distri-
bution in a geographical target area.

Topological change rate. Topology change rate (TCR) describes the dynamics of
the vehicles and the resulting topological changes oveg.tiffhe simula-
tions accumulate the average number of vehicles that leasteeater the
geographic target area versus the total number of nodesitathet area
over time.

Information distribution ratio. Information distribution ratio denotes the ratio of
informed vehicles over all vehicles in the geographic teagea over time. A
vehicle is classified as informed when it receives a packtt avrespective
safety information at least once. In contrast, all vehitheg are located in
the target area contribute to the total number of vehicleeerdenominator
of the ratio. The simulation observes the information thstion ratio over
time. Thus, the fluctuation of vehicles is considered, batrttio considers
only vehicles that are located inside the target area atebpective time
interval.
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Redundant packet repetition ratio. Redundant packet repetition ratio denotes the

average number of redundant packets over average numhbatabpackets
in the geographical target over time. A packet is classifeztindant when
it does not reach uninformed nodes (i.e., either it reacinds aready in-
formed nodes or there are no neighbors within transmissogea). Con-
sequently, a packet that reaches at least one uninformesl inadassified
as required and contributes to the total number of messagesot to the
redundant counter. Note that packet transmission is besadand a sin-
gle transmission might reach multiple receivers. Thustridyesmission of a
packet on the wireless interface is considered for thisimetr

4.6.3 Simulation Results

This section presents the simulation results for the 8istion of safety informa-
tion in a geographical target area in a highway scenario.

At first, the simulations quantify the topological changter@ CR) of vehicles
entering and leaving the target area for different targea aizes. Afterwards, the
section presents the simulation results for the metriecginétion distribution ratio
and total versus redundant packet retransmissions for Gewild TERGF, as well
as a comparison of both algorithms.

Due to space restrictions, the complete results for alloleldensities and tar-
get area sizes cannot be shown in detail, but are availabigppendix B. This
section concentrates on a typical weekday traffic scenaitio two lanes per di-
rection (Ipd) and six nodes per kilometer (npkm). Furtheenahe simulations
consider safety applications that address vehicles irgetaresbehindthe origi-
nator (i.e., opposite to the driving direction), such asdndzvarnings or extended
brake lights, as well as applications that address vehiolé®nt of the origina-
tor, such as an emergency vehicle approaching. The resulkési section focus
on scenarios with the target arbahindthe originator. The results related to the
target aredn front of the originator are included in Appendix B. Finally, thesu#s
assume that the originator continues moving, as explainesection 4.6.1. All
simulation results are derived from the available 60 movdrpattern samples per
scenario.

4.6.3.1 Topological Change Rate Simulation Results

This section presents the TCR results for two differentabagea sizes which rep-
resent the number of vehicles that leave and enter the galugrarget area over
time, as defined in the metrics in Section 4.6.2. Figure 4tiivs the TCR over
time for the target area lengths 50 m and 1000 m. These ragilli®e a sam-
pling interval of 0.5 s, as the highway movement patternastdhe position of the
vehicles in discrete time steps of 0.5 s accordingly.

Figure 4.10(a) illustrates the TCR over time for a targetiasize of 50 m,
which fluctuates between 0.6 an 1.2. Note that in this scenhé TCR reaches
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Figure 4.10: Topological change rate for different targetssizes.

beyondonethat is the number of vehicles entering and leaving the tagea is
greater than the number of nodes inside the target area.h@pjgens particularly
in scenarios with a small geographical target area sinceviall number of nodes
inside the area is small. As an example, at time 16 s, thererdyefive vehicles
in the target area. In the subsequent interval, four vehietger and two vehicles
leave the target area. Consequently, the rate is six vettludd enter and leave over
five vehicles that remain in the area, which results in a TCR 2f

Figure 4.10(b) shows the TCR over time for a target area oD @0 which
fluctuates between 0.03 and 0.05. With the increase of tigettarea size, the
TCR significantly decreases because the total number ofteshin the target area
increases. The average total number of vehicles is 0.6 irgattarea of 50 m is
whereas it is 12 in a target area of 1000 m. Detailed inforomadind graphs about
the average number and standard deviation of total veHimtelfferent target area
sizes are attached in Appendix B.

The TCR results of this section show that frequent fluctuatiof vehicles in
the target area occur whereas the amplitude of the TCR dementhe target area
size and the associated total number of vehicles in the @tesse results validate
the demand for a reliable distribution of information overe in VANETSs in order
to inform vehicles that enter the target area after theaingisuing of the message.

The following sections present the simulation results feoBC and TERGF
information distribution respectively, before comparlmgh algorithms.



4.6. SIMULATIVE EVALUATION 123

4.6.3.2 Geo-Broadcast Simulation Results

This section presents the simulation results for the in&giom distribution ratio
and total versus redundant packet rate for the GeoBC aigariaccording to the
specified scenario of 2 Ipd, 6 npkm and the target area behandrtginator.

The section categorizes the results in target area sizdiesm@iad greater than
the radio transmission range for both metrics, due to thectffof single-hop or
multi-hop distribution of messages in the target area, asfalowing example
indicates.

In case the target area is smaller than the radio range,itla imessage by the
originator typically reaches all vehicles, and rebroaticag vehicles in the target
area are redundant.

In case the target area is greater than the radio range, eugrhop forwarding
of messages might not reach all vehicles in the target aredocdk@mporal network
partitioning. Consequently, GeoBC may not reach an inféionalistribution ratio
of 100% in this scenario, even after the initial distribatiof the message.

Information Distribution Ratio

The information distribution ratio collects the numbermformed vehicles over
all vehicles in the target area, as defined in Section 4.6s Jection presents
the information distribution rate over time and the cumiuéadistribution function
(CDF) for target area sizes smaller and greater the radiginission range.

Target Area Size Smaller Than Radio Range

Figure 4.11 shows a sample of an information distributidioraver time for a
target area size of 50 m, using GeoBC as the distributiorritihgpo. Note that the
figure intentionally depicts a single sample because theageeinformation dis-
tribution ratio in this scenario modifies the shape of theveuo a linear decrease
due to varying durations when all nodes are informed in tifferdint simulation
runs. In some specific samples, there is no vehicle in thetanga at the be-
ginning whereas the majority of samples show a sharp deofitiee information
distribution ratio, as illustrated, but with different ddions.

In Figure 4.11, the original message reaches all vehicldsitarget area (i.e.,
single-hop), and the information distribution ratio is ¥W@mmediately after the
message transmission. At time 0.8 s, a new vehicle entersthet area. Since
GeoBC does not retransmit the message, the informatioribdison ratio drops
to 50%. At time 1.9 s, the information distribution ratio gsoto zero since all
informed vehicles leave the target area. In GeoBC, thelimdtion cannot be kept
longer inside the target area than informed vehicles remtheaire.

The average time that the GeoBC algorithm is able to maimtaimformation
distribution ratio of 100% for a target area size of 50 mis 2 s.
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Figure 4.11: GeoBC information distribution ratio samplethrget area length 50
m.

Furthermore, Figure 4.12 evaluates the simulation resdilthe information
distribution ratio in a cumulative distribution functio@DF). The CDF describes
a statistical distribution. The value in a CDF at each pdssiotcome represents
the probability of receiving exactly that outcome or a lowee.

In this section, the CDF is used to predict the maximal infation distribu-
tion duration, i.e., that all vehicles (or a percentage @f ¥iehicles) remain in-
formed. Therefore, the information distribution CDF acclistes the duration of
the samples when the information distribution ratio desesebelow 100%. Thus,
the results should be interpreted as the time until the inédion is lost, i.e., not
all vehicles (or the percentage of vehicles) are informedreore. When the CDF
reaches one, the information distribution ratio is zem,, ithe information is not
anymore in the target area in all cases of the simulations.

For the target area size of 50 m, after two seconds, only in 2#tecsamples
all vehicles are informed. The probability that all vehgckre informed for more
than four seconds is zero. With increasing target areatsigenformation periods
increase. For a target area size of 100 m, 10% of the sampbdgsaienodes in-
formed up to three seconds. The information distributidiordrops below 100%
after 6 s. For a target area size if 250 m, the probability &plkal nodes informed
up to three seconds is 35%, and none of the samples can keepdak longer
informed than 8 s.

Summarizing, GeoBC is able to inform all vehicles that aréhimtarget area
upon the transmission of the message via single-hop bretdten the target area
is smaller than the radio transmission range. When furtbbicles enter the target
area, the message is not rebroadcast. Thus, the enteriinjegedre not informed,



4.6. SIMULATIVE EVALUATION 125

1.2

0.8 :

06
0.4

Fraction of samples

0.2 i

0 5 10 15 20 25 30

Time [s]

Target area size:50 ———
Target area size: 100 - - - -
Target area size: 250

Figure 4.12: CDF of the loss of GeoBC information distribatito all nodes for
different target area lengths below radio range.

and the information distribution ration decreases. Wheinfarmed vehicles leave
the information area, the information is completely los,,ino vehicle is informed
anymore. Due to the high TCR for small target areas, the jitityathat all nodes
remain informed is below three seconds, depending on thelaetrget area size.

Target Area Size Greater Than Radio Range
In case the target area size exceeds the radio transmissiga, rmulti-hop for-
warding (i.e., rebroadcasting) is required in order to hhealt vehicles inside the
target area. Even with rebroadcasts, in some specific soerthe information
cannot reach all the nodes, i.e., when the network is pavét. Figure 4.13 shows
such an example for a target area size of 1000 m. Again, theefigypresents a
single sample for illustration and explanation.

In Figure 4.13 the GeoBC message reaches only 75% of theleglmiside the
target area due to a network partition. Even when connéctigsumes shortly af-
ter the message transmission, the additional vehiclesari@formed because the
message is only issued once. With the fluctuation of vehiolése target area, the
information decreases continuously as the vehicles |da¢arget area. After 21
s, all informed vehicles have left the target area, and tf@rmation distribution
ratio decreases to zero.

The average duration for which GeoBC is able to keep all Vebimside a
geographical target area of 1000 m informed is 4 s.

Figure 4.14 shows the CDF of the GeoBC message distributiartarget area
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Figure 4.13: GeoBC information distribution ratio sampde farget area length
1000 m.

of 1000 m. The CDF includes curves for the duration when 75805096 of the
vehicles in the target area are informed since the infoonatif all (i.e. 100%)
vehicles is improbable due to network partitions, as exgldiabove.
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Figure 4.14: CDF of the loss of GeoBC information distributito different per-
centages of nodes for different target area lengths abalie range.

The probability that the GeoBC algorithm is able to infornh rmbdes (i.e.,
100% curve) in the target area of 1000 m decreases expolhenkitier 5 s, only
14% of the samples can keep all vehicles informed. The @maati samples de-
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creases to 3% after 10 s and at maximum 18 s the probabilityatheehicles are
informed is zero.

The curve for an information distribution ratio of 75% shathat half of the
samples can keep three-quarters of the vehicles infornregpfto 5 s. However,
after 15 s only in 2.5% of the samples 75% of the vehicles d@ftergormed, and
the information is lost in all samples after 18 s, as well.

Finally, half of the vehicles are informed up to 10 s in 50%lwf samples. Af-
ter 20 s, the fraction of samples with 50% of the vehiclesrimied is below 10%,
and half of the vehicles are not informed for up to 27 s.

Summarizing, for target area sizes greater than the ragdisnnission range,
multi-hop forwarding of messages is required to inform &hiles in the target
area. However, not all vehicles inside the target area niighteached in case
the network is partitioned. The CDF shows that the fractibeamples that keep
all nodes informed decreases exponentially. For a target sice of 1000 m, all
vehicles are informed for 4 s on the average. FurthermoeeCIDF evaluates the
information distribution ratio of 75% and 50% of the vehgleThe results show
that not even half of the vehicles in the target area can leerréd for a lifetime
of 30 s of the event.

Redundant Packet Repetition Ratio

This section presents the results of total versus redundagssage transmissions
in GeoBC. A message transmission is considered redundaei Wie message
does not reach and inform additional neighbors, accordirnge metric definition
in Section 4.6.2. Again, the results are presented acaptditarget area sizes, i.e.,
smaller and greater than the radio transmission range.

Target Area Size Smaller Than Radio Range
This section compares the total number of packets and thmdatit number of
packets for target area sizes smaller than the radio trasgmirange.

Figure 4.15 shows the average number of total versus thageerumber of
redundant GeoBC packets for a target area size of 50 m. GeaB&ntits on
the average 1.2 packets whereof 0.8 packets are redundatd.tivt for a target
area size below radio transmission range it requires oniggiespacket to inform
all vehicles in the target area. The average number of redackets is even
below one because no message should be transmitted whangéesarea is empty.
Thus, for a target area size of 50 m, the average required eunflpackets is
0.4. Furthermore, all GeoBC packets are transmitted withénfirst evaluation
time interval. Consequently, vehicles entering after thistribution period are not
informed.

Figure 4.16 illustrates the number of total and redundamB&epackets sepa-
rately in order to show the standard deviation.
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Figure 4.15: GeoBC average number of total versus redurmieoitets for target
area length 50 m.
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Figure 4.16: Average number and standard deviation fol &oté redundant pack-
ets for different target area sizes below radio range.

Table 4.1 summarizes the average number of total and redupdakets and
provides the respective ratios. With increasing targed aize (i.e., as long as the
target area size remains smaller than the radio range)atieeaf redundant over
total packets increases because there are more vehicles target area that re-
broadcast a packet. Note, that the ratio for 50 m and 100 nmigasj due to the
average small number of vehicles in the target area.
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TA Avg. redundant | Avg. total | Samples| Ratio
50m 0.77 1.22 60 0.630
100 m 1.23 1.97 60 0.627
250 m 2.97 3.97 60 0.748

Table 4.1: GeoBC: Redundant packet repetition ratio fdiedifit sizes of target
areas below radio range.

Summarizing, for target area sizes below the radio trarsarigange, the ini-
tial GeoBC message by the originator typically reaches efliicles in the target
area. The average number of required messages is even betowegause no
message is required when the target area is empty. In GeaRR8,\ehicle re-
broadcasts each message once, resulting in redundamtsraissions. The ratio
of redundant over total message increase from 63% to 74,886 wicreasing the
target area size from 50 m to 250 m, respectively. All retn@igsions occur upon
the initial distribution of the message.

Target Area Size Greater Than Radio Range
This section compares the total number of GeoBC packets tandetiundant
number of packets for target area sizes greater than the tragdismission range.

Average number of packets
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Total packets C—]

Figure 4.17: GeoBC average number of total versus redurpasitets for target
area length 1000 m.

Figure 4.17 compares the total and redundant number of Geuigkets for
a target area size of 1000 m. The total and required numbeaakeps increase
disproportionally high because each rebroadcast alorrgigist road covers an ad-
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ditional section of the highway, according to the distarcthe predecessor. Con-
sequently, several rebroadcasts reach new, additionghlb@is whereas a more
advanced scheme could select a single, optimized forwdhd¢maximizes the
covered road segment and reduce the number of required gessdaurthermore,
the messages are distributed to several intervals, duestmtfiti-hop relaying of
messages in target areas that are greater than the radimtsaion range.

Again, Figure 4.16 illustrates the number of total and reldum GeoBC pack-
ets separately in order to show the standard deviation.
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Figure 4.18: Average number and standard deviation fol &oté redundant pack-
ets for different target area sizes above radio range.

Table 4.2 summarizes the average number of total and redundgsssages and
calculates the respective ratios.

TA Avg. redundant | Avg. packets| Samples| Ratio
500 m 2.60 6.85 60 0.380
1000 m 3.12 10.20 60 0.306
2000 m 3.50 13.28 60 0.263

Table 4.2: GeoBC: Redundant packet repetition ratio fdiedifit sizes of target
area above radio range.

For increasing target area sizes the ratio decreases siaope \ahicles are
present in greater target areas. This increases the plibpahat a rebroadcast
reaches an uninformed vehicle. As stated before, the ragismission range of
each rebroadcast covers an additional segment of the roedrding to the dis-
tance to the predecessor. Therefore, even each of two didasig of vehicles in
only a couple of meters distance might both reach uninfornmustes.
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Summarizing, this section evaluates the total and redumdessages of GeoBC
for target areas greater than the radio transmission rahige.ratio of redundant
over total GeoBC messages decreases because the prghhlaitia rebroadcast
reaches uniformed neighbors is high along a road segmemsegaently, the re-
quired number of GeoBC messages increases above averadecahibe avoided
by a more advanced scheme that selects a forwarder covemiagienal additional
area.

4.6.3.3 TERGF Simulation Results

This section evaluates the TERGF algorithm according tes#me methodology
used for the GeoBC evaluation in the previous Section.

Information Distribution Ratio

Once more, the information distribution ratio evaluatesniimber of informed
vehicles over all vehicles in the target area, as defineddti®®e4.6.2. This evalua-
tion uses the TERGF algorithm for information distributidrhe results distinguish
between target area sizes greater and smaller than thetragéonission range and
show a sample of the information distribution ratio overdiras well as the CDF
for both scenarios.

Target Area Size Smaller Than Radio Range

For target area sizes smaller than the radio range, thaliniéssage reaches all
vehicles inside the target area via single-hop broadciasiias to GeoBC. In con-
trast, an informed vehicle that uses the TERGF algorithneggas a new message
when a new, not-informed vehicle enters the transmissiogea Consequently,
the information is kept inside the target area as long asrd#oymed node remains
inside the target area. Only in case all informed nodes ldawearget area (i.e.,
the target area is temporally empty), the information is.los

Figure 4.19 illustrates a typical sample for the informatidistribution via
TERGF in a target area of 50 m. Upon the initial message treasson of the
originator at time zero, all vehicles receive the inforroatiand the information
distribution ratio is one. At time 0.8 s, a peak drop occurthimcurve because a
new node enters the target area. The information distdbutatio drops for the
time required to detect the new vehicle (i.e., until the gshannounces its pres-
ence by a beacon) and the generation and transmission adpeative message.
When the vehicle that enters the target area receives tby saéssage, the infor-
mation distribution ration goes back to one. At time 2.1 byahicles leave the
target area and, thus, the information distribution ratmpd to zero. Note that in
TERGF the information is only lost when all vehicles leave thrget area, i.e.,
when the target area is temporally empty. Once the infoonattio reaches zero,
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Figure 4.19: TERGF information distribution ratio sampbe target area length 50
m.

it remains there because there is no informed node left thatigenerate a new
message for vehicles entering the target area.

In TERGF, the average interval in which all vehicles in a gapbical target
area of 50 m remain informed is 2.24 s.
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Figure 4.20: CDF of the loss of TERGF information distriloatito all nodes for
different target area lengths below radio range.

Figure 4.20 shows the CDF of the information distributiotiar#o all vehicles
(i.e., probability to keep all nodes in the target area imfed) for different target
area sizes below radio transmission range.
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For a target area size of 50 m, only 2% of the samples keep hitles in-
formed for more than 5 s. After 8 s, the information is lostlirsamples.

In a target area of 100 m, 35% of the samples maintain a disisiio ration of
one for longer than 5 s. After 10 s, 10% of the samples keepnfioennation and
after 20 s the information is lost out of the target area isathples.

For a target area size of 250 m, 83% of the samples maintaiwehitle in-
formed for more than 5 s and 32% of the samples keep the infmméor the
complete lifetime of the event, i.e., 30 s.

Summarizing, with increasing target area sizes up to thi radnsmission
range, the probability to keep all nodes informed increashe TERGF algorithm
keeps all nodes informed, including nodes entering thestaagea over time, until
all nodes leave the target area.

Target Area Size Greater Than Radio Range
This section evaluates the information distribution rafithe TERGF algorithm
for target area sizes greater than the radio transmissiggera
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Figure 4.21: TERGF information distribution ratio sampde farget area length
1000 m.

Figure 4.21 shows a typical sample of the information distion ratio for a
target area size of 1000 m. The initial safety message by rigeéator reaches
only 75% of the vehicles in the target area, due to a netwaortitipa. At time 1.5
s, full network connectivity resumes in the target area bseaf vehicular move-
ment. When connectivity resumes, the TERGF algorithm ornfoemed vehicles
generates a new message and informs the previously notiatbvehicles, result-
ing in a information distribution ratio of 100%. The grapltogls four drops when
new vehicles enter the area. Similar to the TERGF resultsniallstarget areas,
these drops indicate the information of vehicles enterirgtarget area. At time
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28.5, further vehicles enter the target area, which caneaseached, again, due to
a network partition. However, TERGF keeps the informatiothie target area over
the lifetime of the safety event.

In TERGF, the average time that all vehicles in a geographécget area size
of 1000 m remain informed is 18.46 s.
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Figure 4.22: CDF of the loss of TERGF information distributito different per-
centages of nodes for different target area lengths abale range.

Figure 4.22 shows the CDF of the information distributiom BRGF for target
area sizes greater than the radio transmission range. Ture igows the CDF of
information distribution ratios of 100%, 75% and 50%, dudhe temporal net-
work partitions in large target areas. TERGF cannot infollmehicles inside the
target area without full connectivity. Consequently, thsults include the evalua-
tion of the information of three-quarters and half of the emd

21% of the samples keep all nodes informed over the 30 stigetf the safety
event. In comparison, in 31% of the samples 75% of the nodwuaireinformed
for more than 30 s and 41% of the samples keep half of the w=hicformed over
the lifetime.

Summarizing, TERGF provides reliability over time with aghiprobability
since the CDF does not reach one, i.e., the information isosbout of the target
area for the 30 s lifetime of the event.
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Redundant Packet Repetition Ratio

This section presents the ratio of total versus the redurpgarket transmissions,
using the TERGF algorithm. The simulations accumulate adkpt transmissions
and consider a transmission redundant when no additiongthiner is reached, as
defined in Section 4.6.2. Once more, the results distingaigjet area sizes smaller
and greater than the radio transmission range.

Target Area Size Smaller Than Radio Range
This section compares the total number of packets and thmdatit number of
packets in TERGF for target area lengths greater than the trahsmission range.
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Figure 4.23:. TERGF average number of total versus redunskakets for target
area length 50 m.

Figure 4.23 shows the average number of total and redundakéfs in TERGF
for a target area size of 50 m over time. The average numbetaifgackets upon
the initial transmission is 0.45 without redundant retraissions. The average
number of total packets is below one because TERGF doesarsntit packets
when there is no other node in the target area. Furtherm@&GF avoids redun-
dant packets since the initial packet reaches all vehiokiglé the target area and
consequently, the vehicles in the target area do not rebasathe packet.

Between 0.7 s and 0.8 s, Figure 4.23 shows rebroadcasts velmemahicles
enter the target area. These rebroadcasts might includedeadt retransmissions.
Though each vehicle initiates a backoff-timer upon detectf a new neighbor,
several informed vehicles may generate a message to infrmetwcomer in par-
allel when the differences between timer offsets are todlstdawever, the ratio
of the average number of these redundant packets is withe@t@8mely small.
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The standard deviation, which is approximately 0.5 for titaltpackets upon
the initial transmission and 0.02 for total and redundahtoadcast over time, is
omitted in this Figure for better readability. The illugtom of the standard devia-
tion is included in Appendix B.

Table 4.3 summarizes the average number of total and redupdakets in
TERGF for target area sizes smaller than the radio trangmisange and calcu-
lates the respective ratio. The number of redundant packetshe ratio is ex-
tremely small because redundant transmissions only oceenwhe difference be-
tween timer offsets to inform vehicles entering the targeaas too small, and thus
two nodes simultaneously generate and transmit a packefoari the newcomer.
With increasing target area size, the ratio decreases gieceumber of total and
required packets increases whereas the average numbetuoident packets on
the boundary of the target area remains stable.

TA Avg. redundant | Avg. total | Samples| Ratio
50m 0.03 0.50 60 0.067
100 m 0.03 1.12 60 0.030
250 m 0.03 2.12 60 0.016

Table 4.3: TERGF: Redundant packet repetition ratio fdiedéint sizes of target
areas below radio range.

Summarizing, TERGF reduces the average number of totaleandred pack-
ets, as well as the average number of redundant packetss wdeping the in-
formation in the target area over time. Besides the initiatrihution of safety
information, TERGF nodes generate and retransmit infaomadb nodes entering
the target area over time.

Target Area Size Greater Than Radio Range
Finally, this section compares the total number of packats the redundant
number of packets in TERGF for target area sizes greaterttiearadio transmis-
sion range.

Figure 4.24 shows the average number of total packets in TERGa target
area size of 1000 m over time. Redundant packets are not sinaive figure be-
cause there are no redundant packets in the simulatiortse$urERGF for large
target area sizes. After the initial distribution of a safetessage by the originator,
the average number of total (i.e., required) packets is £@ntinuing along the
time axis, small amplitudes of total packets occur when nelicles enter the tar-
get area and the informed nodes generate and transmit nety patkets. These
packets are required to keep all nodes informed, espeaiglyding newcomers.
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Figure 4.24. TERGF average number of total versus redunskakets for target
area length 1000 m.

Table 4.4 shows the average number of total packets in TERG#Hifferent
target area sizes greater than the radio transmission.rémgeeals that the num-
ber of redundant packets is indeed zero for these scen&@wsequently, the ratio
of total over redundant packets is zero.

TA Avg. redundant | Avg. packets| Samples| Ratio
500 m 0.000 4.48 60 0.000
1000 m 0.000 5.95 60 0.000
2000 m 0.000 8.18 60 0.000

Table 4.4: TERGF: Redundant packet repetition ratio fdiediint sizes of target
areas above radio range.

Summarizing, TERGF achieves an significant increase in istellmition of
safety information in target area sizes greater than thi® fi@ansmission range
efficiently, i.e., without redundant retransmissions.

4.6.3.4 Comparison

This section explicitly compares the simulation result&ebBC and TERGF. The
comparison considers the metricdormation distribution ratioandtotal versus
redundant packet transmissioas evaluated separately in the previous sections.
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Information Distribution Ratio

The comparison of the GeoBC and TERGF information distidoutatio dis-
tinguishes once more between target area sizes smallereatkgthan the radio
transmission range.

Target Area Size Smaller Than Radio Range
Figure 4.25 compares the GeoBC and TERGF information digtan ratio of
a single sample for the target area size of 50 m.

1.2 T

GEOBC ——
TERGF ++eeevvevee
g ! |
g :
g 08
2
2
Z 06
=
g \
g 04
s \
=
0.2 \
0
0 1 2 3 . S

Time [s]

Figure 4.25: Comparison of an information distributioniocadf one sample for
target area size of 50 m.

In GeoBC, the information distribution ratio decreases nvhether vehicles
enter the target area, as indicated by the decrease of the wub0% after 0.8 s.
At 1.9 s, the last vehicle informed by the initial messagedsathe area and the
information distribution ratio drops to zero.

In contrast, TERGF keeps all vehicles informed as long ahleremains in
the target area. The vehicle entering the target area atresuls only in a short
drop. This drop illustrates the time required to detect @& wehicle, generate and
transmit the safety message. The information distributétio in TERGF resumes
to one after the newcomer is informed and remains at thid lev# all vehicles
leave the area at time 2.1 s.

For a target area size of 50 m, TERGF improves the averagethimall vehi-
cles in a target area remain informed by approximately 8@¥hpared to GeoBC.
Table 4.5 shows the absolute average values for differegettarea sizes below
radio transmission range.

Figure 4.26 compares the CDF of the GeoBC and TERGF infoomatistri-
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TA GEOBC | TERGF
50m 1.48s 2.24s
100 m 1.94s 5.69s
250 m 2.65s 17.44 s

Table 4.5: Average time that all vehicles remain informeddifferent target area
sizes below radio transmission range.

bution ratio, considering the durations that all vehickr®ain informed for a target
area size of 250 m.
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Figure 4.26: Comparison of CDF of a 100%information disttitin for target area
size of 250 m.

In GeoBC, in 90% of the samples the information is lost afteréhd it is lost
in all samples after 8 s. In contrast, in TERGF 18% of the samkéep the infor-
mation for up to 5 s, and 68% of the samples keep all nodesnt@drup to the 30
s lifetime of the event. Consequently, TERGF is able to kdlegehicles informed
longer than 30 s lifetime with a probability of 32%.

Summarizing, TERGF improves the information distributiatio in target area
sizes smaller than the radio transmission range significahERGF informs ve-
hicles entering the target area and it keeps the informagistong as an informed
nodes remains in the area.

Target Area Size Greater Than Radio Range
Figure 4.27 compares the GeoBC and TERGF information digtdn ratio of
a single sample for the target area size of 1000 m.
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Figure 4.27: Comparison of the information distributiotidaof one sample for
target area size of 1000 m.

Upon the initial transmission of the safety message, thwargtis partitioned
which is typical for large target area sizes. Consequehtth algorithms inform
75% of the vehicles with the initial safety message. In Gep®€ information
ratio decreases linearly with vehicles entering the taagea. After 21 s, the in-
formation distributed with GeoBC is lost out of the targetar In contrast, the
TERGF algorithm informs all vehicles as soon as the netwaitpn is over.
TERGF keeps all vehicles informed over time. When furthéricles enter the tar-
get area, the TERGF algorithm shows short drops, represgtiie time to detect
the vehicle, generate and transmit the respective mes&eadgewhen further vehi-
cles enter the target area and the network is partitionedt tise 28.5 s, TERGF
can temporally not inform all vehicles in the target area.

Table 4.6 shows the average durations to keep all nodegriefbin target area
sizes greater than the radio transmission range. For thettarea size of 1000 m,
as illustrated in the sample above, the average duratioedp &ll nodes informed
improves by a factor 4.5 when using TERGF.

TA GEOBC | TERGF
50 m 3.01s 17.99s
100m| 4.00s 18.46s
250m| 3.58s 22.81s

Table 4.6: Average time that all vehicles remain informeddifferent target area
sizes above radio transmission range.
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Figure 4.28 compares the CDF of information ratio to all ¢ in a target
area of 1000 m.
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Figure 4.28: Comparison of the CDF of information distribatratio to all vehi-
cles for a target area size of 1000 m.

In GeoBC, only 15% of the samples keep all nodes informed forenthan 5
s, and after 15 s, the information is lost in all the samplesomparison, TERGF
keeps all vehicles informed for more than 5 s in 40% of the s;asnd after the
lifetime of 30 s still 21% of the samples keep all vehiclemimnfied.

Summarizing, TERGF increases the probability of inforimatdistribution
significantly also for target area sizes greater than th& rfidnsmission range.
TERGF keeps the information in the target area as long agheshiemain in the
target area and these vehicles are fully connected. TERBfine vehicles enter-
ing the target area, as well as when a network partition is ove

Redundant Packet Repetition Ratio

This section compares the ratio of total versus redundackgbdaransmissions
for GeoBC and TERGF, classified according to target area sinaller and greater
than the radio transmission range.

Target Area Size Smaller Than Radio Range
Table 4.7 compares the redundant packet repetition ratieoBC and TERGF

for different target area sizes below radio range.
In comparison to GeoBC, TERGF decreases the ratio of totalisegedundant
packets by approximately 90% on the average. Furtherm@&@RGF reduces the
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TA GEOBC | TERGF
50m 0.630 0.067
100 m| 0.627 0.030
250m | 0.748 0.016

Table 4.7: Comparison of a redundant packet repetition fati different sizes of
target areas below radio range.

number of total packets, e.g., for a target area of 50 m Gead1.2 packets in
average whereas TERGF requires 0.45 packets on the average.

Target Area Size Greater Than Radio Range
Table 4.8 shows the redundant packet repetition ratio oB&eand TERGF for
different target area sizes above radio range.

TA GEOBC | TERGF
500 m 0.380 0.000
1000 m 0.306 0.000
2000 m 0.263 0.000

Table 4.8: Comparison of a redundant packet repetition fati different sizes of
target areas below radio range.

TERGF provides efficient distribution of information in tkerget area, as no
redundant packet transmission is observed. Though ranededt retransmissions
may occur when several vehicles detect the same vehiclerentle target area,
this ratio is negligibly small, as shown by the simulatiosuis. Also, for large
target area sizes, TERGF reduces the number of total paeketsfor a target area
of 1000 m GeoBC needs 7.7 packets on the average whereas TieB@GFes only
2.8 packets on the average.

4.7 Summary and Conclusions

One of the most important applications in vehicular ad hdwakks is traffic and
road safety, such as extended brake lights or emergencgl@eigiproaching. Traf-
fic safety applications demand for efficient and reliabléritigtion of safety infor-
mation since this information affects human life and health

Typically, safety information is beneficial and valid withiestricted geographi-
cal boundaries. Presently, there are schemes to addreshilles in a geographi-
cal target area, termed GeoBroadcast (GeoBC). HoweveBGedoes not provide
any means of reliability, and GeoBC causes a high networ#t thee to retrans-
mission of each packet by every vehicle. Consequently, mdvanced algorithms



4.7. SUMMARY AND CONCLUSIONS 143

for the reliable and efficient distribution of safety infcation in a spatial area is
required.

Furthermore, the high degree of mobility in VANETS causeiisles to fre-
quently enter and leave the target area. This high topabgitange rate (TCR)
further modifies the definition of reliability for VANETSs: Aording to the lifetime
of a safety event, reliability in VANETSs includes the dibtrtion of safety informa-
tion to vehicles that enter the target area after the initeaismission of the safety
message.

Consequently, VANETs demand for efficient and reliableritigtion of safety
information in a geographical target area over time, i.arjng the lifetime of a
safety event.

This chapter has proposed a time-extended reliable geaigedfiooding (TERGF)
algorithm. TERGF aims at efficient and reliable informataistribution in a geo-
graphical target area over time. TERGF introduces a inftonamanagement
component and information structures since TERGF focusatistribution of in-
formation rather than on traditional packet-based rdlighirERGF avoids redun-
dant retransmissions by adding a list of single-hop neightiat are located inside
the target area to the geographical addressing in the meehsagler. Furthermore,
TERGF provides reliability in a single-hop scope by retraissions, based on
passive acknowledgments. A sender maintains a confirméisbof its neigh-
bors. When the sendererhearghe forwarding of the information by a successor,
it marks the respective node as confirmed. A timer schedekearnsmissions of
unacknowledged packets in absence of acknowledgments. péissive acknowl-
edgment scheme scales since it is applied in the single-topesof a sender or
forwarder. Finally, each node maintains a list of singl@-neighbors (or accesses
the neighbor list of the routing layer) in order to detect afdrm vehicles enter-
ing the target area, i.e., to provide reliability over time.

A simulative study with the ns-2 network simulator evalgatee performance
of the TERGF algorithm and compares it to GeoBC. The simudatiudy evaluates
the following metrics:

(i) The topological change rate (TCR) which describes the dymahvehicles
by accumulating the vehicles entering and leaving the taagea over the total
number of vehicles remaining in the target area.

(i) The information distribution ratio which denotes the numbkinformed
vehicles versus the total number of vehicles in the targed aver time.

(iii) The total versus the redundant number of packets definesthmdant
packet repetition ratio.

The simulations are based on validated, realistic highwayement patterns
that are typical for weekday traffic on German highways. Tihmikations include
different traffic densities, such as different number ofiekes per kilometer or dif-
ferent number of lanes per direction. Each simulation rdecé® an originator in
the center of the overall area, such that the target areentietd by the originator
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is completely located inside the overall simulation arele §eographical target
area might be in front or behind the originator, represendifferent safety appli-
cations. The originator continues driving, which représexworst casescenario
because the information can leave the target area compléewl all nodes might
temporally leave the target area).

The following paragraphs summarize the main simulationltes

The TCR simulation results are independent of the disiobualgorithm, as
the TCR corresponds to the movement pattern. In small tamgets, the TCR is
high whereas in large target areas the TCR is low. Thesetsasldte to the total
number of vehicles which increases with the target area s$iwavever, the TCR
results show a frequent fluctuation of vehicles in the tagge& which proves the
demand for a reliable distribution scheme over time thatieffitly copes with this
high dynamic.

The information distribution simulation results show th&RGF significantly
improves the duration during which vehicles in the targearemain informed
compared to GeoBC. As examples, in a small target area of F0enaverage du-
ration to keep all vehicles inside the target area infornsetl.24 s and 2.24 s for
GeoBC and TERGF, respectively. For a large target area d hfiCthe average
duration increases from 4 s to 18.46 s for GeoBC and TERGFecgsply. While
GeoBC distributes a message once, TERGF keeps all conneatied in a target
area informed, as long as there are any vehicles in the targat Note that the
simulation results are based omarst casescenario, such that the originator con-
tinuous driving. Assuming that the originator stops, elge to a breakdown, there
is always a vehicle in the target area during the lifetime] e TERGF results
would further improve.

The simulative study evaluates the efficiency of both athors by accumu-
lating the number of total and redundant packet transnmissitn GeoBC, a huge
amount of total and redundant packets occurs upon thelihitiasmission since
each vehicle in the target area rebroadcasts the messageTdrere are no trans-
missions over time since GeoBC does not retransmit message®rm vehicles
entering the target area. In contrast, TERGF reduces thkatotl redundant packet
transmissions by 90% to 100% upon the initial informatiostrifbution since each
vehicle in the target area rebroadcast a packet only if itreach and inform ad-
ditional vehicles in the target area. TERGF generates packer time. These
rebroadcasts are required to inform vehicles enteringaiget area. In this situa-
tion, redundant packets may occur when several vehiclestdbéie same newcomer
and the packet generation offset cannot avoid both trasgmis. However, these
redundant transmissions are negligibly small (i.e., belé®).
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Summarizing, the simulation results show that the TERGBralgm provides
efficient and reliable distribution of information in a geaghically scoped target
area over time.

An initial implementation of the algorithm has already befeme and is inte-
grated in the NoW vehicular test network. This implemeptatvill be extended in
the future work, e.g., by implementing the enhancementssERGF. TERGF will
be tested and further evaluated t@al-world measurements in the framework of
the NoW project. A potential further development may ingtgrreceiver centric
approaches where the receivers take the forwarding dacii&ing into account
the effects of different beacon intervals.
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Field measurements in the protocol development of the NoWjept, such
as [96], reveal a significant affect of radio characteristia network and protocol
performance. Even in static and line-of-sight scenarios,amnipresent environ-
mental motion causes e.g., topology changes due to sigeabsh fluctuations.

The following Chapter 5 evaluates and quantifies the effeicségnal strength
fluctuations. First, the study quantifies IEEE 802.11b w&sILAN signal strength
fluctuations in field measurements. Second, the chaptetageva simple, but re-
alistic signal strength fluctuation model, as adapted froennbeasurement results.
Third, a simulative study uses the model to quantify the ichpé signal strength

fluctuations on the ad hoc network performance and compategtie impact of
mobility.



Chapter 5

The Impact of Radio Fluctuations
on Ad Hoc Network Performance

5.1 Introduction

The performance of a wireless ad hoc network primarily ddpemn its ability

to adapt to changes in the network topology. Node mobilityassidered as the
main reason for topological changes in an ad hoc network. édew radio prop-
agation characteristics, such as signal strength flucthustisignificantly affect the
performance of an ad hoc network. Fluctuations in signainsith, which lead to
variations in the wireless transmission range, are caugetdronmental factors,
e.g., obstacles or weather conditions. These signal strdhgrtuations result in
network topology changes even when both transmitter argivercare stationary.
Omnipresent environmental motion introduces temporahtadas it can be easily
observed when performing field trials, e.g., as indicate@@j.

Node mobility is usually taken into account in ad hoc netwpétformance
evaluation and protocol design by employing a mobility mamterealistic move-
ment patterns. However, most of today’s ad hoc network sitiori models con-
sider only idealized radio propagation scenarios with tamswireless transmis-
sion ranges. As a consequence, such a simulative analyad lafc network per-
formance only reflects the protocol efficiency with respechdde mobility, but
neglect the impact of radio propagation characteristics.

We argue that the design of ad hoc network protocols shoulgider temporal
radio signal strength fluctuations in order to avoid perfange degradation when
transferred to thesal world, as shown by the following example:

Assume that a routing protocol is employed that makes useltd messages
or beacons by which a node can learn about its direct neighb¥@ith strong tem-
poral transmission range fluctuations, it might happen ghaender beyond the
wireless transmission receives a hello message. Howewertadfluctuations, the
link cannot be used for following data transmissions, amdrtbde’s view on the

147
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network topology is inaccurate. In turn, this inaccuratwieads to wrong routing
decisions and to performance degradation.

Temporal fading can be studied at various scales: Radimears might study
fast fading at the:s-level, network-planning engineers might study slowrigdir
cell breathingover hours or days. The ad hoc network protocol design reguir
studying temporal fading at the scale of the size of packedstieir inter-arrival
times.

This chapter evaluates and quantifies by means of simuattma impact of
signal strength fluctuations on the ad hoc network perfoo@amhe study focuses
on the metricgopological change rat€TCR) andlink stability which directly in-
fluence the performance of the ad hoc network.

As a pre-requisite, the study measures the temporal sigealgsh fluctuations
during an IEEE 802.11b wireless LAN communication. The ootdmeasure-
ments are conducted in a static line-of-sight environme&qresenting aest case
scenario. Based on the measurement results, the evalukgines a simple, but
realistic signal power fluctuation model. Based on this nhaglsimulative study
evaluates the impact of pure node mobility, pure signahgtte fluctuations and
the combination of mobilityand radio fluctuations on the metrics TCR and link
stability.

5.2 Related Work

The complexity of wireless radio propagation rieal-world environments chal-
lenges engineering for concrete applications [59], as asthodeling for research
purposes [97, 104]. [111, 128]. For example, the MobiHoortat in 2003 [32]
expresses the need to incorporate advanced radio propagatidels into simula-
tions of higher layer network protocols. However, so faryaalsmall number of
simulation studies have addressed time-varying trangmnisanges for studying
protocol performance in ad hoc networks, as addressedsichiaipter.

A notable exception is given in [11] where the authors studynfan algorith-
mic point of view a robust location-aware ad hoc routing pcot that tolerates up
to 40% of variation in the wireless transmission rangel, 3tibst studies focus on
the unit-disc graph model [29], which assumes static limka connected graph of
the network topology. In [111, 128] it is shown that non-detimistic radio prop-
agation models can have an impact on the performance of ppdekeery rate or
end-to-end delay for specific protocols.

[11, 111, 128] study the effects of non-deterministic rgaliopagation models
on the performance of specific network protocols, such agigedased routing.
In contrast to the related work, this chapter does not foawspecific protocols, but
investigates the impact of radio fluctuations on protoodiependent metrics that
are closely related to the ad hoc network performance. Blogtrelated evaluations



5.3. IEEE 802.11B RADIO FLUCTUATION MEASUREMENTS 149

and the study of this chapter show that modeling of radio dlatibns is at least as
important as modeling of mobility when studying mobile ad inetworks.

Many network simulation tools provide radio fluctuationsdats, but unfortu-
nately, this configuration is rarely used in ad hoc netwomnkugations. The widely
used network simulator ns-2 [132] includes a shadowing miodarder to model
fading effects in a log-normal scale. The wireless netwartutator WIPPET [73]
includes modeling of radio propagation, mobility and npléiprotocol layers. The
deployed radio propagation model considers fluctuatiorspate and time due to
environmental motion, and it includes activity of enviroemtal objects.

The evaluation in this chapter builds on and extends the wo{k07]. The
work in the paper analyzes the impact of node mobility on tip®logical change
rate, based on the random waypoint mobility model.

5.3 IEEE 802.11b Radio Fluctuation Measurements

In order to quantify IEEE 802.11b signal strength fluctuadiothe wireless LAN
driver measures the radio signal strength of correctlyivedepackets in an ongo-
ing data communication, as explained in detail in the redeif this section.

The goal is to obtain a simple, but reasonable wireless fadituation model,
such that the simulation results are not overestimatingntipact of radio fluctu-
ations. Therefore, the experimental environment considdrest casescenario,
i.e., one with a low signal strength variance. Thereforedse and receiver are
statically located in line-of-sight, without obstaclesamnd.

This section describes the scenario, measurement setypesahts the results,
which provide the basis for the radio model in the followingslative study.

5.3.1 Measurement Scenario and Setup

The scenario consists of a transmitting and a receiving nbdeare equipped
with IEEE 802.11b wireless LAN cards. The nodes are placaticatly in a dis-
tance of 250 m in an open field without obstacles closer thé@nhm.%o the direct
communication path. Thus, the nodes have a clear linegbit-siuring the whole
experiment, i.e., the direct communication path strongignihates over any other
path, and the lowest level of fluctuation is expected to od€igure 5.1 illustrates
the measurement scenario.

The sender generates 18.000 UDP packets with an inter{pdekey of 20
ms. On the successful reception of a packet, the receivaestg|the actual signal
strength for the current packet out of the Linux interfacwedr using the socket
interfaces, as provided by the driver. Lost packets are aasidered in the mea-
surements (the share of lost packets is negligible, i.¢onb&%).
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Figure 5.1: IEEE 802.11b measurement scenario.

5.3.2 Measurement Results

Figure 5.2 presents a typical example of the resulting $igimangth fluctuations
for received packets in the static scenario, as describexkab

Figure 5.2(a) shows the signal strength samples in a dBra sgal time. Even
in the static line-of-sight scenario, the signal strengtictflates between -80dBm
and -86dBm. Note that this fluctuation in the dBm domain repnés almost a
doubling of the received signal strength when translatatigalecimal scale.

Figure 5.2(b) represents the histogram of the receivedakignength. The
radio fluctuation model is based on the distribution of thenhar of occurrences
in the measured histogram, as explained in the followin¢j@®c

5.4 Radio Fluctuation Model

The radio fluctuation model assumes that the distributioeadived signal strength
represents a normal distribution in the dBm domain, follgyvihe basic shape of
the measurement result graph.ledast squares fialgorithm determines the corre-
sponding parameters. Furthermore, the distribution o$idpeal strength variances
between consecutive samples provides the temporal depgndéthe measured
fluctuations. This temporal dependency is modeled as adfidgr Gauss-Markov
process, as given in Equation (5.1). Tdaalue in the formula reflects the tempo-
ral dependency. It is determined from the measurementswiserical approxima-
tion to bea = 0.5.

ro ~ N(0,1)
riv1 = axri+4/(1—a?)xe (5.1)
with e~ N(0,1)

Note that the temporal dependency between subsequentesaiaf critical
importance since the TCR and the link stability are highlyeateling on it, as
shown in Section 5.5.

In the model, thesendertransmits with varying power in order to calculate
the direct impact of signal strength fluctuations on theaddinsmission range.
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Figure 5.2: IEEE 802.11b WLAN signal strength field measieets
(a) Measured samples over time (b) Histogram of measureadlsiirengths.

The model employs a coverage area, as in the classical ishigthph model [29],
which is determined by a circle around the sender. In conttnabe static unit-disc
graph approach, the radius of the circle changes over time rddio celbreathes
Note that the approach of fluctuating sending power is validHis model because
with a static sender and only one receiver spatial depemnekeace not considered.

In order to obtain the appropriate signal amplitudes atémeler, as well as the
conversion between signal strength and radio transmigsioge, the model uses
the free space propagation model, as shown in Equation (&l&)ough there are
more accurate propagation models, this simple and optemstidel is appropriate
for the evaluated scenario.

Sy = St + Gt + G, + 20log (%) — 20log(d) (5.2)
T
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S, andS; represent the receiving and transmission power in dBWeisely.
The antenna gaing&',. andG; (in dBi) are set to one. The wavelength= 0.125
m derives from the deployed 802.11b frequency and the daistanset to 250 m.
As a result, the transmission power of the model follows anabdistribution with
N[1,4.0852].

Finally, the model restricts the maximum signal strengtiiavece to three times
the standard deviation, which assures that 99.73% of th@lsagnalues are lo-
cated within the minimum/maximum borders, according to3teule [56]. This
minimum and maximum approximately correspond to the bardétained from
the field trial results.

Summarizing, Figure 5.3 illustrates the signal strengtttflation model. Fig-
ure 5.3(a) presents samples over time whereas Figure SiBgl)s the histogram
of the fluctuations in the model.

12
10 ¢

Signal strength [dBm]

AN O N AMNO ©

0 50 100 150 200
Time [s] @)

le+07
9e+06
8e+06 |
7e+06
6e+06
5e+06 |
4e+06 -
3e+06
2e+06
le+06 |
0 L L L L

-15 -10 -5 0 5 10 15
Signal strength [dBm] (b)

Number of occurences

Figure 5.3: Signal strength fluctuation model
(a) Modeled samples over time (b) Histogram of the modelgdadistrengths.
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Signal power, reception thresholds and radio propaga#oss Idetermine the
maximum distance at which a data packet can be properlyvestelThe minimal
and maximal values of the signal strength deviation defineéranmam radiusr’
and a maximum radiug’, as depicted in Figure 5.4. This defines the border of a
wirelesscell in the model. According to the fluctuation model above, asvddr
from the measurements, the signal strength variationseciaasmission radius
changes betweeti = 50 m and-” = 790 m. The average transmission radius,is
=200 m. Note that the range distribution is not symmetric uthe logarithmic
scale in the signal strength fluctuations.

The model assumes the following characteristics in théapiamain:

e Devices within a distancé to the node less than the minimum transmission
ranger’ (i.e.,d < r') are able to communicate perfectly (i.e., without packet
losses).

e Devices within a distance to the node greater than the maximum transmis-
sion range”” (i.e.,d > r”) are not able to communicate at all.

e Between the minimum’ and the maximum” the radius varies over time
according to the fluctuation model. Therefore, devices iwithdistancel
between’ andr” (i.e.,r’ < d < r”) may or may not be able to communicate
depending on the temporal fluctuatioft).

~
i R

Figure 5.4: Transmission range variations.

The model assumes equal transmission ranges for transauittereceiver at
a time, according to the assumption that the radio chanrteldesm two nodes is
reciprocal. Unidirectional communication capabilitieghe model and in the line-
of-sight scenario result in bi-directional channels whem veglect interferences.
When a node is in communication range of its peer, the reveale exists as
well due to the same sending power of the interfaces and equd@lonmental
conditions.
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5.5 Simulative Evaluation

This section defines the performance metrics TCR and liklgyaas protocol in-
dependent measures of the ad hoc network performance.eFuxhe, it describes
the simulation scenario and presents the simulation gesult

The simulation evaluates the effects of pure mobility, migaal strength fluc-
tuations and compares the impact of both parameters in aisodhat considers
the combination of mobilityand radio fluctuations.

5.5.1 Performance Metrics

This study focuses on the metricSopological Change Rate (TCRhdlink sta-
bility because both metrics correlate with the ad hoc network padioce. Both
metrics are used to characterize the network dynamics in32a]7

Since both metrics are built on the notion dirgk, the concept of éink must
be translated to the wireless networking environment: @/mlwired networking
a link usually is eitheon or off, awireless linkcan differ in its quality to transmit
a signal. Therefore, the wireless environment requiresfiaiien when a link is
to be consideredn or off.

In the simulations, the communication capability is checkgery 20 ms. A
link state change at every check (i.e., with every receivetbst packet) results
in an unreasonablging-pongbehavior. In order to avoid these frequent link state
changes, the simulation applies the following link stat@aggement scheme:

When the link state isonnectedit requires 25 consecutive checks with the re-
sult not connectedbefore changing the state &ff. This represents 500 ms without
being able to communicate. In the other case when changimgriot connected
to connectedit requires three successfully received packets withen50 ms pe-
riod in order to avoid an inaccurate network view due to alsimgceived packet.
This hysteresis avoids fluctuations due to single or smatilver of lost packets,
as experienced in the measurements in static scenarios.

The TCR is thenatural mobility and radio fluctuation metric because it reflects
per definition the number of link changes per time unit, aeoled by a single
node.

Link stability represents the average link duration of egknlink, again, as
observed by a single node.

5.5.2 Simulation Scenario and Environment

The following evaluation uses our own discrete event sitiarigool, implemented
in C. The overall simulation area is circular with the radiiss 1000 m and con-
siders two nodes. Each node is equipped with a wireless natidace. A fixed
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observer (Obs) is located in the center, while a mobile nddid)(is either posi-
tioned statically at various distances to the center or mgthrough the area based
on the Random Waypoint (RWP) movement pattern [14].

With the RWP model, a node selects the nextypoint i.e., the next desti-
nation, by sampling from a uniform distribution over thetsys area. The node
moves with constant speed to tlgypoint It might pause there before iterating
the scheme. The basic principle of this scheme is illusdratd-igure 5.5.

Figure 5.5: RWP movement pattern.

Recent studies of RWP have shown some unexpected behaggrwéh re-
spect to the spatial node distribution [13, 15] and the @e=xeelocity [140]. How-
ever, these results should not be interpreted in a way tha B¥\& mobility model
is invalid, but show the importance of proper use. In the $atine evaluation of
this chapter, the mobile node travels with a constant speddiaes not pause at
the waypoints.

As mentioned before, the simulation checks every 20 ms vehathnnectiv-
ity between the MN and Obs exists. Therefore, the signahgtheis converted
to the maximum distance at which a packet can still be prgpedeived via the
free space propagation model. This maximum distance is amdpo the actual
distance between MN and Obs.

In order to evaluate the effects of pure mobility, the sigsteéngth and, thus,
the radio transmission range, is kept static while the MN esaaccording to the
RWP model shown in Figure 5.5. For the evaluation of pureaigtrength fluc-
tuations, MN and Obs are statically placed at certain digggnas shown in Fig-
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ure 5.6. The combination of both parameters requires thebation of signal
strength fluctuation and mobility, as shown in Figure 5.5.

) O MN ) ! distance

Figure 5.6: Static simulation scenario.

5.5.3 Simulation Results

This section presents the simulation results, which etalalad compare the impact
of pure mobility, pure signal strength and the combinatibhaih on the network
performance metrics TCR and link stability.

5.5.3.1 Topological Change Rate Analysis

The TCR reflects the number of link changes per time unit. tepto compare
the effects of mobility and radio fluctuations, this secti&iructures the results
according to the methodology above.

Impact of Pure Mobility on the TCR. The simulation results depicted in Fig-
ure 5.7 illustrate the impact of pure node mobility on thefgmnance metric TCR.
Within this scenario, the observer is located staticallthi center, while the MN
moves in the simulation area according to the RWP mobilitigepa. The wire-
less transmission radius r (i.e., the sending signal poreenains constant for each
simulation run. The ratio r/R shows the effects of mobility Hifferent constant
radio coverage areas in relation to the overall simulati@a.aThe velocity in this
simulation is 1 m/s reflecting a scenario of pedestrian motid/e have chosen
the scenario with slow moving nodes with respect to the presyimeasurements.
Such a scenario allows a more accurate modeling since dieletsetiue to high
mobility can be neglected. However, the model is extensileni highly dynamic
environments, such as vehicular networks. In this scepdmomaximum TCR of
0.001/min is reached for the ratio r/R = 0.65.

The TCR depends linearly on the speed, i.e., different Wsaesult in mod-
ified amplitude. The results, originally presented in [108fow the impact of
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Figure 5.7: Impact of pure mobility on the TCR for constaminsmission radius
and velocity 1 m/s.

node mobility on the TCR and provide the basis of compariswritfe following
evaluation of mobility and radio fluctuations.

Impact of Pure Signal Strength Fluctuation on the TCR. In order to evaluate
the impact of pure signal strength fluctuations, the MN istjm®ed statically for
each simulation run in one meter steps along the x-axis fodittances & d <
800. There is a significant impact on the TCR for certain dista close to the edge
of the communication range where the ability of commundagats highly affected
by fluctuations. Figure 5.8 illustrates the TCR over distgine pure signal strength
fluctuations.

The consideration of the deployed link state managemermnsetcauses the
maximum TCR to occur at a distance of 360 m when a node rec&¥€5% of
the packets. At this point, the small percentage of recgdasttets along the whole
simulation is distributed in the way that causes the link aggment scheme to
detect the highest number of link changes; the maximum T@Bhes 0.78/min.

Impact of Mobility and Signal Strength Fluctuations on the TCR. The pre-
vious sections have evaluated node mobility and signahgthefluctuations sep-
arately to show the impact of both parameters on the linkviddally. A direct
comparison of the individual impact was not possible duédnéodifferent settings
in the scenarios. In order to provide a comparative evaloaif the TCR metric,
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the following scenario combines node mobility and signal@ofluctuations. The
observer node is positioned statically in the center wiiigermobile node moves
according to the random waypoint mobility model.

Figure 5.9 presents the TCR over varying signal power devidbr combined
mobility and signal strength fluctuations for two differemtiocities. A standard
deviation ofo = 0 reflects the TCR for constant transmission power. Witheias-
ing standard transmission power deviation, the TCR incrasnexponentially due
to the growing influence of signal strength fluctuation. Theexl determines the
gradient for small standard deviation but the effect of gijois insignificant when
the deviation increases, as indicated by v =1 m/s and v = 10 Again the sce-
narios of slow moving nodes are chosen on purpose in ordemid gide effects
of high dynamic networks. Still the model can be extendeditih Scenarios.

Figure 5.10 examines the same scenario from a differenpeetige. It shows
the TCR over velocity for the standard deviatior4.085, as obtained from the
field trial. The figure includes the results of constant digtieength for compari-
son, which reflects the effects of pure mobility with constaansmission radius.
The latter graph visualizes the linear dependency of TCRwatakity for con-
stant signal power. The difference between the graphsateiche TCR increase
caused by wireless signal strength fluctuations. The slomdmost zero, which
illustrates the low impact of the velocity when considerfhgtuations. Note that
when fluctuations and movement are considered, the crwagébifis the overall
time in which the MN is located in th#uctuation area(i.e., between’ andr”).



5.5. SIMULATIVE EVALUATION

_ 018
=
£ 0.16
=,
o 014
g 012
> 01
S
< 008
O
< 0.06
Qo
2 004
g  0.02
3 .

0

Speed Im/s - ' ' '
Speed 10m/s X T
v
X
«
K i
&
%%K ]
v,
X
v,
V% 1
X
Mﬁ |
o l
L QQX%Q%M Il ! Il

0O 05 1 15 2 25 3 35 4

Standard transmission power deviation Px [dBm]

159

Figure 5.9: Impact of mobility and fluctuation on the TCR ostandard transmis-
sion power deviation.

<
= 0.2
=
Q
g o015
(O]
(@)
S
Ve 0.1
@)
IS
Q
2 005
o
o
S
0

Singal étrength fluctuation +
Constant signal power x|

BB L B A s B o s S O

SEKIKOOKKKANX

X XXXXXXXXXXXXX%XXXX

0 5 10 15 20 25 30 35

Speed [m/s]

Figure 5.10: Impact of mobility and fluctuations on the TCReogpeed for a
standard transmission power deviation 4.085 dBm.



160 CHAPTER 5. RADIO FLUCTUATION EVALUATION

This time is approximately the same for slow and fast nodesesiast nodes visit
the area for a shorter time but more frequently, while slowimg nodes visit the
areas for a longer time but less frequently.

5.5.3.2 Link Stability Analysis

This section presents the impact of pure node mobility, pranresmission radius
fluctuations and the combination of both on the network perémce metric link
stability in the scenario as described above.

The following evaluation focuses on the average link sitghbdlince the accu-
mulated overall link duration is equal for slow and fast rmd#&s mentioned at the
end of the previous section, slow nodes enter less oftennkestateconnected
but the duration per state is longer compared to fast movinigs, which show the
opposite behavior. This results in equal overall link diorat

Impact of Pure Mobility on Link Stability.  Figure 5.11 illustrates the effects
of pure mobility on the link stability metric for a constanansmission range (i.e.,
constant signal strength) over the ratio /R, i.e., the leg®transmission radius in
relation to the overall area. As in the TCR evaluation of pubility effects, the
observer is located statically in the center while the MN a®around in the sim-
ulation area according to the RWP mobility model. Both noskysd with constant
transmission power, i.e., constant transmission radiusdoh simulation run.
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Figure 5.11: Impact of pure mobility on link stability for mstant transmission
radius.
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The increase of the r/R ratio in Figure 5.11 improves theditability because a
larger radio coverage area enhances the probability tothe iink stateconnected
which affects the link stability positively. Naturally, éhslope is more significant
for slow moving nodes, as shown in the curve for the speed lbetause slow
nodes remain within communication distance for a longeefimterval.

Impact of Pure Signal Strength Fluctuation on Link Stability. The evaluation
of the impact of pure signal strength fluctuation on link 8igbrequires, once
more, static positioning of the communication peers iredéht distances.

Figure 5.12 shows the performance of link stability overdasing distances
between the two static nodes. While for a constant transonigsadius, the nodes
would be able to communicate up to the distance equal to &msrmission radius
and there would be no communication beyond this point, tilediability for vary-
ing signal strength decreases as a function of the distance.
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Figure 5.12: Impact of pure fluctuations on link stability faure signal strength
fluctuations with static nodes.

Up to a distance of approximately 160 m, there is only one nnectedstate
with exponentially decreasing link duration. When reaghtine distance d = 163
m, severatonnectedink states occur during a simulation run, which resultsia t
drop of the average link stability below 50%, as visible ia ffigure. Finally, the
graph finds back to the exponential decrease beyond d = 170en avHifference
in the number of connected states is not so significant.
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Impact of Mobility and Signal Strength Fluctuations on Link Stability. The
following comparative evaluation of node mobility and sd§strength fluctuations
and their impact on the link stability metric assumes, onoeaythe static observer
in the center, while the MN moves within the simulation areecading to the RWP
movement pattern.

The combined impact of mobility and fluctuations on the litkbdlity metric
over different standard deviations is shown in Figure 5ar3wo different veloc-
ities. In contrast to the TCR evaluation, the link stabilitycreases exponentially
when increasing standard transmission power deviatigmesenting the impact of
fluctuations. Again, the low impact of mobility can be obsghwhen increasing
the deviation.
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Figure 5.13: Link stability over standard signal power dt¢ein for 1 m/s velocity.

Finally, Figure 5.14 illustrates link stability over spefet standard deviation
0=4.085. Similar to the TCR, link stability is not affected bglocity. Again,
the reason for the independence is that the accumulateodpefitime in which
the MN moves through th#uctuation areais equal for slow and fast nodes, as
explained before.
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Figure 5.14: Link stability over velocity for standard s@grstrength deviation
4.085 dBm.

5.6 Summary and Conclusions

Radio fluctuations affect the performance of ad hoc netwarkaddition to node
mobility. Our evaluation quantifies the amount of radio fliations in a static line-
of-sight scenario via IEEE 802.11b field trial measuremertie measurement
results prove that even in thigest casescenario, significant fluctuations occur due
to omnipresent environmental effects.

Based on the measurement results, the analysis derivegkesimt realistic
model for radio fluctuations. A normal distribution in themdBlomain models the
distribution of radio fluctuations and a Gauss-Markov pssamodels the temporal
dependency of consecutive samples. The model adapeatavorld conditions
throughleast squareparameter fitting, according to the results of the field mea-
surements.

Since the concept of link does not readily take over for the wireless domain,
the simulation model uses a heuristic to check whether ai$irdvailable or not.
This heuristic avoidping-pongeffects in the link state by requiring a pre-defined
number of received or lost packets to change the link stateeisimulation.

As the main contribution, the simulations evaluate the adrework perfor-
mance metricsopological change rat€TCR) andlink stability. The TCR reflects
the number of link changes over time, and link stability esygnts the average link
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duration. Both metrics directly impact the ad hoc networkgenance.

The simulations evaluate and compare the effects of pure nombility and
the effects of pure signal strength fluctuations of a wieldgannel, as well as the
combination of nhode mobilitand signal strength fluctuations.

The simulation results indicate that signal strength flatituns have a signif-
icant impact on the ad hoc network performance in additiomdde mobility.
Therefore, temporal signal power fluctuations due to radipagation laws have
to be taken into account in ad hoc simulation models and irdésign of robust
ad hoc network protocols. As an example, a robust networtopob may not use
a potential forwarding node upon reception of a single beadwen this forwarder
is located close to the radio transmission border.

As future work, further radio effects will be evaluated irffelient environ-
ments. As with mobility, there is a quest for a model that is@e enough to be
computed but realistic enough to trust the results. Fumbeg, the effects of sig-
nal strength fluctuations and radio characteristics on adrtwating and transport
layer will be analyzed in order to provide guidelines fowgcross-layerprotocol
design.



Chapter 6

Conclusions and Outlook

The thesis has studied different aspects of transport amwrelayer performance
in single-hop and multi-hop wireless networks, such as:

e Handover latency measurements, TCP and UDP performancesenxe of
Mobile IPv6 and Fast Mobile IPv6 handovers.

e Design and evaluation of a point-to-point transport protdhat is tailored
to highway scenarios in vehicular ad hoc networks.

¢ Design and evaluation of an algorithm for the reliable ariitient distribu-
tion of safety information in a geographically limited tatcarea over time
(i.e., during the lifetime of a safety event).

e Evaluation of signal strength fluctuations on the impactahac network
performance.

Chapter 2 evaluated handover performance in an integratedility-enabled
IPv6 environment, including Quality of Service (Qo0S), Aertlication, Authoriza-
tion, Accounting and Charging (AAAC).

First, the study provided results, as obtained from measemés in an inte-
grated test network, on standard and fast handovers in MdBi¥6. The fast
handover implementation provides interruptionless Et&eWLAN handover and
in average 0.23 ms handover latency for WLAN-WLAN intrafteclogy hand-
over, assuming a pre-established security associatiomebetthe access routers
and ideal QoS and AAAC attendants. Furthermore, the fasidwar latency is
independent of round trip time between MN and HA or the roatdrertisement
interval. In comparison, both network characteristicsiigantly affect the hand-
over latency of standard Mobile IPv6 handover, which in casttto fast handover
is between 500 ms and 1500 ms.

Based on the handover latency results, the second part stublg measures
UDP and TCP performance in presence of fast handovers iil.da@tae results
show that neither UDP nor TCP performance is affected bytfastiovers. Due

165
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to the extremely short handover latency, a single packetsisih the worst case.
This single packet loss does not affect UDP performance, ie.geal-time UDP
communications, the user cannot notice a single lost packee TCP version
NewReno, as used in the measurements, quickly repeats shedoket via the
Fast Retransmission scheme without modifying its througlgp the congestion
window (i.e., TCP does not invoke a slow-start). Consedyettite fast handover
does not affect the TCP performance.

The transport performance evaluation results of this a@rgmtove that a fast
handover scheme is indispensable for the successful daplatyof next genera-
tion All-IP networks. Furthermore, the results show that traditional transport
protocols UDP and TCP are able to provide uninterruptedicemwithout perfor-
mance degradation in the presence of fast handovers.

The future work continues the architecture design to istisgnetwork con-
trolled handover initiation and enhance the security leMeitwork providers have
a strong interest to increase their control, e.g., in ordsupport load balancing or
for business models that offer different levels of QoS dedént prices.

In the following chapters we have focused on transport sdgoe wireless
multi-hop communication in vehicular ad hoc networks (VANL

Chapter 3 designed and evaluated a vehicular transpodqmiofVTP) that is
optimized for the unique characteristic of this highly dgmea environment.

Prior to the transport protocol design, the chapter evatigrough simula-
tions the network path characteristics of VANETSs in a higihwaenario, such as
expected communication and disruption duration for speeifiurce-destination
distances, packet loss characteristics, reordering,dréniym time (RTT) and RTT
jitter. Based on these results, the chapter then designetliawar transport pro-
tocol (VTP). The key features of VTP are:

e The VTP sender uses a rate-based transmission scheme.
e VTP decouples error and congestion control.

e VTP uses explicit signaling of available bandwidth froneimhediate nodes
for congestion control.

e VTP provides reliability via retransmissions of lost paskeThe VTP re-
ceiver reports received and missing packets via selectikrcaviedgments
(SACKS). The receiver transmits SACKs in periodic intesyalepending on
the source-destination distance.

e The VTP sender uses statistical knowledge to predict theagd commu-
nication behavior of a connection, e.g., in the absencelof@eledgments.

A simulative study evaluated the performance of VTP, sudamsighput and
fairness, in static and mobile multi-hop wireless scersaaind compared it to TCP
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as the reference transport protocol. We found that VTP ofatpas TCP, particu-

larly with respect to throughput and fairness. The restits\sthat VTP maintains
a steady transmission rate and quickly adapts to disrumgiiocongestion. The
transmission rate is adjusted according to feedback (@redesof feedback) of in-
termediate nodes and includes statistical knowledge @xgected communication
duration for certain distances) in the transmission rateutation. The selective
acknowledgment scheme allow efficient retransmission tlamsl provide reliabil-

ity.

As a main result, VTP provides reliable end-to-end conpestiand outper-
forms the varying throughput and unfairness of TCP by maiirig a steady through-
put above the average throughput of TCP.

The future work will adjust and evaluate VTP in city scenarid his includes
a simulative evaluation and, furthermore, the NoW projetends to implement
VTP and performreal-world measurements. Finally, interoperability with TCP
(e.g., translation proxies at road side access pointsyjisined in order to provide
connectivity to the Internet or any arbitrary fixed, locdr@structure networks.

Beyond the point-to-point transport requirements, asuatatl above, VANETSs
demand for reliable and efficient distribution of infornzattito multiple receivers,
e.g., for traffic safety applications.

Chapter 4 designed and evaluated an efficient, time-exteraiable flooding
algorithm for geographical target areas (TERGF). Thisrtigm provides efficient
and reliable distribution of information in a geographiaata over time. In partic-
ular, it informs vehicles that enter the target area aftetiitial distribution of the
message. It combines the following mechanisms:

¢ Reliable distribution of information, including conterglated interpretation
and aggregation of data (i.e., in contrast to traditionakp&based reliabil-

ity).

¢ Efficient broadcasting of information based on the comlmmadf GeoCast
(i.e., geographical addressing) and self-pruning (i>plieit addressing of
single-hop neighbors in the target area in the packet hpader

e The single-hop broadcasting is extended by acknowledgivesed reliabil-
ity, using a passive acknowledgment scheme to detect siragidosses.

e Redistribution of safety information in case of single-Hogses.

e Redistribution of safety information when vehicles enter target area, for
the lifetime of the safety event.

The simulative evaluation of TERGF shows a significant iaseeof thein-
formation distribution ratiowhereas the number oédundant packet repetitions
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decreases, compared to the standard GeoCast packetutistrischeme. The
information is kept longer in the target area since the imfation is rebroadcast
when further vehicles become reachable, i.e. reliabiltgragime. In TERGF, the
information is only lost when all informed vehicles leave ttarget area before
new vehicles enter. Efficiency is increased because infitoma only rebroadcast
when additional (i.e., new) neighbors are reachable.

An initial implementation of TERGF is already available ¢ todes of the
NoW vehicular test network. The future work will enhance amtended this im-
plementation, e.g., the extensions still have to be induda evaluation viaeal-
world measurements in the NoW test network is also part of theduttark. An
interesting approach might also consider to think aboubping the forwarding
decision on the receivers and compare such an enhancensantard TERGF.

Since field measurements in protocol developments for VASIEGve shown a
significant impact of radio characteristics on the ad howagk performance, the
final study of this thesis evaluated the impact of signalhgjife fluctuations on the
ad hoc network performance.

Chapter 5 evaluated the impact of radio fluctuations on theltgical change
rate (TCR) and the link stability and compared it to the impEanobility. Both
metrics directly influence the performance of ad hoc netao@ur field measure-
ments quantify signal strength fluctuations in a statice-irf-sight environment,
which represent best casescenario. Based on the measurement results, the study
derives a simple, but realistic model for signal strengtbtflations. The simula-
tive study that uses this signal strength fluctuation modecthides that the impact
of fluctuations is as high as the impact of mobility and in s@pecific scenarios
even higher.

Consequently, the chapter concludes that in future workgeteal radio fluctu-
ations have to be taken into account in ad hoc simulation fe@ael in the design
of robust ad hoc network protocols, in addition to node nitybil

Though the different chapters of this thesis study diffeempects of transport
and performance issues of ad hoc networks, an inherent i éuture work is
the convergence of the different research disciplines. ratli® fluctuation results
impact the further design and development of all networktasasport protocols.
The integration of vehicular transport protocols and TCRuinintegrated future
All-IP mobility environment will facilitate access to fixawetworks out of vehicles,
e.g., for traffic related information or passenger entengnt. Putting the pieces
togetherin the future work will significantly enhance performancdtiture mobile
networks in a variety of scenarios, even in high dynamic remvhents such as
vehicular networks.
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