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#### Abstract

We develop an extrapolation algorithm for numerical integration over arbitary non-standard triangles in $\mathbb{R}^{2}$, which parallels the well-known univariate Romberg method. This is done by a suitable generalization of the trapezoidal rule over triangles, for which we can prove the existence of an asymptotic expansion.

Our approach relies mainly on two ideas: The use of barycentric coordinates and the interpretation of the trapezoidal rule as the integral over an interpolating linear spline function.

Since our method works for arbitrary triangles, it yields - via triangulation - a method for cubature over arbitrary, possibly non-convex, polygon regions in $\mathbb{R}^{2}$. Moreover, also numerical integration over convex polyhedra in $\mathbb{R}^{d}, d>2$, can be accomplished without difficulties.

Numerical examples show the stability and efficiency of the algorithm.
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## 0. Introduction

The aim of this paper is to present an extrapolation algorithm for numerical integration (cubature) over arbitary triangles in $\mathbb{R}^{2}$, which parallels almost completely the well-known unvariate Romberg method, introduced by W. Romberg in 1955 [16], and since then investigated by a lot of authors, e.g. [ $1,2,7,8,9]$; see $[3,4,5,17]$ for a historical survey.

Therefore, we first have to prove the existence of an asymptotic expansion for a suitable generalization of the trapezoidal rule over non-standard triangles; this rule is developed in Theorem 1.2, its asymptotic expansion is established in Theorem 1.3.

Having established the existence of the desired asymptotic expansion, we know that extrapolation can be applied in order to improve the convergence order of the method considerably (cf. [6,17]). Our method consists now in the application of the same extrapolation process as it is known from the univariate Romberg method, and therefore is very efficient and numerically stable.

Our approach relies mainly on two ideas: We represent the points in the integration domain by their barycentric coordinates (which makes it coordinate-independent and therefore applicable to any triangle in $\mathbb{R}^{2}$ ), and we interpret the trapezoidal rule as the integral over a linear spline function, which interpolates the given function in the spline knots. This approach appears to be new, and in order to get the reader used with it we first apply it briefly to the univariate case. It turns out that the proofs can be shortened considerably, in particular no Euler summation is needed.

Since our method works for arbitrary triangles, it yields - via triangulation - a method for cubature over arbitrary, possibly non-convex, polygon regions in $\mathbb{R}^{2}$. Moreover, also numerical integration over convex polyhedra in $\mathbb{R}^{d}, d>2$, can be accomplished by our approach, since its main ingredients (barycentric coordinates and interpolating splines) also exist in this situation.

Of course, the problem of integration over triangles by extrapolation was considered before; instead of presenting a list of the existing literature in this field, we refer the reader to the excellent survey paper by Lyness \& Cools [14], where all information can be found. However, all known approaches seem to be designed for special standard triangles, and so it is for example difficult to use them for integration over polygon regions. Therefore, the approach to be given below is a certainly a step forward.

## 1. Asymptotic Expansion for Trapezoidal Rule over Triangles

As pointed out in the introduction, a main idea is to introduce barycentric coordinates and to interpret the trapezoidal rule as integral over the linear spline function, which interpolates the given function $f$ in equispaced points. Since the reader might be unfamiliar with bivariate
spline interpolation, we first very briefly illustrate the idea in the univariate case and give, in particular, a short self-contained proof for the existence of the asymptotic expansion.

We are interested in the numerical computation of the integral

$$
\begin{equation*}
I^{[1]}(f):=\int_{a}^{b} f(x) d x \tag{1.1}
\end{equation*}
$$

(the index 1 indicates that we are still in the univariate situation) for a sufficiently smooth function $f$. If we formally describe each point $x \in[a, b]$ by its barycentric coordinates $\left(\tau_{1}, \tau_{2}\right)$, which are uniquely defined as the solutions of the system

$$
\begin{array}{r}
\tau_{1} a+\tau_{2} b=x  \tag{1.2}\\
\tau_{1}+\tau_{2}=1
\end{array}
$$

then the trapezoidal rule (with $n$ subintervals) can be written as

$$
\begin{equation*}
T_{n}^{[1]}(f)=\frac{b-a}{2 n} \cdot\left(f\left(x_{0}\right)+2 \sum_{\nu=1}^{n-1} f\left(x_{\nu}\right)+f\left(x_{n}\right)\right) \tag{1.3}
\end{equation*}
$$

where, for $\nu=0, \ldots, n$, the point $x_{\nu}$ has the barycentric coordinates

$$
\begin{equation*}
x_{\nu}=\left(\frac{n-\nu}{n}, \frac{\nu}{n}\right) \text {. } \tag{1.4}
\end{equation*}
$$

Theorem 1.1: If the function $f$ is sufficiently smooth, then the elements of the sequence
$\left\{T_{n}^{[1]}(f)\right\}$ possess an asymptotic expansion of the form

$$
\begin{equation*}
T_{n}^{[1]}(f)=I^{[1]}(f)+\sum_{\mu=1}^{r} \frac{c_{\mu}}{n^{2 \mu}}+o\left(n^{-2 r}\right) \quad \text { for } n \rightarrow \infty \tag{1.5}
\end{equation*}
$$

Here, the number $r$ depends on the smoothness of $f$.
We give a short proof of this well-known result, which has - in contrast to the classical ones - the advantage that it can easily be generalized to the bivariate case, see below.

Proof of Theorem 1.1. By $s_{n}^{[1]}$, we denote the unique linear spline function with knots $x_{\nu}$, which interpolates $f$ in these knots. Then

$$
\begin{equation*}
T_{n}^{[1]}(f)=I^{[1]}\left(s_{n}^{[1]}\right) \tag{1.6}
\end{equation*}
$$

and consequently the quadrature error can be written as

$$
\begin{equation*}
I^{[1]}(f)-T_{n}^{[1]}(f)=I^{[1]}\left(f\left(-s_{n}^{[1]}\right)\right. \tag{1.7}
\end{equation*}
$$

We now claim that, for each $x \in[a, b]$, the interpolation error has an asymptotic expansion of the form

$$
\begin{equation*}
f(x)-s_{n}^{[1]}(x)=\sum_{\mu=2}^{\rho} \frac{\gamma_{\mu}(x)}{n^{\mu}}+o\left(n^{-\rho}\right) \quad \text { for } n \rightarrow \infty \tag{1.8}
\end{equation*}
$$

with some integer $\rho$, which depends on the smoothness of $f$, and coefficient functions $\gamma_{\mu}(x)$, which do not depend on $n$.

This can either be deduced from the result in [10] and [13], or seen directly as follows: Let, for each $\nu, p_{\nu}$ denote the restriction of $s_{n}^{[1]}$ to the subinterval $\left[x_{\nu}, x_{\nu+1}\right]$. Since $p_{\nu} \in \Pi_{1}$ interpolates $f$ in the knots $x_{\nu}$ and $x_{\nu+1}$, for each $x$ there exists a point $\xi_{x} \in\left[x_{\nu}, x_{\nu+1}\right]$ such that

$$
\begin{equation*}
f(x)-p_{\nu}(x)=\frac{\left(x-x_{\nu}\right)\left(x-x_{\nu+1}\right)}{2} \cdot f^{(2)}\left(\xi_{x}\right) \tag{1.9}
\end{equation*}
$$

Since $f$ is sufficiently smooth, we may use Taylor-expansion of $f^{(2)}$ about $x_{\nu}$ and write (1.9) as

$$
f(x)-p_{\nu}(x)=\frac{\left(x-x_{\nu}\right)\left(x-x_{\nu+1}\right)}{2} \cdot\left(\sum_{\mu=2}^{\rho} \frac{\left(\xi_{x}-x_{\nu}\right)^{\mu-2}}{(\mu-2)!} \cdot f^{(\mu)}\left(x_{\nu}\right)+o\left(\left(\xi_{x}-x_{\nu}\right)^{\rho-2}\right)\right)
$$

and since $x_{\nu+1}-x_{\nu}=(b-a) / n$ and $\left(\xi_{x}-x_{\nu}\right) \leq\left(x_{\nu+1}-x_{\nu}\right)$, this leads to the estimate

$$
\begin{equation*}
\left|f(x)-p_{\nu}(x)\right| \leq \frac{1}{n^{2}} \cdot \sum_{\mu=2}^{\rho} \frac{\tilde{\gamma}_{\mu}(\nu, x)}{n^{\mu-2}}+o\left(n^{-\rho}\right) \tag{1.10}
\end{equation*}
$$

with some coefficient functions $\tilde{\gamma}_{\mu}$, which depend on $x$ and $\nu$, but not on $n$.
This proves the existence of the expansion (cf. e.g.[17, Lemma 1.4 or P1.1])

$$
f(x)-p_{\nu}(x)=\sum_{\mu=2}^{\rho} \frac{\tilde{\gamma}_{\mu}(\nu, x)}{n^{\mu}}+o\left(n^{-\rho}\right), \quad \text { for } n \rightarrow \infty
$$

and putting $\gamma_{\mu}(x):=\tilde{\gamma}_{\mu}(\nu, x)$ for $x \in\left[x_{\nu}, x_{\nu+1}\right],(1.8)$ is proved (note that some of the $\gamma_{\mu}$ 's might be zero).

Using now (1.7), (1.8), and the mean value theorem of integration, we obtain that

$$
\begin{align*}
I^{[1]}(f)-T_{n}^{[1]}(f) & =\sum_{\mu=2}^{\rho} \frac{1}{n^{\mu}} I^{[1]}\left(\gamma_{\mu}(x)\right)+o\left(n^{-\rho}\right) \quad \text { for } n \rightarrow \infty \\
& =\sum_{\mu=2}^{\rho} \frac{1}{n^{\mu}} \gamma_{\mu}\left(\xi_{\mu}\right)+o\left(n^{\rho}\right) \quad \text { for } n \rightarrow \infty \tag{1.11}
\end{align*}
$$

with $\xi_{\mu} \in[a, b]$. Since the trapezoidal rule is a symmetric rule, if we interpret it again as a spline collocation method (i.e., $T_{n}^{[1]}=T_{-n}^{[1]}$ ), we see that the terms with odd indices in (1.11) must be zero, and after setting

$$
r=[\rho / 2] \quad \text { and } \quad c_{\mu}=-\gamma_{2 \mu}\left(\xi_{2 \mu}\right) \text { for } \mu=1, \ldots, r
$$

Theorem 1.1 is established.

Remark. In contrast to the standard proofs via Euler summation (cf. [17]), with this method of proof we do not get an explicit representation of the coefficients $c_{\mu}$ through the Bernoulli numbers. However, for the application of an extrapolation method this is not needed, since the existence of the expansion is information enough.

The (univariate) Romberg method consists in applying repeated Richardson extrapolation (cf. (2.2)) to the elements of the sequence $\left\{T_{n}^{[1]}(f)\right\}$, which is justified by Theorem 1.1.

We now transfer this approach to the bivariate case. Let there be given a non-degenerate triangle $\Delta=\Delta\left(v_{1}, v_{2}, v_{3}\right)$ in $\mathbb{R}^{2}$ with vertices $v_{1}, v_{2}, v_{3}$. By $|\Delta|$, we denote the area of $\Delta$.

For each point $z$ in $\mathbb{R}^{2}$, there exists a unique triple $\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$ of real numbers, such that

$$
\begin{align*}
\sum_{i=1}^{3} \tau_{i} v_{i} & =z  \tag{1.12}\\
\sum_{i=1}^{3} \tau_{i} & =1
\end{align*}
$$

called the barycentric coordinates of $z$ with respect to the points $\left\{v_{1}, v_{2}, v_{3}\right\}$; if $z \in \Delta$, then all barycentric coordinates of $z$ are non-negative.

If there is no confusion possible, we also drop the $v_{i}$ 's and identify $z$ with the triple $\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$. Also, we will not distinguish between the two representations of a function as a function of $z=(x, y)$ or $z=\left(\tau_{1}, \tau_{2}, \tau_{3}\right)$.

Given a function $f \in C(\Delta)$, we are now interested in the numerical computation of the integral

$$
\begin{equation*}
I^{[2]}(f):=\int_{\Delta} f(x, y) d x d y \tag{1.13}
\end{equation*}
$$

by a proper generalization of the trapezoidal rule (1.3).
To do this, we introduce for $n \in \mathbb{N}$ the index set

$$
N_{n}:=\left\{\left(\nu_{1}, \nu_{2}, \nu_{3}\right) \in \mathbb{N}_{0}^{3} ; \nu_{1}+\nu_{2}+\nu_{3}=n\right\}
$$

with $\binom{n+2}{2}$ elements. Then, for each $\left(\nu_{1}, \nu_{2}, \nu_{3}\right) \in N_{n}$, we define the point $z_{\left(\nu_{1}, \nu_{2}, \nu_{3}\right)} \in \Delta$ by setting its barycentric coordinates to

$$
\begin{equation*}
z_{\left(\nu_{1}, \nu_{2}, \nu_{3}\right)}:=\left(\frac{\nu_{1}}{n}, \frac{\nu_{2}}{n}, \frac{\nu_{3}}{n}\right) \tag{1.14}
\end{equation*}
$$

Then the set of points

$$
\begin{equation*}
\left\{z_{\left(\nu_{1}, \nu_{2}, \nu_{3}\right)} ;\left(\nu_{1}, \nu_{2}, \nu_{3}\right) \in N_{n}\right\} \tag{1.15}
\end{equation*}
$$

defines an equispaced triangulation of the initial triangle $\Delta$ into $n^{2}$ subtriangles

$$
\left\{\delta_{j}\right\}_{j=1, \ldots, n^{2}}
$$

each of which has the same area $|\Delta| / n^{2}$.
It is well-known that there exists a uniquely determined piecewise linear spline function over this triangulation, which interpolates $f$ in the vertices $z_{\left(\nu_{1}, \nu_{2}, \nu_{3}\right)}$ (e.g. [15]). Let us denote this bivariate spline by $s_{n}^{[2]}$; then we have the following result.

Theorem 1.2: Adopting the notations from above, the integral of the spline function $s_{n}^{[2]}$ over the triangle $\Delta$ is explicitly given by the formula

$$
\begin{align*}
I^{[2]}\left(s_{n}^{[2]}\right)= & \frac{|\Delta|}{3 \cdot n^{2}} \cdot\{f(1,0,0)+f(0,1,0)+f(0,0,1) \\
& +3 \cdot \sum_{\nu=1}^{n-1}\left(f\left(\frac{\nu}{n}, \frac{n-\nu}{n}, 0\right)+f\left(\frac{\nu}{n}, 0, \frac{n-\nu}{n}\right)+f\left(0, \frac{\nu}{n}, \frac{n-\nu}{n}\right)\right) \\
& \left.+6 \cdot \sum_{\nu_{1}=1}^{n-2} \sum_{\nu_{2}=1}^{n-\nu_{1}-1} f\left(\frac{\nu_{1}}{n}, \frac{\nu_{2}}{n}, \frac{n-\nu_{1} \mid-\nu_{2}}{n}\right)\right\} \tag{1.16}
\end{align*}
$$

Here, as usual, empty sums are set equal to zero.
Proof. Let $\delta_{j}$ denote an arbitrary subtriangle of the triangulation under consideration, and denote the vertices of $\delta_{j}$ for the moment by $\zeta_{j, 1}, \zeta_{j, 2}$, and $\zeta_{j, 3}$.

There exists a unique linear polynomial $p_{j}$, which interpolates $f$ in these vertices. The integral of $p_{j}$ over $\delta_{j}$ is easily verified to be

$$
\begin{align*}
\int_{\delta_{j}} p_{j}(x, y) d x d y & =\frac{\left|\delta_{j}\right|}{3} \cdot\left(f\left(\zeta_{j, 1}\right)+f\left(\zeta_{j, 2}\right)+f\left(\zeta_{j, 3}\right)\right)  \tag{1.17}\\
& =\frac{|\Delta|}{3 \cdot n^{2}} \cdot\left(f\left(\zeta_{j, 1}\right)+f\left(\zeta_{j, 2}\right)+f\left(\zeta_{j, 3}\right)\right)
\end{align*}
$$

Thus

$$
\begin{align*}
I^{[2]}\left(s_{n}^{[2]}\right) & =\sum_{j=1}^{n^{2}} \int_{\delta_{j}} p_{j}(x, y) d x d y \\
& =\frac{|\Delta|}{3 \cdot n^{2}} \cdot \sum_{j=1}^{n^{2}}\left(f\left(\zeta_{j, 1}\right)+f\left(\zeta_{j, 2}\right)+f\left(\zeta_{j, 3}\right)\right), \tag{1.18}
\end{align*}
$$

and formula (1.16) follows by re-ordering the sums in (1.18), taking into account that $z_{\left(\nu_{1}, \nu_{2}, \nu_{3}\right)}$ is the vertex of exactly six subtriangles $\delta_{j}$, if $z_{\left(\nu_{1}, \nu_{2}, \nu_{3}\right)}$ lies in the interior of $\Delta$, of exactly three subtriangles, if it lies on the boundary of $\Delta$ (but is not a vertex), and of exactly one subtriangle, if it is a vertex of $\Delta$.

The idea is now to imitate the univariate situation and to take the right hand side of (1.16) as definition for the trapezoidal rule over a triangle $\Delta$. We set

$$
\begin{aligned}
T_{n}^{[2]}(f):= & \frac{|\Delta|}{3 \cdot n^{2}} \cdot\{f(1,0,0)+f(0,1,0)+f(0,0,1) \\
& +3 \cdot \sum_{\nu=1}^{n-1}\left(f\left(\frac{\nu}{n}, \frac{n-\nu}{n}, 0\right)+f\left(\frac{\nu}{n}, 0, \frac{n-\nu}{n}\right)+f\left(0, \frac{\nu}{n}, \frac{n-\nu}{n}\right)\right)
\end{aligned}
$$

Since $s_{n}^{[2]}$ converges to $f$, or more precisely,

$$
s_{n}^{[2]}-f=O\left(n^{-2}\right) \text { for } n \rightarrow \infty
$$

(cf. [11]), we get that the sequence $\left\{T_{n}^{[2]}(f)\right\}$ converges to $I^{[2]}(f)$. But we can prove even more:

Theorem 1.3: If the function $f$ is sufficiently smooth, then the elements of the sequence $\left\{\mathcal{T}_{n}^{[2]}(f)\right\}$ possess an asymptotic expansion of the form

$$
\begin{equation*}
T_{n}^{[2]}(f)=I^{[2]}(f)+\sum_{\mu=1}^{r} \frac{d_{\mu}}{n^{2 \mu}}+o\left(n^{-2 r}\right) \quad \text { for } n \rightarrow \infty \tag{1.20}
\end{equation*}
$$

Here, the number $r$ depends on the smoothness of $f$.
Proof. We proceed in exact analogy to the proof of Theorem 1.1. Let $p_{j}$ denote the restriction of the spline $s_{n}^{[2]}$ to an arbitrary subtriangle $\delta_{j}$. Thus $p_{j}$ is a linear polynomial, which interpolates $f$ in the three vertices $\zeta_{j, 1}, \zeta_{j, 2}$, and $\zeta_{j, 3}$ of $\delta_{j}$.

As a special case of Theorem 1 in [11] it follows that there exist points $\xi_{x, 1}, \xi_{x, 2}$, and $\xi_{x, 3}$, such that for each $z \in \delta_{j}$ the representation

$$
\begin{equation*}
f(z)-p_{j}(z)=-\sum_{i=1}^{3} D^{2} f\left(\xi_{x, i}\right)\left(\zeta_{i, j}-z\right)^{2} \cdot l_{i}(z) / 2 \tag{1.21}
\end{equation*}
$$

holds. Here, for $i=1,2,3$, the point $\xi_{x, i}$ lies on the line segment connecting $\zeta_{j, i}$ and $z$, in particular $\xi_{x, i} \in \delta_{j}$, and $l_{i}(z)$ denotes the Lagrange polynomial w.r.t. the points $\left\{\zeta_{j, i}\right\}$.

Using (bivariate) Taylor-expansion of $D^{2} f$, and due to the fact that the distance between any two points in $\delta_{j}$ is bounded by const/n, we again obtain the estimate (cf. (1.10))

Thus

$$
\begin{equation*}
\left|f(z)-p_{j}(z)\right| \leq \frac{1}{n^{2}} \cdot \sum_{\mu=2}^{\rho} \frac{\tilde{\alpha}_{\mu}(j, z)}{n^{\mu-2}}+o\left(n^{-\rho}\right) \tag{1.22}
\end{equation*}
$$

$$
f(z)-p_{j}(z)=\sum_{\mu=2}^{\rho} \frac{\tilde{\alpha}_{\mu}(j, z)}{n^{\mu}}+o\left(n^{-\rho}\right), \quad \text { for } n \rightarrow \infty
$$

and therefore, for all $z \in \Delta$, the asymptotic expansion

$$
\begin{equation*}
f(z)-s_{n}^{[2]}(z)=\sum_{\mu=2}^{\rho} \frac{\alpha_{\mu}(z)}{n^{\mu}}+o\left(n^{-\rho}\right) \quad \text { for } n \rightarrow \infty \tag{1.23}
\end{equation*}
$$

with some integer $\rho$, depending on the smoothness of $f$, and coefficient functions $\alpha_{\mu}(z)$, which do not depend on $n$, holds.

The rest of the proof is completely analoguous to that of Theorem 1.1, using the (bivariate) mean value theorem of integration, and the fact that the trapezoidal points $z_{\left(\nu_{1}, \nu_{2}, \nu_{3}\right)}$ are totally symmetric (w.r.t. their barycentric coordinates ).

## 2. The Algorithm and Numerical Results

Having proved the existence of the asymptotic expansion (1.20), we can now state the following extrapolation algorithm for the numerical integration of a function $f$ over the triangle $\Delta$.

Choose natural numbers $n_{0}$ and $K$ with $K \leq r$, and compute by the formula (1.19) the generalized trapezoidal values

$$
\begin{equation*}
y_{i}^{(0)}:=T_{n_{i}}^{[2]}(f), \quad i=0,1,2 \ldots \tag{2.1}
\end{equation*}
$$

where $n_{i}:=n_{0} \cdot 2^{i}$ for all $i$. Now apply linear extrapolation, i.e., compute the improved approximations

$$
y_{i}^{(k)}:=y_{i+1}^{(k-1)}+\frac{y_{i+1}^{(k-1)}-y_{i}^{(k-1)}}{4^{k}-1}, \quad\left\{\begin{array}{l}
k=1,2, \ldots, K  \tag{2.2}\\
i=0,1, \ldots
\end{array} .\right.
$$

It is clear that each of the sequences $\left\{y_{i}^{(k)}\right\}_{i \in N}$ then possesses an asymptotic expansion of the form

$$
\begin{equation*}
y_{i}^{(k)}=I^{[2]}(f)+\sum_{\mu=k+1}^{r} \frac{d_{\mu}^{(k)}}{n_{i}^{2 \mu}}+o\left(n_{i}^{-2 r}\right) \quad \text { for } \quad n_{i} \rightarrow \infty \tag{2.3}
\end{equation*}
$$

with coefficients $d_{\mu}^{(k)}$, which are independent of $n_{i}$. In particular, each of the sequences $\left\{y_{i}^{(k)}\right\}$ converges faster to the limit $I^{[2]}(f)$ than its predecessor.

Remark. Instead of the basis 2, one could take in (2.1) any natural number $b$ (i.e., set $n_{i}:=n_{0} \cdot b^{i}$ ), and then replace the term $4^{k}$ in the denominator of (2.2) by $b^{2 k}$. However, in order to imitate the classical Romberg process as far as possible, we consider here only the "classical" case above.

The algorithm given by (2.1), (2.2) establishes the desired Romberg type cubature method for an arbitrary triangle. As generally known for linear extrapolation, it is numerically stable and fast. The results (and similarly the errors) are usually displayed in a triangular array of the following form, called Romberg tableau.


We illustrate the efficiency of the method by the results of some numerical experiments. The domain of integration was the triangle $\Delta$ with vertices

$$
\begin{equation*}
v_{1}=\binom{1}{0}, v_{2}=\binom{0}{1}, \text { and } v_{3}=\binom{0}{2} \tag{2.4}
\end{equation*}
$$

in euclidean coordinates.
As a first test, we applied the method to the bivariate polynomial

|  | $f_{1}(x, y):=3 x y^{2}$ |
| :--- | :---: |
|  |  |
| $.3500 \mathrm{e}(00)$ | $.3750 \mathrm{e}(-1)$ |
| $.1156 \mathrm{e}(00)$ | $.2344 \mathrm{e}(-2)$ |
| $.3066 \mathrm{e}(-1)$ | $.1465 \mathrm{e}(-3)$ |
| $.7776 \mathrm{e}(-2)$ | $.9155 \mathrm{e}(-5)$ |
| $.1951 \mathrm{e}(-2)$ | $.5722 \mathrm{e}(-6)$ |
| $.4881 \mathrm{e}(-3)$ | $.3576 \mathrm{e}(-7)$ |
| $.1221 \mathrm{e}(-3)$ | $.0000 \mathrm{e}(1)$ |
|  |  |

Table 2. Errors in Approximating $I^{[2]}\left(f_{1}\right)$

The errors of the approximations $y_{i}^{(k)}$ of the true value $I^{[2]}\left(f_{1}\right)=0.35$, computed by our method with $K=2, n_{0}=1$, and $i=0, \ldots, 6$, are shown in Table 2. As expected, the entries of the third column are identically zero, since $f_{1}$ is a polynomial of degree 2 , and therefore the second extrapolation step already gives the exact result. As a second example we compute the integral of the function

$$
\begin{equation*}
f_{2}(x, y):=\exp (x+y) \tag{2.6}
\end{equation*}
$$

and again compare our numerical approximations with true value

$$
I^{[2]}\left(f_{2}\right)=\exp (2)-2 \exp (1)=1.95249244201 \ldots
$$

This time, the errors (in absolute value) of the approximations computed by our method with $K=3, n_{0}=4$, and $i=0, \ldots, 6$ are shown (Table 3).


Table 3. Errors in Approximating $I^{[2]}\left(f_{2}\right)$

In Table 4, finally, we have the quotients of two subsequent values in the columns of Table 3. As predicted by (2.3), the entries of the $k^{t h}$ column (starting with $k=0$ ) converge to $4^{k+1}$.

| 4.027 |  |  |  |
| :--- | :--- | :--- | :--- |
| 4.007 | 15.965 | 63.867 | 255.492 |
| 4.002 | 15.991 | 63.967 | 255.873 |
| 4.000 | 15.998 | 63.992 | 255.968 |
| 4.000 | 15.999 | 63.998 | 255.992 |
| 4.000 | 16.000 | 63.999 |  |
| 4.000 | 16.000 |  |  |

Table 4. Quotients of the Entries of Table 3

This is of course only a selection of several numerical tests. All of them showed the asymptotic behaviour which was predicted by the theory above.

## 3. Concluding Remarks

We have considered a Romberg type method for cubature over triangles in $\mathbb{R}^{2}$, which is completely coordinate-free and therefore independent of the special triangle. Thus, the following extensions resp. applications of the method are easily done:

- Numerical cubature over arbitrary polygon regions in $\mathbb{R}^{2}$. This is possible by precisely the same algorithm as above, since each polygon region can be subdivided into a finite number of triangles. One just has to apply the algorithm to each triangle separately, and then sum up.
- Development of (bivariate) Newton-Cotes formulae over triangles. For the construction of the trapezoidal rule in (1.16) resp. (1.19), we computed the integral of a spline function, which is piecewise a linear polynomial. Obviously, the same approach goes through for a continuous spline consisting of higher degree polynomial pieces, and the approximation order results for those polynomials given in [11] yield that we obtain Newton-Cotes type cubature formulae of arbitrarily high order. However, we do not follow this approach, since via extrapolation we reach the same goal (cubature of arbitrarily high order), and the numerical stability as well as the efficiency of extrapolation is simply unbeatable.
- Numerical integration over a convex polyhedron in $\mathbb{R}^{d}, d>2$. Let $\Delta$ denote a polyhedron in $\mathbb{R}^{d}$ with exactly $d+1$ vertices. Then each point in $\Delta$ is uniquely determined by a $(d+1)$ - tuple of barycentric coordinates, and a generalization of our approach is straightforward.
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