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~ Abstract _
‘Cooperative QoS managément is a new quality of service management
-scheme which is based on QoS agents distributed within a system and
cooperating with each other to provide the QoS negotiated with users, !
thereby ameliorating the overall system’s resource usage and decreasing “
the communication "costs. During their operations, agents have to take
decisions in order to react on QoS violations, initiate QoS renegotiation
processes or react on renegotiation requests from other QoS agents. In this
Ppaper, we present two tools which support cooperating QoS agents in their -
. decision processes: a model called Quality of Operation, based on a math-
~ ematical formula, and an approach based on a new variant of Stochastic
Petri Nets, so-called Controlled Stochastic Petri Nets.
"Keywords: QoS, Intelhgent Agents Resource Management

1 Introductlon

The design of distributed multimedia apphcatlons such as systems for access to remote multi- -
medla datdbases or teleconferencmg, requires careful.consideration of quality of service (QoS)
issues, because the presentation quality of live media, especially v1de0 requires relatxvely high
utilisation of networkmg bandwidth and processing power in the end systems. For applications
running in a shared environinent, the allocation and management of these resources is an 1mpor-
tant question, although most ex1st1ng systems are based on a best-effort approach.

In general, best-effort approaches are not suitable for distributed multimedia systems because
some users may be ready to pay some higher price for obtaining a maximum quality, while others

may prefer low-cost presentations with lower quality‘.' In addition, for a teleconferencing applica-

'~ tion involving many users, a single quality of service level may not be appropriate for all partici-

" pating users, since some users may participate with a very limited local workstation which carinot

* provide for the quality which is adopted by the majority of the conference partieipants We there-

‘fore adopt the premise that different levels of quality, often corresponding to different levels of -
_ cost, must be provided in the context of distributed multimedia applications.

Much work on QoS has been done in the context of high-speed networks in order to prov1de

for some guarantee of quality for the provided commumcatlon service, which is characterized by

- the bandwidth of the media stream and the delay, jitter and loss rate provided by the network..

More recently, QoS have been considered in a more global context, including also the end Sys-
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tems, such as the user’s workstations and database servers. Various global QoS architectures have
been developed (for a recent overview see [2]), which include also functions for perforrnance ‘
monltorlng, tesource allocation and. QoS management.
- In multimedia applications including multicasting to many users, such as teleconferencmg or
" educational applications, this global QoS management approach Wthh 1nvolves a few system
components, as for example for remote database access [10] of single users, is not workéable any
more, because the number of users involved is too large for a global management approach. For
instance, negot1at1on ‘of QoS parameters between the sender and every single receiver becomes
impossible, since (1) the system would quickly become overloaded and (2) 1t would have to take
into account (and possibly provide) many different qualities requested by users. Instead, a more.
decentralized approach seems suitable, where QoS management functions such as QoS negotia-
tion, adaptation or renegotiation are distributed over the network. We developed such an approach .
called Cooperative QoS Management [8], where so-called QoS agents are installed on the routers
and end systems participating in an application. These agents cooperate with each other in order
to provide the QoS levels requested by the application. An interesting new feature, compared to
other QoS management schemes, which becomes possible due to this decentralized approach, is
the possibility of communication between users resp. their local QoS agents, allowing for a coop-
erative selection of desired qualities. If users cooperate and decide to request a service in the same
quality, less resources have to be reserved, which in turn leads to lower communication costs and
higher resource availability for other applications. : -
"There are various decisions to be taken by active QoS agents during negotlatlon adaptatlon or
- renegotiation processes. Usually, many parameters have to be taken into account, such as availa-
ble resources and their cost, possible arrival of future streams etc., making the decision process
- very complex. Therefore, we adapted resp. developed two different models to support the decision
process of QoS agents: the first-one is called the Quality of Operatlon and is based on a mathemat- -
ical formula, taking into account the value of used and free resources and the cost of QoS viola-
tions, and the second one is based on a new variant of Stochastic Petri Nets, called Controlled
Stochastic Petri Nets (COSTPN) [7]. Both approaches are special in that they take revenue issues
into account, i.e., decisions are not only based on resource availability, but also on. the. possible
~ benefit for the user, the information prov1der or the communlcatlon prov1der depending on who
runs the QoS management system. :

The rest of this paper is organized as follows: in Section 2, we give a brief 1ntr0duct1on 1into the
architecture and new possibilities of Cooperative QoS Management. Sections 3 and 4 build the
main part and discuss the apphcatlon of the two models in our QoS managemeént scheme. SCCUOI’I
5 concludes the paper.

2 Principles '-of cooperative QoS management

Cooperative QoS management has been developed with multimedia applications in mind, in
which many users participate at the same time, such as teleeducation systems or life video trans-
missions of major sports-events. We assume that single data streams are multicast to many users
and that senders offer the same media stream in several qualities, for example a high, a medium
-and a low quality video stream. There are no individual QoS negotiations between senders and’
receivers; rather, receivers have to select among the qualities offered by the senders.

The basic idea of our new scheme is to install an application-oriented QoS agent on each router
of the underlying network ‘and on every end system participating in an application. From a techni-
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cal point of view, this is no problem if routlng is for example done by all- purpose UNIX '
. machines. But even dedicated routers and switches are becomrng programmable now [12], allow-
-ing the execution of additional programs such as the QoS agents proposed here. These QoS agents
are able to communicate with their neighboring agents, informing them about current QoS values
supported in their local area or about possible QoS problems. This knowledge is basically. appli-
cation-oriented, which means that the agents know about QoS requirements and negotiated values
for users. This constitutes a main difference of this approach compared to.existing QoS manage- -
ment functions on network nodes which deal with lower-layer QoS, such as ATM cell loss priority
etc.; and whrch do not have any information about relationships between streams and apphca—‘
ltrons =
In our approach, however, not every agent may contact any other agent Rather communica-
‘tion depends on the existing multicast trees, leading to a hierarchical communication structure.
For each multicast tree in which a given router is involved, the QoS agent knows its upstream and
- all downstream neighbors. If the neighboring node is an end system, the agent-knows all receivers
. on this end system. A receiver’s QoS agent knows only its upstream QoS agent, and a sender’s
~ agent its downstream neighbors. The information about neighbors may be easily set up during the
‘establishment of the multicast tree, resp. when a' member leaves or a new member joins.
As an example, consider the situation displayed in Figure 1'where one sender is multicasting -
‘one high-quality video (the regular arrow) and one low- quahty video (the dotted arrow) to a group
of receivers. .

~ Figure 1. Multicasting streams of different qualities.

Every router. in. the network has to forward all the streams whrch are requested by users con-
~-nected via this router. The QoS agent a2 knows its downstream agents r4 and r5 as well as its
- upstream agent al. It also has information about the available resources and on its router and.the
cost associated with reserving them. Finally, it knows all streams available for this application and
has a connection to the multicast routing and resource reservation protocol running on-this router.
Note that our technrques are independent of underlying protocols and mechanisms and work for
different coding and routing techniques, such as hierarchical video encodlng [15], multicast rout-.
ing already including resource reservations as discussed in [11], ‘MBone routing techniques [6] or
video selectlon using group management protocols [13]. Our initial considerations were based on




the multtcast routlng protocol core- based tree rout1ng (CBT) [3]1 and. the resource reservation
protocol RSVP [16]. ‘ :
A QoS agent has to provrde the followrng QoS functrons '

e QoS negotratron

It occurs when a new user requests to become part of the application and receive some of its

" streams. The mult1cast routing’ scheme will forward its request until it arrives at a router that is -
already participating in the requested application, thus supports its multicast tree. The agent of
this router then contacts the new user’s agent and sends the information about all available
streams (quality and cost). Note that there is no central instance providing quality and cost
"information, since the ‘cost for available- qualities may differ significantly from one region to
another. The user may select the streams he desires. Connections are set up by the underlying
protocols; the QoS agents update their information about supported streams We developed
protocols to fulﬁll these tasks [8] '

* QoS adaptat1on L : -
~ This functions becomes active when a component is no longer able to support-the currently
negotiated QoS, which may happen due to overload, failure or other stochastic situations. The
~ QoS management system then tries to find a way to continue providing the service, either by
- selecting another'component or by lowering the service quality within the borders negotiated
- “with the client. In'the framework of Cooperative QoS Management we developed a protocol
between QoS agents that helps to detect QoS violations and locate their source; furthermore,
QoS ‘agents can initiate the adaptation process by several means, one of them being to request -
the partial reconfiguration of the multicast tree in the area where the problem occurred More
v details on the adaptat1on protocols can be found in [8] : ‘

* QoS renegotlatron . ' : : ' -

Trad1t1onally, there are two types of QoS renegot1at1on namely system 1n1t1ated and user-initi-

~ ated. The former occurs when a negotlated ‘QQoS was violated and the QoS adaptatlon was not
able to fix the problem. Then the system proposes the user to negotrate}a lower quality. The lat-
‘ter happens when users are no longer content with the quality they negot1ated In such a case,
they start a new negotiation process to switch to another quality: ' :
Within Cooperative QoS Management, system- -initiated renegotiation may also occur when the
management detects an unsatisfying situation concerning resource usage. Consider. again the
~example in Figure 1. Receiver rl is the only one on its subtree that receives the high-quality

" video: The QoS agent a3 reahzes this, and after checking several other parameters, it decides to
propose to rl to switch to the-lower qualrty R1’s agent may decide on its own if it already has
the necessary information, but it may also contact the user and ask if he would like to switch:
Certamly, users may forbid their agents to forward any such requests to them in order to not be
disturbed in their session. : :
If 1 considers to switch to the lower quahty, resources for the hrgh quahty Vldeo on a3’s router:
could be freed and the communication service cost would be much lower for receiver r1 which
would be the motrvat1on for him to swrtch Assume that he pays 10 money units for the high-

P
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1. In Core-Based Tree routing, there is only one multicast tree per receiver group. All streams are first unicast to the
root of this tree (the core) and froin there multicast to the receivers. Several optimizations are possible. '
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quality stream. If the system is able to offer him the low- quahty stream, which is black&whrte
instead of colored, for 1 money unit, it would probably be very tempting to switch.

- If rl finally switches, a new situation for the other agents occurs. Consider agent al now. He
realizes that only the subtree of agent a3 receives the high- quality video. It may now try: to per-
suade a3 to switch the quahty which in turn would lead to a3 proposmg tor5a sw1teh

Especially for the negotratlon and renegotlatron process the ‘QoS agents need some kind of
decision support that tells them when to start which action and how to react on. arriving proposals
and requests. In 'the following two sections, we discuss our two approaches to this problem. The
COSTPN model addresses a particular problem of negot1at10n namely admission control while
the Quallty of Operation approach is applied to the renegot1at10n problem. '

3 QoS negotlatlon‘bas'ed on Controlled Stochastic Petri Nets

3.1 Controlled Stochastlc Petri Nets

Stochastic Petri Nets (SPN S) have been used for the analysis of stochastrc systems for several
years now. Compared. to trad1t1onal Petri Nets, SPN's have so-called timed transitions which are
“labelled with firing rates. These rates are exponentially distributed random variables, taking sto-
chastic uncertainties into account. By mapping SPNs onto Markov Reward Models (MRMs), they
can be analyzed by a number of numerrcal algorrthms As a result, one gets predrctrons about the
modeled system’s performance.
For a dynamic optimization of performab111ty measures [l] a new feature is 1ntroduced to SPN.
It comprises a control structure that allows one to specify a controlled switching between mark-
ings-of a SPN. Such a controlled switching is interpreted as a reconfiguration in the modeled Sys-
tem and represents a decision of the system’s controller program to switch to another state. A
-reconﬁguratlon is modeled by the firing of a néw type of transition, called a reconfiguring transi-
‘tion. The introduction of reconfiguring transitions leads to a new modehng tool, called Controlled
. Stochastic Petri Nets ( COSTPN), and provides a way to combine the classical performablhty :
modeling of SPNs with the option to dynamically optimize measures [7].

When a COSTPN has reached a markmg where one or more reconfiguration transitions are g E

enabled, the controller program has to select among several options. One. option is to instantane--
' ously reconfigure to the marking which is reached through the firing of one of the enabled recon-
figuring transition; no timed transition can fire in the current marking in this case. Another.option
18 to stay in the current marking and not to fire a reconfiguring transition, so that the enabléd timed
transitions can fire in the current markmg in their usual manner. The decision, which option and
. which reconfiguring transition to seléct, is based on the comparison .of optimization criteria. The

~ - optimization criterion is computed for all options and the one with the highest expected reward is

selected. In order to apply numerical algorithms on the optimization criteria, COSTPNs first have
~ to be mapped onto Extended Markov Reward Models (EMRMs) [51, which are an extension of
standard MRMs with respect to reconﬁguratron edges :

~

3.2 Example admission control

We now present. a srmple example which shows how COSTPNs can be used to help single QoS
agents in their decision processes. The example deals with admission control of two classes of
streams say audio and video sources, to a multlmedra transmlssron system (a router, for exam-
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ple) Admrssron control is a Very relevant QoS function in both unicast and multicast when QoS
‘guarantees are to be provided. On each single transmrssron system, a QoS agent is installed which
autonomously decides whether to admit a requesting source. An agent not acceptmg a source
means that either another path including other transmission:systems has to be found or the source
cannot be admitted at all to the overall system. ’
*  In our example an application like tele-cooperation with fixed run- tlme Tis 1nvest1gated where
partlcrpants ‘may dynamrcally apply for audio or video transmissions of random duration to
accomplish their work. We are able to take non deterministic or random multimedia stream dura-
tion in the planning into account; as this often naturally occurs in conversational applications.
High level admission control strategles are needed at every instant of the system’s run-time for
~revenue maxitnization in an error prone environment. Audio and video sources in a waiting room
ask for admission to the system 1.e., these sources ask for usrng the system’s resources for trans-
mission of audio resp. video data. In turn, they pay-for the resource usage and the service provided
by the system. Once admitted, they expect a certain level of QoS., If this level cannot be kept (QoS -
violation), they will pay less for the provided service. -~
'The resource manager (agent) has.to decide whether to admit a certain source or not. Its goal
will be revenue maxrmlzatlon Acceptance of sources will result in different rewards, depending
on the type of stream (audio or video), their resource requirements, the transmission length, the
risk of QoS violations during transmission (and possible abort of the stream) or additional rewards
for successful transmission completron Once a source is active, it will finish successfully or suf-
fer from QoS violation. In this example, the latter case leads to a transmission abort, resulting in a’
longer reconﬁguratron perrod where resources are reorganlzed and freed for re-usage. The former
case entitles the system to an extra revenue. '
" The COSTPN modeling of this system 1s deprcted graphrcally in Frgure 2. The meaning of
transitions'and places are indicated dlrectly in the figure, while the ﬁrmg rates of timed transitions
are given in Table 1. ‘ '

o re'sources
‘waiting audlo

TESOUrce | Lo
reconfig. resource

reconfiguration

aborted video
active !
videos

severe QoS violation - successful. , » . successful " severe QoS violation
audio abort audio completion - - video completion  video abort

Figure 2. COSTPN for QoS negotiation

The possrbrhtres of makrng decrsrons are modeled by the reconﬁguratron transitions rJ and r2,
by which the QoS manager may ‘decide to admit one or more audio streams or videos to the sys- v
tem. A reconfiguration can only be executéd if the necessary number of tokens are available. To
admit a video, for instanee, p2 has to contain at least 4 (since videOs need four resource units in
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this example) and p3 at least one token (the waiting connection).
Each transrtlon 1, has a certain ﬁrrng rate T, attached to it. Duratlon of an audro transmission is.

=Tt . .
grven by an exponentrally distributed random variable with parameter T,,s0that e * is the prob—

'ablhty that audio transmission will last longer than ¢ umts of time. 1/ Ty 1s the' mean aud10 trans-
mission time. The firing rate of «, is proportronal to the number of audio sources bemg actively
transmitted. Tr_ansrtron t; models severe QoS degradatlon leading to interruption of transmission.
The mean time bet_Ween interru‘ptio'ns is a function of the load imposed on the system, of the par-
ticular media type and of the current network state. Transitions ¢, and r, model the necessary.

reconﬁguratrons after a stream has been interrupted. All random variable are assumed to be €xpo-
nentrally distributed with the respective parameter

transiti_on I firing rate
e . = - BT
- . ] AR
. " (max(pz)‘—'[.p2|+1>2-r3-‘v :
oo o |Ps| - 4
o . s | " | legl,-TS
: ,6' a (rnax(p25—|p2| +v]')2.16--y

Table 1: Transition firing rates

" Furthermore, the COSTPN contains two so-called immediate transitions il and i2, which fire
as soon as they are enabled regardless of other transitions being enabled. They have been intro-

~ duced to assign pulse rewards to successfully transmitted streams and to model the ‘instant release -

of occupied resources. For the purposes of this example and an easy analy51s, the model is kept
simple in that a constant number of ‘audio and video sources are present. Additional transitions
could be inserted to model the stochastic arrival and departure of waiting sources.

3.3 Analysis

v ‘Fora numerlcal analysis of this example, we use the tool environment PENELOPE developed

at the University of Hamburg [4]. The current version of the tool accepts EMRMs as input and
allows the application of several algorithms from Markov decision theory for transient or station-
ary optimization of performability measures.

Therefore, the COSTPN has to be translated into an EMRM first. In our study, the COSTPN/
EMRM is evaluated in an initial setting of two waiting audio streams (two marks in pl), two wait-
" ing video streams (two in p3), and a pool of eight resource units (eight in p2). The EMRM model
corresponding to the COSTPN of Figure 2 with this initial marking comprises 21 Markov states,
17 vamshlng states 138 reconﬁguratlon edges and more than 40 transitions, and is therefore not




shown here. The EMRM states, which correspond to COSTPN markin'gs are denoted by a short- |
hand notation, such that the first three digits are truncated M000000, for 1nstance refers to 1n1t1a1
marklngMO_(282000000) '

With the notation (i,j) we refer to i audio and j video streams being admitted Then, the follow- -
ing combinations of streams are possibly admitted to the system: (0,0), (1,0), (2,0), (0,1 ) (0,2),
(1,1), and (2,1). Due to the limitation of eight resources, other combinations are excluded.

For the series of experiments, the parameter settings are as follows: As time unit, we assume
‘one minute. Thus, a transition with firing rate of 0.5 implies that, on the average,, the transition

fires every 2 minutes. We further assume an average aud10 duration of 10 minutes (14 = | p5| )

_and a video duration of 60 minutes. Firing of error transitions 3 and 16 depends first of all on a
network reliability parameter 'y, where 1/ indicates the mean time between connection drsrup—
~ tions. Since this parameter strongly depends on the network state, we allow possrble variations of

Y between «10_ and 107 , which is equivalent to a mean-time-to-failure ranging from more than .
16 years to 1h 40 min. Note that we are not primarily interested in modeling the failure causés in
a detailed manner, but rather aggregate the effects into a single parameter y. This hierarchical
approach is admissible due to differences in time scales in the order of magnitudes for the inter-
esting cases. Furthermore, interruption likelihood is assumed to depend on the type of stream and °
~ its susceptibility for QoS violations and, inversely, on the number of still available resoUrces pro—

viding redundancy for possrble error recoveries. Thus, we set Ty = 5 Y - (max(p2) - | p2| + 1)

and T6 = 10 v - (max( p2)—|p2| + 1) , makrng audio streams much more sensitive for QoS

1

violations (which reflects the reality). The strongly rising value of free resources under high load .
is expressed by the square functions in those firing rates. Part of the results of a transient optimiza—

tion process with an assumed application run-time T of 1000 minutes can be seen in Figures 3,4
and 5 '

o -

audio reward =1; v1deo reward =12
——r —— T .
MO000000->M000020 -o—

M100001->M100001 ~+-
M010010->M010010 & -

. 450

400

1

350

300

250 :
Region I

Time

200
150
100

50

0 _ ‘ -y
le-05 0.0001 0.001 0.01

gamma

Flgure 3. Strategy control regions for 12 v1deo reward units
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audio reward = 1; video reward = 14
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‘ Figure 4. Strategy curves for l4 video reward units

- Curves on such result graphics separate regions where different strategles apply as depicted in
Figure 3. The first symbol in the name of the curve determines the current marking. Only if the

- system is in the corresponding state, the strategy applies. For interpretation, one has to relate the

current situation of the system to the parameter space represented in the dragram accordrng to
‘time and network reliability parameter y. If the system’s state is classified to be in the region
above the apphcable curve, the system should be reconfigured to the.state correspondrng to the
second marking being indicated after the arrow in the symbolic names of the legend. The resulting
reconfiguration will lead to a higher expected reward. If the current system state is classified to be
in some region below the corresponding curve, the systern manager should better swrtch to an
. alternative reconfiguration!. :
- The first two experiments (Figure 3 and 4) have been made wrth 1 reward unit for a completed
audio arid 12 resp. 14 units for a completed video. No rewards are assigned for audios or videos
" during run-time, so only a successfully completed transmission will be advantageous for the con-
troller.

Consrder the curve M OlOOlO — M010010 in Frgure 3 a$ an example. When the system is in

state M0100102 (it has one act1ve audio and one active video stream), whrle the current value of

y.is 0.001 and the remaining run- -time ¢ = 7~ (where ; is the elapsed time and 7 the total run-
time) of the apphcatron is 100 minutes, the system is classified above the curve in Regron I and it
is' recommended to remain’ in state M010010. Assume now that 75 minutes later, the system
being again in the same state. Now, the remaining run-time is only 25 minutes, which means, the
-system’s running condition is classified below the curve in-Region II. The QoS manager should
now trigger the alternative option, which is executing the indicated reconfiguration. Under the

1. Dependmg on the number of reconﬁguratron edges orrgmatmg from a given markmg, the decision may not
be binary.

2. We do not further elaborate on the structure of state names, but instead explain their meaning when neces-
sary. - : ‘

3. The fact that “above” resp. “below the curve’ corresponds to “switch the state” resp. “remain in the state”
is due to the optimization criteria of EMRMs. Details on this can be found in [7]



grven circumstances thrs amounts to a switching to state MOZOOlO add1ng another audro source in

the current situation and system state. 4 ‘ ’ '

~ The curve M OOOOOO — M 000020, which is identical w1th the x-axis, tells the QoS agent to-:
always admit two video sources (M000020), when the system is in its idle state M000000. This,
however, does not mean, that the system will always only run video streams. Audio streams may -
be admitted, for 1nstance when the system iSin a v1deo error state, dependmg on the correspond-
ing curve. ‘ :

* Comparing the strategy curves of Frgure 3 and Frgure 4, in the case of 14 video reward units, it

totally becomes less rewardmg to add audio sources when there is still a lot of apphcatlon run-

time left. Even in the case of two actrve sources and a current Y=55- 10 (Figure 4), an audro
source would be added no earlier than about 15 minutes before the end. The more: reward a video

o 'completron gets compared withan audio completion, the more advantageous will it be to run vid- |

eos instead of audios, even if the remammg system run-time and thus the probability of video
" completion becomes very small. - .

Figure 5 shows results of a third experrment w1th an interesting variation: 1nstead of a reward
for successful completion, audio streams are rewarded during run-time. We chose a reward rate of
- 0.1 per minute, which results in a total accumulated reward of 1 if completed successfully (since
audio run-time is 10 minutes). The analysis show results which are completely different from-
those in Figure 3. It is not always any more of advantage in state MOOOOOO to run two videos. For -

.ay of 0.0001, for instance, two videos should only be admitted if the remaining time is more thari
“about 8 minutes. Below that, it is better to admit 2 audio streams and one video stream. The rea-
son for this is that it is now more hkely to gam rewards for the audio- connectrons since such
streams are already rewarded durmg run-time. ‘

L continuous audio reward = 0.1; video reward = 12
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Figure 5. Strategy curves for continuous audio reward

For some problerns, as for example the one described above, the COSTPN structure is static

. and doesn’t evolve during system run-time. Therefore, the analysis can be carried out in advance

and the decision support can be hardwired into the agent. In-any system state, the agent then sim-
ply has to acquire (by measurements, for instance) the relevant parameter. values and use them as
indices to look up the optimal strategy. For other problems, however, the COSTPN topology may. . -
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be dynamic and thus requ'ir‘e a fredilent recomputa'tion of COSTPNs, EMRMS and strategy curves:
As a result, algorithms for automatic topology adjustment, generatron of EMRMs and strategy
computatron have to be included in an agent’s code

4 QOS renegotlatlon based on the Quallty of Operatlon

i

4.1 The Quallty of Op.eration

In order to-initiate renegotiation in the sense described in Section 2, a-QoS agent has to care-

fully evaluate the current situation of its resource domain. Several parameters have to be taken
into account and included in an overall measure. We borrow the name for this overall measure
from [14] and call it the quality of operation Q00. We also adopt their deﬁmtron of QoO but mod-
ify'it in a way such that properties of multrcast communication can be captured (which was not-
considered in [14]) . : o

The QoO is a measure for the quality of the current system state. The measure is applied so that
if the current QoO is relatively low, renegotiation will be initiated that would lead to higher QoO

- _ if accepted by some users. More than one modes of operation corresponding to higher Qo0 could

alternatively be suggested to users. The drfference between the current QoO and the candidate
Qo0 is used as a measure for a potential increase in revenue if the mode of operation were
changed. Part of the potent1a1 increase in revenue, 50% say, is either used as a discount if a
- decrease in quality of service is suggested or as additional service cost if quality of service is sug-
- gested to be increased. As an effect, the potential increase in revenue is shared among service pro-
vider and service users, giving both of them a motivation to switch the system state. Note that
renegotiation is only initiated if a. potential increase in revenue exceeds a certain threshold.
The qualzty of operation is defined as follows:
) D BB
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The QoO is deﬁned as a cumulative measure of the reward gained by accommodatrng a set of‘
medra streams in the resource domain of a certain QoS agent., For each stream j resp. éach stream
 type 1! the followrng measurement parameters are defined:

* A, a measrir’e for the value of resources (bandwidth) reserved for stream j;

e B,, a measure for thevv'alue of remaining free bandwidth that could still be devoted to streams
of type f, B : N

* Dj;, ameasure for the cost of a degraded quahty of service parameter i measured for stream j.

~ These parameters express the drfference between actual and negotiated values. If a negotiated

QoS value cannot be supphed by the prov1der the user will pay less, deereasmg the revenue for |

that stream.

* «;, B, and §;; are control parameters that can dynamieally or statically be set:

1. Stream types-are certain classes of streams $uch as high-quality color video or low—quality audio.




| should be avorded that one parameter domlnates the QoO

- receivers receive the audio, while receivers rl and r5 receive the high-quality and the other receiv-

By =0. Concernlng the accommodated video streams we assume a black/white type video stream

‘black/white videos, and therefore B, = 0. Finally, there is a colored video stream 3 accommo-

delay D5, 5 1. Since some loss can be tolerated for video streams we let 83y = 02, but emphasize- ,

* o8 used to characterrze the revenue gained by transrmttlng stream j; o; is chosen as propor-,
t10na1 to.the number of outgorng links of the multicast tree for stream j.

s B, characterizes the importance of the curre'nt system state, i.c., the value of free resource to
accommodate further streams of certain types;

. )l characterlzes the importance of a partlcular quality of service parameter [ for a rnedra
streamj. = - ’ ' i
“With these definitions the cumulatrve Qo0 measure expresses a compromlse between the addi-
tronal revenue of accommodating media streams, the (potential) value of free resources, and the
current values of quality of service measures. Accepting a new stream of a certain type will |

" increase the revenue, but it will also decrease the amount of available resources which in turn

leads to a decrease in QoO..The importance of a higher immediate vs. a possible higher future.
reward (which is only possible when resources are available) can be expressed by selecting the
values of a; resp. B, accordingly. Degraded QoS parameters. of a certain media stream can have

. an adverse effect on QoO if such a media stream were further distributed at a router. Therefore

we can avoid the unwarranted situation of “upgrading to bad quality”.
It should be noted that the values for single parameters have to be carefully selected Usually, it

4.2 An Example R

In what follows, the QoO will be evaluated for the scenario depicted in Figure 6, where we.
have two senders, five receivers and three routers. Sender sl send s a high-quality (thick arrow)
and a low-quality (dashed arrow) video, while sender s2 sends an audio stream (dotted arrow). All .

ers the low-quality video. CBT is used as multicast routing algorithm, and the core router is
depicted by the grey box. All streams are first unicast to the core and from there multicast to the
receivers. : ,

The QoS agent correspondrng to router A accommodates audro stream | with the desired QoS
parameters, which is drstrrbuted to all three immediate receivers, and therefore o; =3 and
Dy; =0, Vie QoS. '

The revenue 4; gained for an audio stream is assurned to be one unit. In the current srtuatlon

the load on router A is assumed to be low, so that there is no partlcular need to care about
resources for audio streams, which have relatively low bandwidth requirements, and therefore

2 distributed to receivers 12 and r3 without quahty distortions, and therefore Dy; = 0, Vie.QoS,

ay =2, and A, = 3.(the revenue for the delivery of a-b&w video is three times higher than for the
audro) Due to the low load situation there 1s also no need to worry about accommodating. further

dated, which requires reservation of resources:in equrvalence to five units of rewards A5 = 5, and

a3 = 1..The reward for colored video suffers from additional loss Dy = 1 and from additional

the importance of delay in conversational video applications by letting 83, = 1. In the current sit-




\uatlon we can accommodate one additional colored video, and therefore let B3 5. Smce this is
1 ,

only a potent1a1 revenue, we set B3 =05

Figure 6. Stream Distribution example

“With these assumptions the current QoO for router A'evaluates as follows:

Q00 = (3-140+0)+(2-3+0+0)=(02-1+1-1)+(1-5+0.5-5) = 153 :

‘A first possibility to adapt the mode of operation consists in suggesting the degradation of
video quality to receiver r1 which would result in more free resources to accommodate an addi-

tional colored video stream and the following QoO Al
00041 = (3°1)+(3-3)+(05-2-5) = 17,

I

- An increase of video quality for receivers.two and three as a second option would result in the
followmg Q00A2 :
Q0045 = (3 1)+(0) 302+ 1)+(3-5+05-5) = 169 _ :

- From the service-provider's point of view both adaptations would yield a similar effect w1th
respect to revenue increase in the current situation. . o : \ : : '

1In contrast, we assume that router B is highly loaded so that it would be of higher value to free ,
resources; otherwise, the same assumptrons apply: . :

Q00p = (2-1)+(1-3)—12+(1-5) = 8. : L

Qo0p) = (2-1+05- 1)+(2~3+'05-3)'+(05' 5) = 125

Q00By = (2-1+05-1)+(0.5-3)+(2-(5-1.2)) = 116

~Due to the higher load, renegotiation could i improve revenue much more w1th respect to router
B, regardless of whether an increase ora decrease of video quahty were performed Furthermore

1. Note that due to the possible multiplication of outgoing streams the actual revenue could ﬁnally be a multlple of
B, rather than a fractron This notion should emphasize the rmportance of keeping free Yesources.
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‘ V_ideo ,quality should-be degraded'for recelVer 4 rather than enhanced for recei\/er 5.

"4 3 Coordlnatlon between QoS Agents

So far we have only discussed how an agent can locally improve the quahty of operatron "This -
approach can already improve efficiency considerably, as has been demonstrated in the example
More global optrmrzatron can be achreved if coordination between -agents .1s also taken into
account. oo

Consider again the example from Figure 6 and imagine that receiver rl accepts a video qualrty
downgrade while receiver r4 negotiates on a video quality upgrade. As a result of such a scenario,

_router A 'and other related intermediate links do not have to support high qualrty video any rhore
and can free the correspondrng bandwidth. Srm1larly router B is freed from supporting low- qualrty
video. But if the QoS agents corresponding to routers A and B would be able to plan and act col-

lectively, more savings could result. The diversity of supported QoS levels would be reduced to a
minimum throughout the whole network. To this end we adopt the general framework of [9] and
apply it to our QoS management scheme. This framework provides mechanisms for group deci-
sion making processes, ‘for negotiation among competing proposals, handling resource conflicts
and reaching consensus. As a prerequisite for the less centralized QoS management, the agents

- are able to form mutual “beliefs” about each other's intentions, which complement the partial
knowledge of each agent concerning the state of its own resources. As a result, each QoS agent.

“has responsibilities with respect to the actions of other agents. The QoS agents are committed to
their joint activity of overall efficient resource management under the constraint of user satisfac-

“tion. Note that, since the agents and users are still autonomous in the1r negotiation procedure our
approach is different-from a centralized management concept.

In partrcular the situation of bottleneck routers are preferably taken into account if local nego-

’ tiations are ‘being performed between other QoS agents and users. The values of B, could be

increased if it were desirable to have more resources available for accommodating media streams
of type ¢. Referring to our example in the previous section, such a situation is given for router B. If
~ the B, values were increased across the network, then this would lead to a situation were both the

QoS agents for. B and A would clearly argue for lower video qualities.
. Furthermore, the qualrty of ooperation of an upstream router has significant impact on the nego- -
tiation process performed by downstrea'm QoS agents. This is realized by the way in which the
" -weights ‘o are set.'If an npstream-QoS agent realizes, for example, that multiple video qualities -
~ are only supported at one outgoing link while video quality is being uniformly supported in low
‘level by all other links, it may modify the weights with the intention to unify the traffic further.
" The value of the corresponding o; would be lowered, indicating the reduced reward of spending
~ the resources 4; for this connection. Again referring to our example in the previous section, the
QoS agent attached to the core router would suggest to increase «, and decrease oy to its down-

stream agents if the renegotiatiomr with receivers r4 and 15 was successful with respect to lowering
video quality. As a result, it would also be argued with receiver rl to reduce the correspondrng
video qualrty

\ '5_ __Conclus'ion' and Outlook_r

In this paper, we describedtwo approaches we developed to support autonomous decision -
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making in distributed QoS agents of our Cooperati_ve (Qos Management scheme. The COSTPN

model has been applied to QoS negotiation and the resource reservation and admission control

decisions necessary during this process, while the Quality of Operation approach dealt with QoS -

renegotratron It is easy to apply both models to other QoS problems such as QoS adaptatron QoS

' mapping etc. .
Both models have been theoretically developed and some first simulations of their behavior

have been executed. However, the project is still in progress and much work remains to be done.
Our final goal is to implement the approaches as part of the management scheme. For this pur-

pose, we are currently developing a simulation environment based on the formal language SDL

which will allow us to simulate the behavior of both models within configurable environments

consisting of several senders, receivers-and routers. Both models will be integrated as external

- functions. We plan to compare the behavior of both models in a number of different situations,

with varying system parameters such as number and cost of available resources, degtee of uncer-

tainty, network failures, network topology efc. We assume that the simulation results will give us

strong hints, whether one of the models is superior to the other or which model should be applied

- to which situation. It could be expected for instance; that the COSTPN model yields better results
in a highly stochastic environment, since such situations are only rudrmentarrly addressed by the
Quality of Operation approach. On the other hand, QoO seems to be more suitable for the cooper-
. ative approach since cooperatron between single agents is complex to be modeled by COSTPNs
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