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2 Ultimate sampling dilemma

Abstract

Computer simulations and two experiments are reddud delineate the ultimate
sampling dilemma, which constitutes a serious absta inductive inferences in a
probabilistic world. Participants were asked tcet#thke role of a manager who is to make
purchasing decisions based on positive versus inedatedback about three providers in two
different product domains. When information samplffrom a computerized data base) was
over, they had to make inferences about actuareifices in the data base from which the
sample was drawn (e.g., about the actual supsriofrdifferent providers, or about the most
likely origins of negatively valenced products).eTlitimate sampling dilemma consists in a
forced choice between two search strategies thhthmave their advantages and their
drawbacks: natural sampling and deliberate samlingformation relevant to the inference
task. Both strategies leave the sample unbiasespfmific inferences but create errors or

biases for other inferences.
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The Ultimate Sampling Dilemma in Experience-BasediBion Making

Many everyday decision problems rely on directiemmental-learning experience.
Teachers’ grading decisions are informed by obsenva of students' performance in
different disciplines. Personnel selection relinsapplicants’ reactions to various tasks and
interview topics. Or, consumer choices reflectitffiermation acquired about brands or
providers in different product domains. There appéabe a simple and straightforward way
of optimizing such experience-based decisionsnly the learning process relies on a
sufficiently large sample of observations, it mstpossible to discern the optimal decision
through optimal data selection (Oaksford & Cha2én3).

The learning task seems to have a clear-cut steidtor a consumer to make an
optimal choice between alternative providers, @n$y necessary to compare the quality
feedback that is available for different providerspecific product domains. Granting that
the feedback is reliable and accurately refleasctintingency between providers and product
quality, figuring out the best provider, with thiglhest rate of positive evaluations, should be
straightforward. The consumer’s task should be &asyplve if only the differences between
providers are strong enough and sufficient obsemstare available.

The aim of the present investigation is to contieistseemingly plausible sketch of
simple experience-based decision making. In faudjrig a generally correct solution to such
clearly structured problems is fraught with hugidilties. It is actually impossible, because
every sample of observations about mundane degsaisiems entails the potential to be
misleading under certain conditions. | refer to‘thi@mate sampling dilemma” to highlight
the fact that any reasonable sampling strategyciwéerves to optimize one decision,
produces a sampling bias with regard to other d@@snformed by the same data.
lllustration of the Ultimate Sampling Dilemma

That judgments and decisions depend crucially erséimples of relevant information

that happen to be available is not new. Samplingy @nd sampling bias are have long been
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recognized as prominent topics in the methodolddi@social sciences (Macrae, 1970), in
epidemiology (Schlesselman, 1982), in economethitamski, 1995), and in recent cognitive
research in particular (Denrell, 2005; Fiedler, @0Biedler & Juslin, 2006; Juslin, Winman &
Hansson, in press). The so-called sampling apprastinspired a growing number of
experiments demonstrating that although judgmemdsdacisions are often remarkably
sensitive to the data given in a stimulus sampley thay nevertheless be inaccurate and
severely flawed due to biases inherent in the dtimmsamples provided by the environment.
The present research builds on the sampling aplprétmvever, it goes beyond previous
studies by showing that sampling errors and biasegven more fundamental than suggested
before. They not only result from "nasty environtsériHogarth, 2001) that obscure the real
world or do not allow decision makers to accessvaht data. Rather, the ultimate sampling
dilemma emerges even in completely "benevolentrenments” that render all information
available and do not mislead or constrain decigiakers in their information search process.
To illustrate this task setting, take the perspeatif a manager, or entrepreneur,
supposed to represent an "expert consumer”, asr@,who is accuracy-motivated and got
access to relevant data bases. The manager's t@sgurchase electronic equipment of two
kinds, computer technology and telephone deviclksrélare three providers offering
hardware in both product domains. Let us assun@elious customers’ positive (+) or
negative (—) experience with all computers (C) aabephones (T) from all three providers, P
P,, P;, are available in a large database, from whichriaeager can draw a sample of any
size. On each trial, information search can benked not be, constrained in any dimension.
Thus, the decision maker may ask for an observatmut a particular provider Por leave
the selection of the next observation of any prewigp to a random process. Or he/she may
ask for an observation from product domain C aasldeproviders and evaluative outcome
open. Or he/she may ask for an example of a negakliservation (—) about providey, Br

about a positive aspect (+) of ProvidgraBserved in domain (T). Or, last not least, he/she
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may leave all three aspects unspecified and jlistoaghe next randomly drawn observation
from the entire database.

Let us assume that the true environmental disiohuh the database of positive and
negative entries referring to the three providerthe two product domains is the one given in
the upper chart of Figure 1 (Ecology A) — let ub itahe “skewed world”. This database
contains twice as many positive as negative enfioieall three providers and for both product
domains. With regard to domains, the ratio of @ &ntries is also 2:1 and, with regard to
providers, the ratio of entries on, P, and B, respectively, is 4:2:1. Although the
distribution is skewed in all three dimensions calhtingencies are zero; the 2:1 ratio of + to
— entries remains constant across all providerspanduct domains. Would a manager who
can gather as many data as desired, using anggtrdigure out these true parameters of the
environment? Or would the manager come up withaadal picture of the world?

Natural sampling The answer depends crucially on whether the iecimaker restricts
information search consistently to a strategy kfzest been called natural sampling (Gigerenzer
& Hoffrage, 1995). Natural sampling means to dramdom events from the entire database,
without ever restricting the baserates of providprsduct domains, and evaluative outcomes.
In other words, natural sampling means to refreomfall directed information search. If
decision makers apply natural sampling all the tithe expected three-dimensional
distribution in the sample will indeed conserve phheperties of the universe (as in Figure 1).
However, the price for such representative, unbliasatural sampling is that information
search cannot be tailored to the task at hand. Weehaserate of observations about the
provider of main interest, or the product domaimafin interest, is very rare, focusing on that
specific provider and product domain is not alloywear is it possible to concentrate
selectively on positive (+) and negative (—) evehitsquired in a certain problem context.
Whenever the strategy deviates from natural samalitd concentrates on specific aspects

more than others, to pursue a specific hypothedisst goal, the resulting sample will not
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conserve the properties of the universe. The infdion resulting from selective sampling can
only be trusted for the restrictive purpose forethit was selected (e.g., a specific provider in
a specific domain). Using such a purpose-consttasaenple for other purposes will often
lead to seriously distorted and inaccurate decssion

Selective samplinglo anticipate an important result, hardly anyisiea maker
engages systematically in natural sampling, obsgrpassively and giving away the chance
to focus actively on specific providers, producimdans, and outcomes. This divergence from
natural sampling inevitably produces sampling tsager example, consider what happens
when the consumer faces the problem of diagnobie@tigin of deficient products but
deficient products are very rare. Very likely, infaation search will focus on the rare
negative outcomes. Such a selective sampling schelinehange the valence baserate,
turning 2/3 positive (and 1/3 negative) entriethie universe into, say, 1/3 positive (and 2/3
negative) entries in the sample. Such oversamplimgre events will not distort the kind of
diagnostic judgments that were the purpose of sedéesearch. That is, judgments of the
origins of negative outcomes, like judging of pfader R / —) or p(domain C / -), will be
unbiased, just as odds ratios such as pp/ p(R / —) will be unbiased. However, as a
consequence of valence-bound sampling, all samgdeebjudgments that use valence as the
dependent variable, such as estimates of p{}drp(+ / Rin domain C) or p(-), will be
biased. Depending on the proportion of trials omcWisearch has been constrained by
valence, the sample proportions of + and — outcaeféect the decision maker’'s own
selective search focus. As a general rule, toxkenéthat any variable constrains the
sampling of information, the subsequent estimabibtinat variable is no longer unbiased. To
that extent, the distribution of this variable eefis the decision maker’s search strategy rather
than the true environmental parameter.

Why then do people not refrain from conditionabimhation search? Why do they not

exploit the advantage of natural sampling? An apmiaainswer is because disadvantages of
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natural sampling may outweigh its advantages. Biratl, natural sampling can be very
expensive. If one is interested in a rare cell patural design (e.g., in deficits (-) of provider
P; in domain T; cf. Figure 1), natural sampling wotadjuire one to collect a huge number of
observations until a sufficient information for tfeeal cell is attained. This pragmatic
problem is further exacerbated when more complasigds include, for instance, the
Cartesian product of valence (maybe more than&@sgx providers (maybe more than 3), x
product domains (maybe more than 2) x recencyfofimation (old vs. recent feedback) x
prize level (high, medium, low) x validity of inforation source x further variables. The
number of design cells can easily increase to surinountable number. Information about
the rarest cells would be hardly accessible throvaghral sampling. If the decision problem
(e.g., analyzing deficits ofsfn product domain T) calls for data from particutalls, a
selective sampling strategy may be necessary aaqutiad, such as positive testing (Klayman
& Ha, 1987; Oaksford & Chater, 1994), which meanadtively search for those events that
are in the focus of the task or hypothesis, howear they are in the universe.

Unequal sample size, or impoverished evidence famncells, is but one problem of
natural sampling. Another, equally severe problesih human learning, which is of course
dependent on a sufficiently large sample of leaynirals. Even when observation time were
unrestricted and inexpensive, very rare eventsikaly to evade learning and memory, due to
inhibition from more frequent neighboring eventkete is ample evidence that when the
same trend is observed in two categories (e.gsdahe positivity ratio for fand B) but the
number of observations is different (i.e;,dhd R differing by the ratio 4:1), then the trend
(i.e., the preponderance of positive evaluatioril) lva more readily learned for the larger
category Pthan for B, due to less inhibition and more extensive leaym@irperience for the
former (see Fiedler, 1996; 2000; Fiedler & Waltt#03). Thus, even when after a long
period of natural sampling from rare event clasBegesulting sample is sufficiently large,

learning and memory may still be impaired.
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At a more fundamental level, even the very posgilf truly natural, unconditional
sampling may be questioned. In reality, unlikeitheal world of statistics text books,
information search is inevitably conditional on thexision maker's position in time and
space, and his or her psychological distance frardecision target (Fiedler, in press). A
consumer will be hardly able to sample informatdaout all products, providers, markets,
and product attributes non-selectively. Rather,espnoducts or markets will be closer and
others will be more remote; advertising structusssler products and brands differentially
available; positive evaluations of products arardjemore available in the information
ecology than negative evaluations; and consumemgdkng is mostly confined to the present
time and to one's own country or regional marked@sosed to the past and remote places.
For these and many other reasons, literally uncainstd sampling is pragmatically
impossible. What makes the situation even wordieaisthe consumer normally has no
knowledge whatsoever about the sampling constrampssed on newspapers, TV-
advertising, or the Internet. Thus, when encounggtiie positivity rates of providers or
product domains in the media, or when assessingetative proportion of deficient products
associated with a particular provider, the consuthoess not know if and to what extent the
media have been sampling naturally, and by whabfabe observed rates have been
selectively over-sampled or under-sampled. Theeefeven when given a free choice, real
decision makers can hardly realize the ideal ainshsampling.

Conversely, one may ask why decision makers dal@bdon natural sampling and
rely on selective samples tailored to the decipiaiblem at hand. For instance, if the problem
context calls for consumer judgments of the prapomp(+ / R vs. B, P;) of positive
evaluations (+) of provider;#n comparison to other providers, P5;, then one is on save
ground when one samples an equal number of obsmrsatbout all three providers in order
to compare their positivity proportions. These mmjons will be unbiased regardless of the

provider baserates in the population. To repeatpsabased judgments are unbiased as long
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as the dependent variable of the judgment task@rtion of + valence) has not been used
for selective sampling. Biases and distortions wailly result when judging a variable on
which sampling was contingent (e.g., when attrilyifpositive or negative product
evaluations to Pvs. B, P, based on a sample that greatly over-represeatsaberate of,P
Having understood this simple rule, the consumghitravoid all biases and shortcomings
just by tailoring the sampling process to the judgtrproblem at hand and by not misusing
samples drawn for one purpose for another purpose.

Simple and straightforward as this solution migtyesar, it is hardly feasible for several
reasons. First, consumers (like organisms in génewamally do not know the constraints
imposed by nature on the observations to which #éneyexposed in reality. When hearing
someone tell a bad story about a specific car,jmnweading a comparative article about
cars, or when drawing on his or her own memoryctsrexperiences, one hardly ever knows
to what extent the underlying sampling process ceastrained. Second, even if it were
known exceptionally, the constraints may changé eéch and every new observation. And
third, the maxim to utilize for every judgment omhpse samples that were drawn with the
independent variable in mind, and to fully ignoaenples that were drawn with the dependent
variable in mind, implies an untenable model of\lemige representation. The consumer
would have to hold simultaneously many differeqresentations of the same relation
between providers, product domains, and valenaeef@ each sampling strategy that has
been used (or imposed externally) for the collectbdata. Some introspection and some
logical reflection tells us that knowledge is naganized this way by sampling strategies and
that it would be impossible to administrate suchudtiply split, uneconomical memory. In
general, for each k-tuple of variables (e.g., thee of valence, providers, and domains),
knowledge would have to be separately stored fon sampling strategy that is conceivable.

Therefore, tailoring the sampling process to thexs judgment purpose is only possible in



10 Ultimate sampling dilemma

exceptional cases, in which decision makers dagigion prior knowledge but have
unrestricted control over the sampling processaaess to the entire universe.
Impact of Particular Sampling Schemes

Thus, the ultimate sampling dilemma is like sailbeween skylla and charybdis.
Natural sampling is potentially unbiased but veqgensive, insensitive to rare events, and in
reality often not feasible. Selective sampling wrenfeasible, especially when focusing on
rare events or pursuing specific hypotheses, leutdbulting sampling biases will very likely
carry over to judgments of variables that somehomtributed to information search. Facing
this dilemma, one has to admit that real-world siecis are likely to rely on information that
entails sampling biases. Let us now elaborate em#tture of these sampling biases and their
consequences for the decision process. So whaawithnager do when facing the task
depicted above? Granting that he or she will nioaire from active information search, what
alternative search strategies might be used?

Output-bound samplingOne typical strategy is to make information skamntingent
on certain outcomes. An individual motivated by ¢joal to avoid regret and not to make
mistakes could mainly look at negative outcomeasibg the information sample toward
negative outcomes. All sample-based estimateslehga (either unconditional or conditional
on specific levels of the other variables) willnhiend to be too negative. If there are indeed
differences between providers, sampling of an egruaortion (or any other constant ratio)
of positive and negative events will obscure thaifferences. Lacking a priori knowledge of
the true outcome proportion, the decision makeenkxaows what proportion to sample.

One might correct for the bias, in principle, ifeonas meta-cognitive insight into the
sampling bias. However, as will soon be apparent) sneta-cognitive monitoring and
control of sampling bias will be hardly successiécision makers will normally take the
sample evidence at face value and base their judigra@d decisions directly on the

corresponding sample statistics (Juslin et alpr@ss; Kareev, Arnon & Horwitz-Zeliger,
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2002). If the sample proportion of positive outcenmsedownward biased due to selective
attention to negative outcomes [say, if the samppdportion p*(+ /R & C) = 1/3 = .33,
whereas the invisible proportion in the universp(is/ R & C) = 2/3 = .67], estimates will
follow the visible sample proportion (Fiedler, Bxinann, Betsch & Wild, 2000; Juslin,
Winman, & Hansson, in press; Kareev & Fiedler, 2006th little attempt to correct for bias.

Thus, output-bound search by valence will leadiasds in judgments that use valence
as a dependent variable, such as judgments of (& /C). However, while backward
judgments using valence as an independent varid®esstimates of pP& C / —) or p(R &

C / +), should be unbiased, they may be distortedifferent reasons. For instance, when
judging, in the context of a liability affair, thi&elihood with which different providers are
responsible for deficits, the most prevalent previgl and the most prevalent domain C will
bear the strongest association with negative evelais the task focus been on diagnosing
origins of positive outcomes, in contrast,a@d C might have been most strongly associated
with positive information. However, note that tla¢tér judgment effect would reflect biases
in associative memory rather than sampling biasgsep.

Input-bound samplingAs the valence of outcomes can be considerebbgfieal
dependent variable of the problem, an "experimesaaipling strategy" consists in assessing
valence as a function of providers and domainspfiagian equal number of observations
from all 3 x 2 cells of the design. Although an exmental design is commonly considered
optimal, it is not bias-free at all (Brunswik, 19%3hami, Hertwig & Hoffrage, 2004;
Hoffrage & Hertwig, 2006). On one hand, when infatiran search leaves valence open and
constrains providers and domains to be orthogomah the resulting estimates of valence
(conditional or unconditional) are indeed unbiased.the other hand, however, when the
need arises to estimate the likelihood that a icepievider or domain caused a negative
outcome, then all differences between providersdomains have been blurred through the

"experimental” scheme.
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There are other insights prevented by experimesatalpling. Consider, for example, the
environment in the bottom chart of Figure 1, whiepresents a case of Simpson’s paradox.
On one hand, pooling across product domainsitiesthat the positivity rate is higher fog P
than B than R. On the other hand, when product domains are taiteraccount, it turns out
that the positivity rate is markedly higher in dom@& than T and that the seeming advantage
of P; is merely due to #5 mostly providing products from the superior domg&. As the
mediating impact of domains is partialled out, cannpg providers separately within both
domains, then fs no longer dominant. Such a spurious correlaomediational effects
(Baron & Kenney, 1986) go undetected if the cotretabetween providers and domains is
eliminated in an orthogonal design (Fiedler, 2000).

Mixed strategiesin reality, information search is characterizgdhixed strategies,
anticipating the need to estimate different aspeictse same decision problems. Decision
makers sometimes exhibit natural sampling, sometiiiteonly the provider, only the product
domain, or only the evaluative outcome, and ohdtiler trials they consider specific cells of
the design. Seemingly, such a mixture should reéswaltflexible representation of the decision
problem from all vantage points. In fact, howetke resulting sample is so complexly
contaminated with bias that it is practically impitde to reconstruct the original environment
from the sample. This is especially so when sargpmot under the decision maker's own
control but imposed by an information ecology tihe¢s not reveal its sampling constraints.

The ultimate sampling dilemma can thus be formdlatefollows. When all
information pertaining to a decision problem iefyeavailable and the decision maker is
motivated to solve the problem rationally, he/sheet a dilemma between two sampling
schemes, either to refrain from all active informiatsearch and to rely on natural sampling or
to engage in deliberate information search, engymadvantages but obscuring the original
environmental distribution. The former strategylwdnserve the true data structure, but the

costs and time required to collect any, let alailble information about rare events can be
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immense, and memory will be biased toward moreueat event combinations. The latter
strategy can be tailored to fit the focus of thektat hand, but the resulting information
sample will distort other judgments for which tlagple was not tailored. Any mixture of
these two opposite extremes will result in an ioglable combination of both problems.
Metacognitive Myopia

Assuming complete rationality, to be sure, one naginrect for any biases inherent in
the sample. Estimates of any measure would habe twrrected downward or upward
dependent on the degree to which it has been @epled or under-sampled, respectively,
using Bayesian statistics. However, the computatiamrk required for such a Bayesian
correction would exceed human capacity for modtpegblems, and the necessary statistics
(baserates, likelihood ratios, conditional deperdss) are hardly ever known. For instance,
to re-compute the original proportion p(+4) BFom an observed sample proportion p*(+) P
of positive evaluations of providef,Rone would have to know, for each individual
observation, on what combination of factors (prev&ix domains x valence) it was restricted.
Separately for each combination of sampling comdsathe degree of over- or under-
sampling would have to be calculated, and the cbar algorithm would have to be a
weighted average of all correction factors compditecdach combination of sampling
constraints. It goes without saying that such astrons task is unlikely to be mastered,; it is
virtually impossible to be solved because in rgalie seldom know the sampling constraints
including all conditional dependencies for evengs observation.

It may be for this reason that decision makers feedved what might be called meta-
cognitive myopia (Fiedler, 2000; Fiedler, Freytag)J&kelbach, in press; Fiedler & Wanke,
2004; Juslin, Winman & Olsson, 2000; Kareev e2@Q2; Winman & Juslin, 2006). Thus it
appears as if even highly motivated judges do am about the origin and the history of the
sample data on which they base their judgmentsy &reoften remarkably accurate relative

to sample itself. But they are short-sighted, if blond, regarding the way in which a stimulus
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sample was generated. They take the sample siatistigranted, accurately but naively, as if
were an unbiased snapshot of the underlying re@lityFiedler et al., 2000; Juslin et al., in
press; Kareev et al., 2002; Winman & Juslin, 2006).
Plan of the Present Research

In the remainder of this article, | elaborate oa ithterplay between inevitable sampling
effects and meta-cognitive myopia. | first presestmulation study that illustrates the
strength and scope of the biases resulting froferéiit sampling strategies. Then, another
section will be devoted to experimental evidenaaualthe way human decision makers deal
with the ultimate sampling dilemma. Both simulasand experiments will keep within the
same task setting that was used in the introduetibanying computers and telephone
equipment offered by three providers based on dtpositive and negative feedback — within
the ecology depicted in Figure 1.

Biases Resulting from Different Sampling StrategfeSimulation Study

Methods and Design

To provide a systematic analysis, a simulationystuas conducted. Sampling biases
were studied as a function of sampling strategugs, reference to two types of judgment
tasks. One task calls for inferences of the comaliti probabilities of positive outcome given
different combinations of providers and domains/B(,C), p(+/P2,C), ..., p(+/P3,T),
allowing for relative evaluations of providers atwimains. Let these inferences be called
causalor forward inferences, because providers and domains canreeiged as causing
evaluations. The second task callsd@gnosticor backwardinferences, based on reverse
conditional probabilities p(P1/-), p(P2/-), ..., pt% ... p(P3,T/-). Here, the resepctive
sample statistics are used to diagnose the oiiilgiRY, P2, P3 x C,T) of + or — outcomes.

In accordance with Figure 1 (upper chart), a dasebncluded 480 positive instances
(+) about provider Pin domain C; 240 instances of +, E; 120 instances of +3FC and so

forth. Each simulated sample consisted of n = b8@ances, drawn randomly within the
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constraints imposed by the different strategieso $ets of indicators (for causal and
diagnostic inferences) were calculated for eachpgam

The manipulation of sampling strategies was baseith® following assumptions.
Decision makers should be completely free, on @#dnmation-search trial, to engage in
natural sampling or to restrict the informationrsban one, two, or in all three dimensions.
Thus, the decision maker may just ask for the pede of evidence, leaving open whether
the valence is + or —, whether the provider;isH, or B, and whether the domainis C or T.
On such a natural-sampling trial, the computer raitidomly draw one item from the whole
population, with each item in the universe havimg $ame probability of being drawn.
Alternatively, she might want to see an observasibaut R, leaving open domain and
valence, or ask for a + item from the C domaira eritem about £in the T domain, or
solicit any other combination of {+, — , open} ¥, P, P;,open} x {C, T, open}. The
computer makes a random draw from the restrictedediof all items in the population (e.g.,
from all +, R items when + and;Rare asked for).

The simulation involves different combinations estrictions in all three dimensions.
Altogether, the study uses a 7 (restrictions owideys) x 7(restrictions on domains) x 7
(restrictions on valence) design. The seven reisinidevels on providers are:

(1) Unrestricted on all 100 trials (natural samgjin

(2) 40 unrestricted, 3QP15R, 15k

(3) 40 unrestricted, 2QP20R, 20R

(4) 40 unrestricted, 153P15R, 30R

(5) O unrestricted, 5QP25R, 25R

(6) O unrestricted, 33P34R, 33R

(7) O unrestricted, 25P25R, 50R;

Thus, across the seven levels, the proportion mfatncted, natural sampling decreases

from 100 (level 1) to 40 (level 2-4) to O (levelr-and within these three blocks, the
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enforced proportions of items drawn for the thremvyglers change. Likewise, for the
dichotomous domains and valence factors, respégtivie seven constraint levels are:

(1) 100 unrestricted

(2) 40 unrestricted, 45C, 15T for domains; 40, 4B, for valence

(3) 40 unrestricted, 30C, 30T for domains; 40, 38~ for valence

(4) 40 unrestricted, 15C, 45T for domains; 40, 45~ for valence

(5) 0 unrestricted, 75C, 25T for domains; 0, 795~ Bor valence

(6) 0 unrestricted, 50C, 50T for domains; 0, 503~ $or valence

(7) 0 unrestricted, 25C, 75T for domains; 0, 29~ Tor valence

Altogether, then, we simulated all 7 x 7 x 7 = 34&tegies, or combinations of
constraint levels, running 106plications per strategy and calculating two sétadicators
for each 100-item sample, corresponding to bothgyg judgment task:

p(+ / provider, domain): forward inferences of tikelihood of positive valence given
all combinations of 3 providers and domains; and

p(provider, domain / —): backward inferences ofdhgins, in all combinations of
providers and domains, of negative outcomes.
Results and Discussion

Recall that the population distribution is skewedll three dimensions (cf. Figure 1):
more R than B, than B data, more C than T data, and more + than — Hataever, all
pairwise correlations are zero; the ratio of + e the same (2:1) for all levels of providers
and domains, just as the ratio of C to T is conqi&i) across providers and valence, and the
provider proportions are invariant across domants\alence. Thus, in reality, the correct
value of forward inferences, p(+ / providers, damyas always 0.67 (see Table 1). Similarly,
the correct backward inferences to the three peysicdboth from positive and negative
valence, in both domains (see Table 2), are al@d&y/5, 0.29, 0.14 (reflecting the 4:2:1 ratio).

The correct backward inference to domains C argivEn any provider or valence, is always
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0.67 versus 0.33 (reflecting the 2:1 ratio). Dawviag from these normative values in the top
row of Tables 1 and 2 indicate sampling errorsiasés.

Natural sampling Consider first the simulation results for a pymtural sampling
strategy (i.e., unrestricted sampling in all thad@aensions on all 100 trials). As tables 1 and 2
reveal, the average sample estimates resulting tinsrstrategy are quite accurate for all
forward and backward judgment tasks. Unrestriceading from a population yields
unbiased estimates — an elementary statisticsieskmwever, the drawback of this seemingly
ideal strategy lies in the paucity of informatidot@ined about the more infrequent event
combinations. The mean number of observations saihfpl the four rarest event
combinations is less than 4; for eight event clkagise mean number is less than 7.

Output-bound samplinghe next block in Tables 1 and 2 shows the impaoutput-
bound sampling. To the extent that decision matkkemnselves determine the proportion of +
versus — outcomes, not surprisingly, forward infiees of p(+/providers, domains) are biased
toward the self-determined valence rates. For el@mien search is unrestricted regarding
providers and domains, but the rate of + outcoraeoés all 100 trials) is set in advance to
be high (i.e., 75+, 25-), medium (50,50), or low,75), the sample estimates of p(+ /
providers, domains) reflect exactly these preddtegthvalues (cf. Table 1).

For another search strategy, decision makers reghie valence unrestricted on 40
trials and restrict the valence of the outcome amlyhe remaining 60 trials (e.g., gathering
75% negative outcomes when the aim is to diagnogms of deficits). As evident from the
next block in Table 1, the result of the mixturenatural and constrained output sampling
resembles the completely restricted sampling, bmiaus reasons. Mixing up 40% natural
sampling (i.e., 67% +) with 60% trials that impasgy 25% + (and 75% —) yields an overall
positivity rate of only about 42% (Table 1), wedllow the original population value of 67%.

Thus, output-bound sampling, even when only appbeal subset of trials, leads to

systematic biases in forward inference tasks. A®eted, to the extent that sampling is
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restricted (e.g., partially predetermined) in omaehsion, inferences concerning that
dimension from the other dimensions are biaseeérdmices in the other direction (i.e., from
the restricted dimension to other dimensions) neawribiased, provided the search strategy
leaves the dimension to be inferred unrestrictédisT backward inferences from restricted
valence to providers and domains closely resenhigl€drrect rates (cf. Table 2).

Input-bound samplingBy the same token, input-bound search (i.e.| totpartial
restrictions imposed on the proportions of prowsdar domains) leads to biases in backward
inferences, just as output-bound search obscuresifd inferences. For example, over-
sampling B cases and under-samplingdases leads to inflated backward inferences of the
likelihood that R rather than Pwas the origin of a negative (or else, a positougome.

Selective input-output samplinjote that all sampling strategies considered here
merely impose constraints on baserates, rathersitlantive attempts to induce expected or
desired contingencies. It goes without saying #éhstrategy that looks for many + outcomes
in domain C but mostly looks at — outcomes in domiawill result in an illusory contingency
between domains and valence. Although such motlyaedf-deceptive sampling may not be
uncommon in reality, | exclude these blatant chses consideration.

SummaryThus, simulations confirm that, by definitiontumal sampling is principally
unbiased but may not be feasible for differentoeasdue to the paucity of infrequent event
classes and the impossibility to focus selectieglfthe most interesting event classes. As this
major disadvantage of natural sampling is avoitkedugh active information search, the
resulting samples are biased in those dimensi@ishtve governed the information search
process. Selective focusing on positive or negatiteomes (i.e., output-bound sampling),
while informing unbiased backward estimates p(piexidomain / —), causes biases in
forward evaluative judgments of p(+ / provider, agom). Selective focusing on particular
providers and domains (i.e., input-bound samplinglds unbiased forward judgments p(+ /

provider, domain) but biased backward judgmenig(pfovider, domain / —). Mixed
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strategies that result from input-bound samplingame trials and output-bound sampling or
multiply constrained sampling on other trials leéadbiases in both forward and backward
inferences (see bottom blocks in Tables 1 andh$ixed samples render the
reconstruction of the original population charasters almost impossible.
Experimental Investigation of the Ultimate SamplDigemma

The simulation presented so far merely corrobonatest can be seen from the algebraic
notation alone, but it nevertheless helped to neieegthe direction and strength of the biases
and to understand some of its boundary conditibeisus now go one step further and
investigate the sampling dilemma experimentalljpgiduman participants rather than
computer algorithms. It can be expected that whieagmted with the same task as the
simulation program, human decision makers will bilthe same sampling problems. They
might engage in purely natural sampling, never taimgng their search on any dimension or
focussing on specific problem aspects. Assuming sustrategy, the samples informing their
decisions would be unbiased. However, such undidestarch would be very uneconomic;
extremely large samples would be needed to fillnlwst infrequent cells with a reasonable
number of observations. Memory capacity would beretelmed and motivation would be
exhausted. Therefore, rather than using naturapksagy decision makers can be expected to
actively focus on task-relevant information. Howebke price for such focussed search is
that the resulting samples can only be trusteddane judgments but not for others. Only
estimates of those variables that have not infladrthe sampling process will be unbiased.

Several previous studies have documented judgmasedthat reflect hard-to-control
sampling biases imposed by intransparent envirotsr(&redler, Brinkmann & Betsch, 2000;
Fiedler, Walther, Freytag & Plessner, 2002; Judial., in press). However, prior studies did
not tackle the impact of sampling biases in situratiin which information search is
completely transparent and fully under the judgestrol. Particularly, no prior research has

addressed the ultimate sampling dilemma, thahéstrade-off between natural sampling and
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selective, focussed sampling strategies. How oftiérparticipants spontaneously engage in
natural sampling under ideal conditions, and haeroivill they actively constrain their
sample? If they constrain information search, thidy do it consistently or change their
strategy from trial to trial, producing complexlyxad samples that are multiply biased?

Empirical answers were sought in two experimemt&Xperiment 1, information search
was fully controlled by the participants. Differesgarch strategies were solicited, though,
through manipulations of the task focus, or hypsithé be tested. In Experiment 2, natural
sampling was enforced. Both experiments togethmrige empirical evidence on how people
try to handle the ultimate sampling dilemma.

Predictions The main predictions derive from the analysithefultimate sampling
dilemma and from the simulation results. Regardirgeriment 1, it was expected that
consistent natural sampling should be very rasgebd, participants should tune their
information search to the task focus, taking irdocaunt that (some of their) judgments reflect
severe sampling biases. Moreover, due to meta-tregmyopia (cf. Fiedler et al., 2000;
Fiedler & Wénke, 2004), judges should readily mtythe same samples for forward and
backward judgments, regardless of whether samplirigbeen contingent on the independent
variables (provider, domain) or the dependent éiévalence) of the judgment problem.
Consequently, output-bound sampling (i.e., obsquitire valence baserates) should result in
biased forward judgments of p(+/providers, domai8ghilarly, input-bound sampling (i.e.,
constraining information search to specific provi&der domains) should produce biases in
backward diagnoses of negative outcomes, that isitings of p(provider, domains / —).
Mixed-sampling constraints (i.e., obscuring thedbates of two or more variables) should
produce biases in either direction. When natunaimg is enforced in Experiment 2, the
typical biases resulting from selective samplingudth be eliminated, but new problems
should arise. Sampling errors and regression sf{f&aedler, 1996; Furby, 1973) should

render judgments about the least frequent desigrbe@tions extremely inaccurate.
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Experiment 1

Participants were asked to take the role of a tepdianager whose task is to purchase
hardware equipment for an organization. The cot@ysaid there are three providers,
MediaCom, EMG, and Hi-Tech (in the following derbt@, P,, P, respectively), offering
products in two domains, computers and telecomnatioic, and that former customers’
positive and negative experiences were stored gxhaustive electronic data base.
Participants were free to gather as many obsenafiom the data base as they considered
appropriate. The task focus was manipulated todedorward inferences versus (diagnostic)
backward inferences. Either forward comparativduataons of the positivity of providers,
p(+ / Providers, Domains), or backward diagnostdgments of the origins of negative
outcomes, p(Providers / —), were called for. Anothanipulation, provider focus, pertained
to a specific provider that had to be compared withothers. The focal provider was either
P1 (most frequent provider, see Figure 1) e{mrest provider).

The first prediction, to repeat, was that natuaahgling should be rare. Most
participants should resort to selective samplimggdpcing some mix of input-bound and
output-bound sampling. Second, a task focus ortipesvaluation, p(+ / Providers,
Domains), should induce predominantly input-bouawhgling (by providers and domains)
and, if output-bound search occurs, the focus shibelon positive outcomes. In contrast, a
task focus on diagnosing deficits, p(Providers, Rors / —) should encourage output-bound
samples biased toward negative outcomes and, enafasput-bound sampling, enhanced
interest in the focal provider. And third, depergdon the degree of input-bound and output-
bound sampling — which can vary between task feouslitions and between individual
judges — biases should carry over to backward amorivard judgments, respectively. More
positive forward judgments are predicted when adfmund sampling concentrates on
positive outcomes, encouraged by a task focus i B(oviders, Domains), rather than

negative outcomes, given a focus on p(ProvidejsThe strength of these biases should
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correlate across judges with the strength of saigliases. Backward (diagnostic) judgments
of the origins of negative outcomes, p(Providers Should tend to blame the most
frequently encountered provider, Rnless input-bound sampling focuses on another
provider. Whether this occurs should depend, finalh the provider-focus manipulation. A
focus on R as the provider of main interest should increaseskew of the data base,
strengthening the association betweeaitl the other prevalent aspects in the sample. A
focus on P should strengthen attribution of negative outcotnds in backward diagnostic
judgments. A Pfocus may also strengthen the learned associatiBpand positive
outcomes in forward evaluations. These tendenbiesld be attenuated or reversed when the
focus is on B, so that the major role played byiB obscured in the sample.
Method

Participants and DesigrFifty-six male and female students of the Uniitgrsf
Heidelberg participated either for course creditoopayment. They were randomly assigned
to one of four groups representing all combinatiohgrovider focus (on £vs. B) and task
focus (positive evaluation vs. diagnosing deficits)

Materials and ProcedureParticipants arrived alone or in groups of twaita They
were seated in front of separate computers thairasbered instructions, stimulus
presentation, and dependent measures. Instruconsssted of the cover story — to play the
role of a manager whose task is to find out thé pexs/ider for purchasing computers or
telephone hardware, based on former customergiy®sind negative reactions concerning
all three providers in both product domains. Therhe specific part of the instructions, two
aspects were manipulated, task focus and provadessf between four experimental groups:

In the positive evaluation,Pocus condition, judges were asked to make forward
evaluative inferences of the positivity of providgrin comparison to other providers.

In the positive evaluation sRPocus condition, judges were asked to make forward

evaluative inferences of the positivity of providgrn comparison to other providers.
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In the diagnosing deficits,;Pocus condition, judges had to make backward eénfees
about causes of negative outcomes originating icoMpared to other providers.

In the diagnosing deficits,sRocus condition, judges had to make backward @énfees
about causes of negative outcomes originating icompared to other providers.

The translated instructions in the Appendix shoat fharticipants were explicitly
instructed to make inferences about the evaluatigamoviders in the whole database, or
inferences about the origins of deficits in theathasse, as distinguished from the sample. It
was then explained at length that participantsetsample as many observations as they
liked, from the database in which the reactionfooher customers had been stored. They
were completely free in their search strategy. @metrial they could either call for an item
drawn at random from the data base (fully uncoimst or an item about provideg Brawn
at random from all Pentries in any domain or valence category, orpasjtive reaction from
the computer domain, about any provider, or angrotiombination constrained in 0, 1, 2, or
all 3 dimensions. A 2 x 3 x 2 cube was presentaglgcally on the screen, with the rows
labelled “Computers” and “Telecommunication”, th@wnns labelled “MediaCom, EMG,
Hi-Tech” and the foreground and background slitelled “positive” and “negative”. Below
the cube, the response keys that could be usezhstrain sampling in any subset of the three
dimensions were marked in three rows (i.e., they @ key in the upper row to select
domain C or T; the G, H, J keys in the middle rovs¢lect provider £P,, or R,
respectively; and the B and N keys to call for@r + outcome). They could fix any value on
any dimension, or leave a dimension open. The geaptlisplay supported the instructions
such that when a certain value on a dimension ixed,fthe other values disappeared (e.qg.,
when domain C was chosen, only the upper row ottie remained; when ®as chosen,
the other columns were removed from the display.etc

After the participant had indicated his or her ¢omats, the computer randomly

selected one out of all items in the databasentieathe constraints chosen. Altogether the
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database was defined by the same population distribas in the simulation above (Figure
1). If the item drawn was positive, the computéected a positive comment from a pool of
240, such as “If one needs maintenance, somebaaynsdiately available.” If it was
negative, the comment was selected from a pootgétive ones, like “If one needs
maintenance, nobody is available.” This item wantpresented for threconds on the
screen, inserted in the cube position that cormedeo to the domain, the provider, and the
valence. Participants knew that they could ternaimafiormation search at any time, by
pressing the Escape key.

Dependent measureghe main dependent measures were percentagennés from
the samples observations to the data base. Partisigvere reminded of the distinction
between the sample they had drawn and the overtalbdse, and they were then asked to
infer the percentage of positive entries in th@ldase concerning each provider: “What is
your estimate of the proportion of positive infottioa entries in the entire database (across
product domains) for the provider MediaCom / EMG/Tidch, among over all information
stored about this provider?" In addition to thessvard inferences, they were then asked to
make backward inferences of the proportion of dsfihat were due to each provider: "Now
consider exclusively negative information. Pleastémeate what percentage of all negative
information in the entire database originates eglovider MediaCom / EMG / Hi-Tech."
(The same backward inferences were also solicttethe origins of positive outcomes, with
similar results, not reported here).

Finally, at the end of the session, the three-dsimral cube appeared again on the
screen, just as during stimulus presentation, adggs were asked to estimate (in cardinal
frequencies) how many observations they had sanipedeach cell of the 2 x 3 x 2 scheme.
Although possibly by the preceding inferences, éresmple estimates were included if only
to ensure that judges were aware of the distindigiween the sample and the population.

Results and Discussion
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Basic sample dataConsider first some basic descriptive data abmisamples drawn
in the present task situation. The average sizkeo$elf-determined samples across all
conditions was 51.29. As Table 3 shows, samplevsaesomewhat larger when the focus
was on the rare provideg Pather than P reflecting the need to sample longer where
environmental supply for the focal provider was low

As expected, natural sampling occurred very raifhg proportion of trials on which
the average participant engaged in unconstrairedisevas 0.11 across all conditions,
ranging between 0.08 and 0.19 under specific instms (cf. Table 3). No differences
between conditions were significant (all Fs < 2)yOone participant engaged in natural
sampling consistently, across all trials, anothex on 98% of the trials. All other participants
chose natural sampling on less than 50% of theistr

Instead, virtually everybody constrained informatgearch in one or more dimensions
on a large part of all trials. The average prewadenf trials constraining search to a specific
domain was .66 across all conditions, .81 for (Bmdy positive evaluation as compared to .51
for (backward) diagnosing deficits. The correspagdask-focus main effect was significant,
F(1,52) = 13.75p = .001. Similarly, the proportion of trials on whione specific provider
was fixed was higher for a positive evaluation ), Wwhich is a forward task, than for the
backward task, diagnosing deficits (.58}1,52) = 5.66p = .05 (overall average = .63).
Together, these two findings provide a successaripulation check. Apparently, forward-
evaluation instructions induced more experimerttakegies (i.e., search conditionalized on
the independent variables, domains and providees) backward-diagnosing instructions.

Whereas the tendency to conditionalize search ovigiers and domains (i.e., input-
bound sampling) is reminiscent of experimentaltegi@s, the strong output-bound sampling
tendency to call for either + or — outcomes is nsagrising. On average, the proportion of

trials on which participants restricted the outcdtoet or —) was .718 across all conditions.
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Curiously, output-bound search (cf. Table 3) wastetevated in the forward-evaluation,/ P
focus condition (.83), but the differences betwerperimental groups were not significant.

Unfortunately, due to a mistake in the computegmm, when sampling was
contingent on a provider, the specific providersdgrowas not registered. This precluded a
systematic analysis of provider baserates in thgpkabeyond the correctly assessed fact that
provider was rarely left unspecified (i.e., only.4® of the trials).

Sampling biasesGiven that natural sampling occurred so rarely wat almost all
samples were restricted in one or more dimensigag;an next examine whether the
resulting samples were biased systematically,ishathether the rates of specific domains,
providers, and evaluations in the samples deviated the original baserates in the
population. Recall that the population distributisas skewed in all three dimensions (i.e.,
2:1 baserate ratios for domains and valence, and:th1 ratio for providers). This original
skew was clearly reduced in the samples acquiedecting regression toward more equal
baserates (Table 3). The proportion of observativag/n from the more frequent C domain
was .577, due to input-bound sampling, as comparédan original baserate of .667.
Likewise, the proportion of positive items decrehfem .667 in the population to .4@bthe
sample, due to output-bound sampling.

Estimates of sample frequenci&be data registration failure for the providerss#n
precludes an analogous check for this dimensiontheusubjective estimates of sample
frequencies afford a substitute here. As evidemhfifable 4, estimates of the observed
frequencies of the 12 event combinations were lgleagressive; that is, actually existing
frequency differences were underestimated. Howetvisralso apparent that the average
participant correctly found out the ordinal diffeces between domains, providers, and
valence levels, and that the focus manipulatiomsted the intended influence. Thus, when
the focus was on;Rather than g the higher prevalence of Bata was more apparent. And,

the high prevalence of positivity was more evidehen the task focus was on evaluating
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positivity than on diagnosing deficits. All theséferences proved significant in a domains x
providers x task focus x provider focus ANOVA tlmhot reported here to save space.

More importantly, the sample-frequency estimatesaafor a first check on the major
phenomena encountered in the simulation studyaipént to biases in forward evaluations
due to output-bound sampling and biases in backdiaghoses due to input-bound
sampling. Because judges varied in the degree ichvthey solicited positive data, the
consequences of output-bound sampling is evideatsignificant correlation (r = .413, p <
.01) between the individual proportion p*(+ / .) of pibge items sampled, across all domains
and providers, and the estimated positivity praparfi.e., the sum of all six positive
frequency estimates, divided by the sum of all weedstimates). With regard to input-bound
sampling, which could only be examined for domaihs,proportions of items chosen from
the C domain was similarly correlated (r = .404 91) with the pooled estimated frequency
proportion of C items in the sample.

Judgment biase©f most interest is the question whether biasesa samples actually
led to errors and biases in the eventual populatifamences. Let us first consider forward
inferences of the positivity of the three providgrét/ R, P, P5), as assessed in three direct
ratings. Recall that output-bound sampling of pesibutcomes and, consequently, positively
biased population inferences, were predicted wherask focus was on positive rather than
negative information. Table 5 provides the perttmarans as a function of focus conditions.
Apparently, both predictions are clearly borne &dgsitivity rates in the samples were higher
for positive evaluation (.64 and .63, for &d R focus, respectively) than for diagnosing
deficits (.41 and .30). Accordingly, the averagedgyercentages of positive information in
the data base (across all other conditions), wgtsehiunder the former (M = 48.56) than the
latter task focus (M = 38.10; cf. Table 5).

For an appropriate statistical test, an ANOVA wasducted with task focus and

provider focus as between-participants factorsaodntrast between ratings &d average
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ratings of B and R. The predicted judgment bias was apparent inkafteesis main effect,
F(1,52) = 9.33, p < .01, reflecting more positimerences when the task focussed on positive
evaluation rather than diagnosing deficits. Regamslbf this self-generated bias in the
stimulus input, the sample was taken as observathking population inferences, turning the
sampling bias into a judgment bias. The provideu$ox task focus interaction was also
significant, F(1,51) = 15.11, p <.001, as the faskis effect was mainly due to judges who
focused on provider;PDue to the highest density of information asseciavith R, this
provider was most strongly associated with the gmadant valence.

< ### Correlation across Ss with output-samplirag bi

As expected, the impact of input-bound samplingdsas also manifested in backward
attributions of negative outcomes to providerds compared with the other two providers, P
and RB. From the means in Table 5 it is evident that tiegautcomes were generally
attributed to B, who was most frequent in the database, excephélpackward Pfocus
condition, in which Pwas associated with a focus on negative obsenstithe deviant
result for this group was manifested in a three-prayider-contrast x task type x provider
focus interaction, F(1,52) = 7.81, p < .01, as \aslh two-way task type x provider focus
interaction, F(1,52) = 12.09, p < .01. Altogethbese findings corroborate the assumption of
sampling biases carrying over to analogous judgroeses, due to meta-cognitive myopia,
that is, judges’ failure to control and correct $etf-generated sampling biases.

Experiment 2

In Experiment 1, when search strategies were cdeiplfree, participants rarely chose
natural sampling. They rather constrained infororatearch to specific domains, providers,
and valence levels. As a consequence, the resshimgples exhibited distinct biases, and the
final judgments were biased accordingly. One magimjecture that the major problem
merely lies in the failure to apply natural samglirlowever, the ultimate sampling dilemma

entails good reasons to suspect that natural sagiplay also lead to inaccuracy.
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A second experiment was therefore conducted, wieiphicated Experiment 1 in all
respects, except that natural sampling was enfoAdegarticipants were exposed to an
unconstrained random sample of observations dreavn fhe same population as in
Experiment 1. The predictions were straightforw&d.aggregate, across all judges, the
resulting sample should provide an unbiased piatfitbe universe. However, at the level of
individual judges, samples should be impoverish&l mespect to rarest events, leading to
inaccurate and highly regressive judgments. More@sethe degree of regression (i.e., the
underestimation of positivity rate) should increas#h decreasing sample size, judgment
biases should come in through the backdoor, thraliffgrential regression. The same high
degree of positivity should be judged to be loveeriffrequent than for frequent providers.
Methods

Participants and Desigrrhirty-ninemale and female students of the University of
Heidelberg participated. They were randomly asslgneghe same four instruction conditions
(resulting from orthogonal crossing of task focod arovider focus) as in Experiment 1.
Because natural sampling is fully random, neitask focus nor provider focus could affect
the sampling stage. However, the two treatmentéingigl influence selective memory and
attention to task aspects and providers duringditiad judgment stage.

Materials and ProcedurelThe same computer program (including all instaingt and
dependent measures) was used as in Experimentdpteor changes in the information
search instructions and procedures. Rather thang ladlowed to actively search for
information, participants observed a series of oka®ns randomly drawn from the data
base, without any restrictions. Stimuli appearea ednstant rate of 3 s per observation.
Information search was terminated as the partitipeessed the ESC key.

Results and Discussion
Basic sample datalrhe average participant sampled 35.21 obsen&a(®b = 20.90).

As expected, natural sampling led to impoverishetd €or the less frequent combinations of
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product domains x providers x valence levels. Alififto the distribution of observations
sampled across these 12 cells (pooling over ppatits) closely resembled the population
distribution (cf. Table 6), the average individgample included less than 2 observations in
five out of the 12 cells. Even with doubled samgpiee, statistical inferences from these
infrequent data would be extremely unreliable. Thialso evident from the large number of
judges (out of 39) basing their estimates on oleskfrequencies smaller than, or equal to, O,
1, or 2 (cf. Table 6). Only when the lability ofdinidual samples is eliminated by pooling
over judges does natural sampling result in anrateyicture of the population.

Sample estimate$he major asset of natural sampling is appalgnand large, in
subjective estimates of the frequencies of thedi2ains x providers x valence combinations
(Table 6). Thus, at an ordinal level, the averaggé correctly reported that more positive (M
= 14.83) than negative observations (M = 11.16)lteeh sampled, that there were more data
for domain C (M = 14.03) than for domain T (M =94), and that the frequency of sampled
data decreased from B® P, to P (M = 14.46, 13.68, 10.85, respectively). Howewespite
of the average judges' conserving these ordinidrdifices, and the absence of a crude bias,
frequency estimates were highly regressive, yigldatios much smaller than the actual ratios
of 2:1 or even 4:1; cf. Table 6). When frequendynestes were transformed into proportions
to render them comparable to population proportitarge frequencies were clearly
underestimated whereas small frequencies were stvaged.

Note, however, that unsystematic regression eaoitarn into systematic bias when the
strength and direction of regression effects vaa@sss events. This is apparent from an
analysis of inaccuracy scores, that is, from theesil differences between subjective
estimates and objective proportions (cf. Tablel@ransformed into proportions). These
inaccuracy scores, which tend to be negative ®mntbre frequent levels on the domains,
providers, and valence factors but positive foragtient levels (reflecting regression), were

subjected to a repeated-measures ANOVA (including@aparticipants). Biases resulting
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from differential regression were apparent in sgrorain effects on all three factors,
reflecting selective underestimation (i.e., negaseores) for domain C, F(1,38) = 39.44, p <
.001, for the most frequent provider, F(2, 76) = 53.76, p < .001, and for positive
observations, F(1,38) = 18.35, p < .001. Similatg same basic regression tendency
produced three two-way interactions. The tendeaaynderestimate positive and to
overestimate negative observations increases famath T to C, F(1,38) =9.73, p < .01,
from P;to R to P, F(2, 76) = 8.67, p <.001, and the inaccuracieddhce between providers
is more apparent for domain C than for T, F(2,78P42, p < .001. Thus, as different aspects
were unequally affected by regression, the reguKirbjective estimates were severely biased
in all three dimensions as well as in their intéoaxs. Such a differential pattern of over- and
underestimation can be expected to be typical nfrabsampling in skewed environments.

Biased population inferencelset us finally consider the crucial dependent soee,
namely, the inferences about the population, amdisshed from the estimates of sample
frequencies. It was expected that biased judgnstrasid arise from extremely unequal cell
frequencies, as the same trend (e.g., the sanratiblof positive to negative outcomes)
should be more apparent for frequently observed thiararely observed events. In particular,
this implies that in forward evaluations of provisieassets the prevalent positivity should be
rated highest for the most frequent providgritermediate for 2 and lowest for the least
frequent provider £ To capture this sort of bias, a weighted sumese@s computed (cf.
Table 7) by multiplying the positivity ratings of,#,, and B by coefficients +1, 0, and -1,
respectively. The higher (i.e., the more positiveg score, the stronger the expected bias to
overestimate fand to underestimate i forward ratings of p(+/providers). For backward
diagnostic inferences, an analogous weighted sifquéproviders / —) reflects the tendency to
attribute deficits to the frequent;jRrather than infrequent §Psource. It was further expected
that infrequency effects might come to interachwite focus manipulations. Highey than

Ps judgments — both in terms of more positive forvearderences and in terms of more
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negative backward diagnoses — should be accentuduexd an attention focus on P
reinforces the actually existing density differesice

Consider first the forward inferences of p(+/prars). As expected, the composite
scores tended to be positivd € 14.05t(21) = 2.87p < .01) when the focus was on, But
not when the provider focus was of) M = —2.821(16) = —.365). Thus, when the focus was
consistent with the prevalence of providers, irddmpositivity decreased from B P, to B,
although the actual positivity rate in the popuativas constant. With regard to backward
inferences of p(providers/ ), the tendency takaite negative information to frequent rather
than infrequent providers reveals a similar biaattobute deficits to the most prevalent
provider, but only when the focus was onM = 13.77t(21) = 2.40p < .05, rather than on
Ps3, M = -9.881(16) = —1.33. (Ironically, though, + outcomes walso attributed to #.

When backward inferences were analyzed as a fumofithe two between-participants
factors, task focus and provider focus (see Taplth@ bias score tended to be strongest
when the provider focus was actually orr&her than on{£yielding a significant provider
focus main effecti-(1,35) = 6.61p < .05. The forward-inference bias towardsaRs also
most pronounced when the focus was gnaher than  although the provider focus main
effect was not quite significant, F(1,35) = 3.04l. &ther effects were nil (F < 1).

Altogether, the results of Experiment 2 reveal #d#tough natural sampling produces
(by definition) unbiased samples, the judgmentsimtmnew problems. Information about
infrequent events is impoverished. Moreover, regjogserror can be very strong, and
differential regression can produce a new cladsasfes that can distort the relative
impression of frequent and infrequent sources.

General Discussion

On summary, the present inquiry into the ultimatmgling dilemma revealed what it

had to reveal on a-priori grounds, namely, thatehe hardly a real chance to evade this

dilemma of the empirical world. To be sure, deasakers — or more generally, organisms
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— may refrain from the possibility to actively sefafor information tailored to test specific
hypotheses and passively resort to natural sampteglly, this produces an unbiased
sample, but one that is impoverished with reganéite events. If decisions refer to such rare
events (e.g., accidents, crimes etc.), then tlegnmdtion of interest may be missing or
overshadowed by large amounts of unwanted or vagleinformation. Moreover, in reality,

it is unclear whether natural sampling is poss#tlall. At any point in time or space,
information about the different objects is not dtyuavailable. This restricts nature's ability to
provide us with truly natural samples. Considerlttiernet for a nice thought experiment.
Whoever tried to search for specific objects inltiternet will agree how hard and actually
impossible it is to solicit a natural, unrestriceainple that warrants “true” baserates. The
resulting sample of Internet sites is always coodél on, and biased toward, the specific
keywords used, the position of different sourcethehierarchy of search engines, the
communicability of different contents, and the #aaility of Internet sites for particular
topics. Literally, the Internet does not allow f@atural sampling.

A related question is whether absolute baseratet @&xall — baserates that hold across
time, space, cultures, markets, and decision ctsitér the extent that baserates change over
time or between regions or cultures, the "true"ytation baserates are hard to determine. As
a consequence, whether a supposedly natural saegtle conserves the natural baserates
cannot be controlled.

Alternatively, rather than striving for natural saling, organisms may follow the role
model of a clever research designer and activehpkathose events that are most relevant to
the decision problem in front of them. The resgitsamples, which are inevitably selective,
can yield unbiased answers to the problems for ey were designed. But as new
problems arise and the same sample is used to atimwme, the responses can be seriously
misled. Specifically, to the extent that decisioakers have engaged in input-bound

sampling, forward inferences are likely to be aateibut backward inferences are biased
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toward those input levels that are over-representéte sample. Conversely, to the extent
that decision makers engage in output-bound samplieir backward inferences are likely to
be accurate, but forward inferences will be biasedrd the outcome valence that is over-
represented in the sample. Finally, engaging irechisampling strategies will not ameliorate
these problems but may even worsen the situataarsicg biases in either direction.

Given a sample that entails a complex mix of seattegies, Bayesian correction is
not really viable. If each of, say, 100 observatiabout the same provider is conditional on a
specific combination of search constraints, suctinas, media, information source, set of
providers considered, focus on valence, productaiasn and so forth, and if most
observations not even reveal their underlying qainss — how should the Bayesian
correction of a biased sample be accomplishedtBtance, how should even the best
Bayesian statistician correct for a biased samptesulting from an Internet search, if each
entry in a list of entries has different constraiand, crucially, those constraints are not
transparent at all?

Computer simulations served to illustrate the wtiensampling dilemma. Although the
simulations did not demonstrate something that aabe derived through analytical
reflection alone, they served to illustrate thauratand the degree of the judgment biases
arising from different search strategies. Two expents provided an empirical test of the
open empirical question of how human decision nakeal with the ultimate sampling
dilemma. Experiment 1 corroborated our intuitioatthardly anybody engages in a pure
natural-sampling strategy when information seasdaliy unconstrained. Rather, people
tended to sample information predominantly fromsthoells that were relevant to testing
specific hypotheses. When the task focus was oreth@ve positivity of a specific provider,
participants would gather mostly positive inforneatiabout the provider under focus.
Although focussing on a specific provider might @agsulted in unbiased forward inferences

of that provider’s positivity, a simultaneous (outpound) focus on positive valence
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rendered even forward judgments distorted. Conlyenataen the focus was on the
explanation of negative outcomes, output-bound sampf negative events was facilitated.
As a consequence, forward judgments were biaseartbmegative information. However,
backward (diagnostic) inferences of the origineegative outcomes were also biased to the
extent that sampling was at the same time inputidpconcentrating on a provider of main
interest. Thus, mixed and changing sampling stiesegather than producing a balanced
picture of reality, actually contaminated judgmeintgither direction. The judges’ uncritical
reliance on the sample given reflected meta-cognitiyopia.

Experiment 2, then, provided complementary findifoyghe same decision tasks when
natural sampling was enforced. Although the resgltverall samples was indeed unbiased,
information about infrequent event classes wasfiilcgent. Sample-based judgments were
nevertheless biased through differential regres$toninstance, although positive outcomes
were constantly frequent and negative outcomestaoiig infrequent across all providers,
this difference was more clearly recognized forrtiast frequent provider but often missed
and underestimated for the rarest provider. Thesrégressive tendency to underestimate
real frequency differences, which characterizemalnory-based frequency estimates, was
most apparent where samples were most impoverisbedistent with many previous
demonstrations of differential regression in canfition-bias studies (Fiedler, 1996; Fiedler
et al., 2002; Fiedler & Walther, 2003; Zuckermangk, Hodgins & Miyake, 1995). In any
case, natural sampling did not provide a usefuledyat all, because unreliability and
regression biases came in through the back door.

What insights and implications can be gained frbrs inquiry into the ultimate
sampling bias? Is the inherent message really ssirpestic? — | believe that in fact the
message is not that pessimistic, and that quiésvaoptimistic aspects, both theoretically and
practically, deserve to be pointed out. On one hanslimportant to note that the ultimate

sampling dilemma is not a deficit of the human mimat a genuine property of empirical
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reality. Non-human, artifical-intelligence systemsuld suffer from similar problems when
fed with the same complexly biased input. In itsstradical form, the ultimate sampling
dilemma reflects the fact that “true” or normativebrrect answers to many probabilistic
problems actually do not exist. They are indeteat@nbecause there is no single reality
behind the sample. There is no objectively corsaatpling scheme to estimate the “true”
probability that somebody will die from a car a@md, or that an academic career will be
successful, or that the stock market will show @ide during the next five years. Whatever
sampling scheme is applied will be conditionalipeda search strategy that focusses on
specific sources, time frames, geographical frammesglia, and on the categories that are
arbitrarily used to define the respective referesete Whether these sampling constraints are
representative of the population cannot be detexthirecause the latent reality is invisible.
On the other hand, much can be learned from the medined part of the message,
concerning the moderators of the sampling dilemnmaut-bound strategies in general, and
experimental strategies in particular, will norrgadtovide appropriate samples for forward
(causal) inferences. Likewise, output-bound samipliesm accurate backward (diagnostic)
inferences. However, crucially, any given sampléhwai specific generation history does not
warrant an unbiased, omni-directional perspectpieable to all decision problems.
Inferences will be biased to the extent that tmeeng process was contingent on the
dependent variable to be inferred. This restrichiaa to be kept in mind when decisions are
made in science, economy, and politics. Beyonatimemon practice to describe samples in
terms of size and general quality or representaéss, it is essential to indicate the inherent
directionality and conditionality. For instancegeva very large carefully selected clinical
sample of, say, depressive patients (matched htlsame number of appropriate controls),
however representative it is, must not be usediticadly for ethiological (causal) inferences

about the influence of genetic factors, learniiggss, or attribution on depression.
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The last and maybe most serious point, thoughrgédethe one aspect of the dilemma
for which the human mind is to blame to a reasandbbree, namely, the meta-cognitive
myopia that often prevents people of all intelligetevels from recognizing the pitfalls of
sampling biases. The present experiments corrabtratbasic finding from many other
sampling approaches that decision makers — whieth@eople of experts — take sample
information for granted, uncritically and naivegyen when it is obvious that samples are
severely biased (Fiedler et al., 2000; Kareev,e2@02). Maybe one of the most prominent
goals of research on rationality and intellectumhacipation is to sensitize decision makers
to major sampling biases in the environment (Dé&n2605; Taylor, 1991) — due to media
coverage (Combs & Slovic, 1979), restricted infatioraaccess (Fiedler, in press; Fiedler &
Walther, 2003), selective memory (Tesser, 1978 qual communicability (Kashima, 2000),
or restricted designs (Wells & Windschitl, 1999%p-educate people in what samples are
good for and to engage in corrections of biasedpoteswherever this is possible. In those
remaining cases where corrections of biased saraptesot available, the most prominent
goal is to understand that ignoring a sample maystier, and more rational, than accurately

utilizing a sample tailored for the wrong purpose.
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Appendix

General instructions provided at the beginningheféxperimental session:

“Dear participant:

Thanks for your willingness to participate in tetsidy.

In this study, all information is transparent. Tlstthe goal and purpose of the study is
not kept secret. You will not be distracted frora #ttual purpose and no deception will be
involved. And we do not tray for a moment to mairepel or direct your behavior.

Your task entails a role play — you are supposédédke the role of an entrepreneur who
has to make purchasing decisions — but this i®@uitatural task familiar to everybody.
Before you buy something, you compare differenvjlers with regard to advantages and
disadvantages and you thereby rely on experieheg®thers have made with the same
products and providers. Analogously, you will getess to a data base containing all stored
experience with the offered products. This data lwasstitutes the reality; it is physically
available on the computer and provides the graddatgour achievement. Making accurate
judgments means to make judgments that corresotine t'reality” of the data base.

If you could assess and memorize all available, daén your decisions would have to
be correct. That is, there would actually be orst decision.

Like in real life, however, it is not possible @ke the entirety of all information into
account. Sufficient time is often lacking, and @wd be much too expensive and fully
unusual to base each and every decision on thegmif all relevant information. Besides,
we would run into a storage problem. Our memorydcuffer from overload just like the
hard-disk of our computer, let alone the problerh@# to derive a decision from the
insurmountable quantity of information. We wouldsaniss the trees before the forest.

Rather than assessing and utilizing everything ielvim the era of the Internet is

impossible anyway — we almost always base our deg®n a sam p |l e of information. If
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the sample is not too small and not distorted sekdyg, this is usually no problem. Then the
sample affords a rather reliable picture of thdityea

Your task also consists in drawing a sample froend&ita base, enabling to you make a
correct decision. Promised: the actual differencdbe data base are strong enough so that a
commonly chosen sample size allows you to detesethlifferences — provided the sample is
drawn in a way appropriate to the problem. Thisxactly the key to success: collecting data
that are useful for the problem at hand in thay tleweal the actual relations that hold in the
data base.

... You have to equip your company with electronigides ... Two electronic domains
have to be distinguished, computers and telecomatian. That is, you have to purchase
both computer for work stations as well as telegsopicture telephones, and cell phones for
conferences. You have to compare three providdrs,all offer products in both domains.
Thus, the data base for this problem discriminb&ga/een:

3 providers (EMG, MediaCom, Hi-Tech)

2 product domains (computers and telecommunications

2 possible outcomes (positive or negative)”

After an extended explanation of the multiple walsonstraining information search,
and how to handle the keyboard, instructions weagipulated between focus conditions:

Task focus = positive evaluation — Provider focuB;5called MediaCom)

"You are to find out whether in the total data-btseprovider MediaCom received
better evaluations than the other two providers]ipg across product domains. That is, is the
relative proportion of positive observations amatigpbservations for MediaCom higher than
for the other 2 poviders?"

Task focus = positive evaluation — Provider focuBs{called XXxxx)

"MediaCom" replaced by "XXxxx", otherwise identical
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Task focus = diagnosing deficits — Provider focuB;Hcalled MediaCom)

"You are to find out whether in the total data-basgative observations most frequently
originate in the provider MediaCom. Only think betset of negative outcomes. Does the
provider MediaCom appear more frequently in thiemence set than the other two providers,
regardless of the positive information?"

Task focus = diagnosing deficits — Provider focuBsXcalled XXxxx)

"MediaCom" replaced by "XXxxx", otherwise identical

The general instructions preceding the dependeasunes read as follows:
"Now, as indicated at the outset, you will be askedraw inferences from what you
have seen to the total data base. The judgmentargosupposed to make below are always

meant as judgments about the entire data basewfooh you have gathered observations.”

Finally, the sample estimates of the frequenciesldf2 event combinations were
solicited:

"And finally, now, a few more questions about tleeually observed information. Now
your task is not to make inferences concerningetiige database, but to estimate the ab s o
|l ute frequencies of positive and negative oket@ns you have seen for the different
providers in both product domains. How many exasphet %) did you see for the

following combinations ...?"
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Table 1: Simulation of forward (causal) inferences

Domain| Provider| Valence
C,T P11 P21 P3 +,— p(+/C!H) p(+/C1F%) p(+/C1F?3) p(+/T,P1) p(+/TlP2) p(+/TlR%)

Correct Population Value 0.67 0.67 0.6 0.67 0.67 0.67

)

Natural sampling

- - - 0.66 0.67 0.65 0.67 0.68 0.65

Output-Bound Sampling

- - 45,15 0.72 0.70 0.74 0.71 0.72 0.72

- - 30,30 0.56 0.59 0.58 0.55 0.55 0.61

- - 15,45 0.41 0.43 0.42 0.41 0.42 0.44

- - 75,25 0.75 0.75 0.74 0.76 0.74 0.74

- - 50,50 0.49 0.49 0.51 0.50 0.53 0.50

- - 25,75 0.24 0.25 0.25 0.26 0.24 0.24

Input-Bound Sampling

- 50,25,25 - 0.67 0.67 0.67 0.67 0.67 0.67
- 33,34,33 - 0.67 0.68 0.68 0.67 0.66 0.7d
- 25,25,55 - 0.66 0.66 0.67 0.69 0.67 0.671
75,25 - - 0.66 0.68 0.67 0.66 0.68 0.66
50,50 - - 0.66 0.65 0.66 0.67 0.65 0.66
25,75 - - 0.67 0.67 0.67 0.67 0.67 0.67

Joint Constraints

50,50 | 33,34,33 50,50 0.50 0.39 0.50 0.57 0.56 0.46

- 33,34,33] 50,50 0.43 0.53 0.54 0.42 0.53 0.56

50,50 - 50,50 | 0.62 0.62 0.60 0.38 0.37 0.39

50,50 | 33,34,33 - 0.67 0.65 0.67 0.67 0.68 0.66

25,75 | 25,25,50 25,75 0.00 0.22 0.00 0.33 0.19 0.34

25,75 | 25,2550 75,25 0.86 1.00 0.60 0.56 0.82 0.83

- 50,25,25/ 75,25 0.74 0.76 0.76 0.75 0.75 0.76

- 50,25,25/ 25,75 0.18 0.36 0.28 0.19 0.36 0.27

- 25,25,50 75,25 0.71 0.61 0.83 0.74 0.58 0.85

- 25,25,50, 25,75 0.24 0.20 0.28 0.24 0.20 0.28
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Table 2: Simulation of backward (diagnostic) inferes

Domain| Provider| Valence
C,T P11 P21 P3 +,— p(CaPl/_) p(Cva_) p(Cva_) p(T,P]_/—) p(T1P2/_) p(T1P3/_)

Correct Population Value 0.39 0.19 0.10 0.18 0.09 0.05

)

Natural sampling

- - - 0.38 0.19 0.10 0.19 0.10 0.05

Output-Bound Sampling

- - 45,15 0.37 0.20 0.09 0.20 0.09 0.05

- - 30,30 0.38 0.18 0.10 0.21 0.09 0.04

- - 15,45 0.38 0.18 0.09 0.20 0.10 0.04

- - 75,25 0.38 0.19 0.11 0.18 0.10 0.05

- - 50,50 0.39 0.19 0.10 0.19 0.09 0.05

- - 25,75 0.39 0.20 0.09 0.18 0.10 0.05

Input-Bound Sampling

- 50,25,25 - 0.38 0.19 0.10 0.19 0.10 0.03
- 33,34,33 - 0.34 0.16 0.17 0.17 0.09 0.07
- 25,25,55 - 0.23 0.23 0.22 0.11 0.11 0.11
75,25 - - 0.30 0.13 0.07 0.28 0.14 0.08
50,50 - - 0.14 0.07 0.04 0.42 0.22 0.11
25,75 - - 0.38 0.19 0.10 0.19 0.10 0.05

Joint Constraints

50,50 | 33,34,33 50,50 0.12 0.22 0.20 0.18 0.14 0.14

- 33,34,33] 50,50 0.25 0.22 0.20 0.13 0.10 0.1d

50,50 - 50,50 | 0.22 0.11 0.05 0.35 0.18 0.09

50,50 | 33,34,33 - 0.18 0.14 0.19 0.15 0.21 0.14

25,75 | 25,25,50 25,75 0.05 0.09 0.16 0.19 0.17 0.33

25,75 | 25,25,50 75,25 0.04 0.00 0.24 0.32 0.16 0.24

- 50,25,25/ 75,25 0.35 0.16 0.16 0.17 0.08 0.08

- 50,25,25/ 25,75 0.36 0.14 0.16 0.18 0.07 0.08

- 25,25,50 75,25 0.19 0.26 0.22 0.09 0.14 0.1G

- 25,25,50, 25,75 0.17 0.18 0.32 0.08 0.09 0.16
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Table 3: Characteristics of spontaneously gathsaeaples

Ultimate sampling dilemma

Task Focus: Forward Forward | Backward | Backward
Provider Focus: P Focus | PsFocus | P, Focus | P3 Focus| Overall
Mean Sample Size 52.00 62.71 33.86 56.57 51.29
(SD) (33.76) (41.65) (27.24) (38.75) (36.43)
Natural Sampling .06 .10 19 .08 A1
Proportion of Trials
p(Domain unspecified) .18 .20 49 49 34
p(Domain specified) .82 .80 51 51 .66
p(C called for) 45 43 .25 .28 .35
p(T called for) 37 37 .26 .23 31
p(C in sample) 576 .559 .566 .607 577
p(Provider unspecified .26 27 51 .55 40
p(Provider specified) 74 .73 49 45 .60
p(Valence unspecified A7 44 .28 24 .28
p(Valence specified) .83 .56 72 .76 72
p(+ called for) 51 .33 24 15 31
p(— called for) .32 .23 48 .61 41
p(+ in sample) .64 .63 41 .30 495
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Table 4. Mean Estimates of Joint Sample Frequemyd&Sonditions in Experiment 1

Computers Telecommunication
Py P> Ps Py P, Ps
+ - + - + - + - + - + -
Population 254 | .127| .127 | .063 | .063 | .032 | .127 | .063 | .063 | .032 | .032 | .016

Forward B Focus | -127 | .097 | .077 | .070 | .087 | .072 | .097 | .062 | .094 | .067 | .091 | .058

Forward R Focus | -119 | .060 | .094 | .074 | .100 | .069 | .098 | .062 | .108 | .057 | .105 | .055

Backward R Focus | -059 | .173 | .068 | .119 | .061 | .074 | .060 | .112 | .063 | .098 | .056 | .058

Backward B Focus | -094 | .088 | .061 | .101 | .095 | .123 | .078 | .067 | .064 | .071 | .071 | .087

Total 100 | .105 | .075 | .091 | .085 | .085 | .083 | .076 | .082 | .073 | .081 | .06
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Table 5. Mean Population Inferences (in PercentCBgditions in Experiment 1

Forward Inferences

p(+ / Providers)

Backward Inferences
p(Providers / -)

P; P, Ps P ) P;
Objective 66.67 66.67 66.67 57.14 28.57 14.29
Percentage
Forward R Focus 54.14 37.71 40.86 40.43 30.86 35.14
Forward B Focus 53.71 51.57 53.36 40.93 36.29 39.86
Backward R Focus 35.71 40.64 41.50 44,71 32.00 26.71
Backward B Focus 39.64 36.07 35.00 24.81 33.88 40.24
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Table 6. Mean Estimates of Joint Sample FrequsrigyeConditions in Experiment 2

Computers Telecommunication
Py P> Ps Py P, Ps
+ - + - + - + - + - + -
Population 254 | .127| .127 | .063 | .063 | .032 | .127 | .063 | .063 | .032 | .032 | .016

proportion

Sample proportion .280 | .107 | .121 | .065 | .066 | .035| .132 | .057 | .062 | .028 | .034 | .014

Estimated proportion.l57 .093 | .119| .079 | .080 | .050 | .103 | .072 | .093 | .062 | .055 | .038

Estimation prop. —| -10 |-03 |-01 |.02 |.02 |.02 |-02 [ .01 |.03 |.03 |.02 |.02
Popolation prop.

Meannsamp|ed 956|382(428|231|249|1.13|464|195|2.33|1.03|1.18]0.49

No Ss with n=0 0 2 0 6 5 11 1 7 7 14 15 24

No Ss with rl 0| 9 | 2 | 17| 17| 29| 3 | 18| 20| 28| 26 | 35

No Ss with r2 1 19 11 24 24 35 9 31 24 36 33 39
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Table 7. Mean Population Inferences (in PercentCBgditions in Experiment 2

Forward Inferences
(+1)p(+/R) + Op(+/ B) + (-1)p(+R)

Backward Inferences
(+1)p(R/-) + Op(R/-) + (-1)pR/-)

Population 0.00 42.86
Rating overall 6.69 3.46
Forward R Focus 18.25 20.08
Forward R Focus -1.67 -1.67
Backward R 9.00 6.20
Focus
Backward B -4.13 -19.13

Focus
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Figure Captions
Figure 1 Two distinct environments to demonstrate themdte sampling dilemma:

The skewed ecology (A) and the spurious ecology (B)

Ecology A

Computer +
Computer -

Provider 1 Provider 2 Provider 3

Ecology B

Computer +
Computer -

Telephone +
((((((((((((((((((( Telephone -

Provider 1 Provider 2 Provider 3
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