Risk-Sensitive Capital Requirements

and Pro-Cyclicality in Lending

Inauguraldissertation zur Erlangung des akademischen Grades
eines Doktors der Wirtschaftswissenschaften
der Universitat Mannheim

vorgelegt an der Fakultat fiir Betriebswirtschaftslehre
der Universitat Mannheim

Volker Sygusch

Mannheim, im Herbstsemester 2010



i

Dekan: Dr. Jiirgen M. Schneider

Referent: Prof. em. Dr. Dr. h.c. Wolfgang Biihler

Korreferent: Prof. Dr. Peter Albrecht

Tag der miindlichen Priifung: 24. Januar 2011



Contents

List of Figures viii

List of Tables

xii

List of Abbreviations xiii
List of Frequently Used Symbols Xvi
Acknowledgements Xix
I Introduction 1
1 The Issue of Pro-Cyclicality 3
1.1 The Pro-Cyclicality of Lending . . . . . .. ... ... ... ..... 6

1.2 The Basel I Accord and Pro-Cyclicality . . . . . . . ... .. ... .. 8
1.2.1 The Introduction of Basel I and the 1990/91 Credit Crunch . 8

1.2.2  Theoretical Research on the Pro-Cyclicality of Basel I . . . . . 10

1.3 The Basel II Accord and Pro-Cyclicality . . . . . . ... .. ... .. 11
1.3.1 The Basel IT Accord . . . . . . . ... ... ... ... .... 11

1.3.2  Pro-Cyeclicality of Required Minimum Capital . . . . . . . .. 13

1.3.3 Pro-Cyclicality and Capital Buffers . . . . . .. ... ... .. 16

1.3.4 Pro-Cyclicality and Loan-Rating Systems . . . . . . . . . . .. 20

1.3.5 Further Theoretical Research on the Pro-Cyclicality of Basel II 22

1.4  Further Regulations and Pro-Cyclicality . . .. ... ... ... ... 23

111



iv CONTENTS
1.5 Risk-Taking, Systemic Risk, and Capital Requirements . . . . . . .. 24
1.5.1 Basel I and Risk-Taking . . . . . ... ... ... ... . ... 24

1.5.1.1 Empirical Evidence and Criticism . . . . . . . . . .. 25

1.5.1.2  Theoretical Criticism . . . . . . ... ... ... ... 26

1.5.2 Basel I and Risk-Taking . . . . . ... ... ... ... .. .. 28

1.5.2.1  The Three Pillars of Basel I . . . . . . . . ... .. 28

1.5.2.2 SystemicRisk . . . . ... ... 29

2 Framework of the Analysis 31
2.1 Exogenous Shocks and the Business Cycle . . . . ... ... ... .. 31
2.1.1 Equity Shocks . . . . . ... oo 31

2.1.2  Expectation Shocks . . . . . ... o000 32

2.1.3 Interference of Different Shocks . . . . . ... ... ... ... 32

2.2 Different Types of Cyclical Behavior . . . . .. ... ... ... ... 33
2.3 The Model’s Structure . . . . . . . . . ... ... ... 35
2.3.1 The Basic Set-Up . . . . . . . ... ... 35

2.3.2 Fixed Bank’s Equity Capital and Uninsured Deposits . . . . . 36

2.3.3 The Bank’s Risk-Neutrality . . . .. .. .. ... ... .... 38

2.3.4 Market Power in Banking . . . ... ... ... ... ..... 38

II Bernoulli Distributed Loan Redemptions 43
3 Theoretical Analysis 45
3.1 Introduction . . . . . . . . ... 45
3.2 TheModel . . . . . .. . 46
321 TheFirms . . . . . .. . .. 46

3.2.2 The Repayment of Deposits . . . . . .. ... .. ... ... .. 49

3.2.3 The Household . . . . . ... ... ... . ... ... ... 56

3.2.4 The Bank’s Expected Pay-off . . . .. ... ... .. ..... 63



CONTENTS v

3.3 Equilibrium and Sensitivities . . . . . .. .. ..o 65
3.3.1 The Equilibrium without Regulation . . . ... ... ... .. 65
3.3.1.1  General Characterization . . . . .. .. .. .. ... 65

3.3.1.2  Characterization if Case 1 Prevails . . . . . . . . .. 67

3.3.1.3  Characterization if Case 2 with ¢* = 0 Prevails . . . 68

3.3.1.4  Characterization if Case 4 Prevails . . . . . . . . .. 72

3.3.1.5 Final Remarks . . . .. ... ... ... ... .. .. 79

3.3.2  The Equilibrium with Regulation by Fixed Risk Weights . . . 80
3.3.2.1 General Characterization . . . . ... ... .. ... 80

3.3.2.2  Characterization if Case 1 Prevails . . . . . . . . .. 84

3.3.2.3 Characterization if Case 2 with £° = 0 Prevails . . . 87

3.3.2.4  Characterization if Case 4 Prevails . . . . . . . . .. 88

3.3.3 The Equilibrium with Regulation by a Value-at-Risk Approach 95

3.3.3.1  General Characterization . . . . .. .. .. .. ... 95

3.3.3.2  Characterization of Case 1 if IV = 22— Prevails . . 101

3.3.3.3 Characterization if Case 4 Prevails . . . . . . . . .. 106

3.4 Summary ... ..o 114
4 Numerical Analysis of Regulatory Impacts 117
4.1 Introduction . . . . . . . ... 117
4.2 Equity Shocks . . . . . . ..o 119
4.2.1 Total Loan Volumes and Pro-Cyclical Effects . . . . . . . . .. 119
4.2.2 Tighter Confidence Levels and Total Volumes . . . . .. . .. 123
4.2.3 Single Loans and Pro-Cyclical Effects . . . . . . . ... .. .. 124
4.2.4 Return Volatilities of Total Loans and Deposits . . . . . . .. 127
4.2.5 Deposit Interest Rates . . . . . ... ... 131

4.3 Credit Risk Shocks . . . . . ... ... 132
4.3.1 Total Volumes and Cyclical Dampening . . . . . . . . .. ... 132

4.3.2  Single Loans and the Role of Constant Risk Weights . . . . . 141



vi CONTENTS
4.3.3 Flexible Risk Weights . . . . . . . .. .. ... .. ... .. .. 142

4.3.4 Effects under the Value-at-Risk Approach . . . ... ... .. 142

4.4 Productivity Shocks . . . . ... oo 146
4.4.1 Total Volumes and Cyclical Dampening . . . . . . . ... ... 146

4.4.2 Effects under the Standardized Approach . . . . . . . . .. .. 148

4.4.3 Effects under the Value-at-Risk Approach . . . ... ... .. 151

4.5 Summary ... 157
III Normally Distributed Loan Redemptions 161
5 A Basis for the Normal Distribution 163
5.1 Introduction . . . . . . . ... 163

5.2 Firms and Sectors . . . . . . ... 164
5.3 The m-Dependence Structure and Its Limit Distribution . . . . . . . 168
5.4 The Limit Distributions of the Aggregate Loans . . . . . . . .. ... 170

6 The One-Period Model 177
6.1 Introduction . . . . . . . .. ... 177

6.2 The Bank’s Objective . . . . . . . . . .. ... 178
6.3 The Household . . . . . . . . .. . .. ... ... 180
6.4 Equilibrium without Regulation . . . . . . ... ... ... ... ... 187
6.5 Equilibrium with Regulation by a Value-at-Risk Approach . . . . .. 191
6.6 Numerical Analysis of Regulatory Impacts . . . . . .. ... ... .. 194
6.6.1 Equity Shocks . . . . . . ... L oo 195

6.6.2 Expected Return Shocks . . . . . .. ... ... ... ... .. 204

6.6.3 Return Volatility Shocks . . . . . ... .. ... ... ... .. 207

6.6.4 Correlation Shocks . . . . . . ... ... ... 213

6.7 Summary . .. ... 218

7 The

Two-Period Model 221



CONTENTS vii
7.1 Timeline and Decisions . . . . . . . . . .. .. ... ... 221
7.2 Numerical Analysis of Regulatory Impacts . . . . . . . ... ... .. 230

7.2.1 Expected Return Shocks . . . . . .. ... .. ... ... ... 232
7.2.2  Return Volatility Shocks . . . . . .. ... ... ... 237
7.2.3 Return Correlation Shocks . . . . .. ... ... .. ... ... 239
7.3 SUMMATY . . . . o v o e e e e e 240

IV  Final Remarks 243

Appendix 247

A Proofs to Chapter 3 249
A.1 The Household . . . . . . . . . . . .. .. . ... 249

A11 Proofof Result 2 . . .. ... ... ... ... ... ...... 249
A.1.2 Derivations concerning Result 3 . . . . . ... ... ... ... 251
A13 Proofof Result4 . . .. ... .. ... .. ... ... .. 253
A.2 Results on Specific Instances of the Equilibrium . . . . . . . ... .. 254
A.2.1 The Equilibrium without Regulation . . . .. ... ... ... 254
A21.1 Proofof Result 5 . . . . . ... ... ... ... ... 254
A21.2 Proofof Result6 . . . .. ... ... ... .. .. ... 259
A21.3 Proofof Result 7 . . . ... ... ... ... ... ... 261
A21.4 Proofof Result 8 . . . .. ... ... ... ... ... 264
A215 Proofof Result9 . . ... ... ... ... ... ... 268
A21.6 Proofof Result 10 . . . . ... ... .. ... .. .. 271
A2.1.7 Proof of Result 11 . . . . ... ... ... ... ... 273
A21.8 Proofof Result 12 . . . . . .. .. ... .. ... .. 275

A.2.2 The Equilibrium with Regulation by Fixed Risk Weights . . . 276
A.221 Proofof Result 14 . . . . .. .. .. ... ... ... 276

A222 Proofof Result 16 . . . . . . . . . .. .. ... ... 279



viii CONTENTS
A.223 Proofof Result 17 . . . . . . ... ... ... .... 282

A.2.24 Proofof Result 18 . . . . . . ... ... ... .... 283

A.225 Proofof Result 19 . . . . . ... .. ... ... ... 284

A226 Proofof Result 20 . . ... ... ... . ... .... 287

A.227 Proofof Result 21 . . . . .. ... ... ... .... 288

A.2.3 The Equilibrium with Regulation by a Value-at-Risk Approach 290

A.2.3.1 The Regulatory Constraints . . . . . .. ... .. .. 290

A.232 Proofof Result24 . .. ... ... ... ....... 291

A.233 Proofof Result 25 . . ... ... ... ... ..... 293

B Derivations to Chapter 5 297
B.1 Bernoulli Mixture Model . . . . . . . ... ... ... ... .. ..., 297
B.2 Moments of Aggregate Loan Repayments . . . . . . . ... ... ... 301

C Proofs to Chapter 6 303
C.1 Proofof Result 30. . . . . . . . .. .. ... ... ... ... ... 303
C.2 Proof of Result 31. . . . . . . . . . .. ... ... .. .. ... 306
C.3 Proofof Result 32. . . . . . . . . . . . ... ... 310

D Proofs to Chapter 7 315
D.1 Existence of the Deposit Supply Function in the First Period . . . . . 315
D.2 Proof of Result 36 . . . . . . . . . . . . . ... ... ... ... 316
Bibliography 331
Curriculum Vitase 344



List of Figures

3.1

3.2

4.1

4.2

4.3

4.4

4.5

4.6

4.7

4.8

4.9

4.10

The Case constraints given a fixed deposit volume . . . . . . . . . ..

The Case constraints given the household’s deposit-supply function

Total loan volume as a function of the bank’s initial equity: w/o
regulation, StdA with ¢; = ¢ = 1, VaR at 1.0%, and VaR at 0.5% .

Total loan volume as a function of the bank’s initial equity: w/o
regulation, StdA with ¢; = 0.5 and ¢, = 1, and VaR at 0.2% . . . . .

Loan-allocation rate as a function of the bank’s initial equity: w/o
regulation, StdA with ¢; = ¢ = 1, VaR at 1%, and VaR at 0.5% . .

Loan-allocation rate as a function of the bank’s initial equity: w/o
regulation, StdA with ¢; = 0.5 and ¢, = 1, and VaR at 0.2% . . . . .

Loan to Firm 1 as a function of the bank’s initial equity: w/o
regulation, StdA with ¢; = ¢, = 1, VaR at 1%, and VaR at 0.5% . .

Loan to Firm 2 as a function of the bank’s initial equity: w/o
regulation, StdA with ¢; = ¢, = 1, VaR at 1%, and VaR at 0.5% . .

Loan to Firm 2 as a function of the bank’s initial equity: w/o
regulation, StdA with ¢; = 0.5 and ¢, = 1, and VaR at 0.2% . . . . .

Return volatilities as a function of the bank’s initial equity: w/o
regulation, StdA ¢y =, =1,and VaRat 1% . . . . . . . . . ... ..

Return volatilities as a function of the bank’s initial equity: w/o
regulation, StdA ¢; = 0.5 and ¢ = 1, and VaR at 0.2% . . . . . . ..

Deposit interest rate as a function of the bank’s initial equity: w/o
regulation, StdA with ¢; = ¢ = 1, StdA with ¢; = 0.5 and ¢, = 1,
VaR at 1%, VaR at 0.5%, and VaR at 0.2% . . ... ... ... ...

X

67

. 120

121

. 122

123

. 125

. 126



LIST OF FIGURES

4.11

4.12

4.13

4.14

4.15

4.16

4.17

4.18

4.19

4.20

4.21

4.22

4.23

Total loan volume as a function of shifts in success probabilities: w/o
regulation, StdA with ¢; = ¢ = 1, StdA with ¢; = 0.5 and ¢, = 1,

VaR at 0.5%, and VaR at 0.2% . . . . ... .. ... .. ... .... 133
Total loan volume as a function of shifts in success probabilities: w/o
regulation, StdA with ¢; = ¢ = 1, StdA with ¢; = 0.5 and ¢, = 1,
VaR at 0.5%, and VaR at 1%. . . . . . . . . . ... ... ... .... 134
Deposit interest rate as a function of the correlation . . . . . . . . .. 135
Total loan volume as a function of the correlation . . . . .. ... .. 137
Return volatilities as a function of shifts in success probabilities: w/o
regulation, StdA with ¢; = ¢, =1, and with ¢; =05and o =1. . . . 139
Loan to Firm 1 as a function of the correlation: w/o regulation, StdA

with ¢; = ¢y = 1, StdA with ¢; = 0.5 and ¢ = 1, and VaR at 1% . . . 140

Loan to Firm 1 as a function of the correlation: w/o regulation, StdA
with ¢; = ¢ = 1, StdA with ¢; = 0.5 and ¢, = 1, VaR at 0.5%, and
VaR at 0.2% . . . . . . . . . 144
Return volatilities as a function of shifts in success probabilities . . . 145
Total loan volume as a function of shifts in productivity: w/o

regulation, StdA with ¢; = ¢, = 1, StdA with ¢4 = 0.5, = 1,
VaR at 1%, and VaR at 0.5% . . . . . . . . .. .. ... ... ... 146

Total loan volume as a function of shifts in productivity: w/o
regulation, StdA with ¢; = ¢ = 1, StdA with ¢; = 0.5,¢0 = 1,

VaR at 0.5%, and VaR at 0.2%. . . . . . .. . ... ... ... .... 148
Loan to Firm 1 as a function of its expected gross return: w/o
regulation, StdA with ¢; = ¢ = 1, StdA with ¢; = 0.5,¢0 = 1,
VaR at 1%, and VaR at 0.5%. . . . . . .. . .. ... ... ... ... 149
Loan to Firm 1 as a function of its expected gross return: w/o
regulation, StdA with ¢; = ¢ = 1, StdA with ¢; = 0.5,¢0 = 1,
VaR at 0.5%, and VaR at 0.2%. . . . . . . .. ... ... ... .... 150
Loan to Firm 2 as a function of shifts in productivity: w/o regulation,

StdA with ¢; = ¢ = 1, StdA with ¢; = 0.5,¢c3 = 1, VaR at 1%, and
VaR at 0.5%. . . . . . . 151



LIST OF FIGURES xi

4.24

4.25

4.26

5.1

6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8
6.9
6.10
6.11
6.12
6.13
6.14
6.15
6.16

6.17

6.18

Loan to Firm 2 as a function of shifts in productivity: w/o regulation,

StdA with ¢; = ¢ = 1, StdA with ¢; = 0.5,¢, = 1, VaR at 0.5%, and

VaR at 0.2%. . . . . . . . . 152
Return volatilities as a function of shifts in productivity: w/o

regulation, StdA with ¢; = ¢, =1, and VaR at 0.2%. . . . ... . .. 155
Return volatilities as a function of shifts in productivity: w/o

regulation, StdA with ¢; = ¢ = 1, and StdA with ¢; = 0.5 and

co=T1. . . 156
Correlation structure between projects . . . . . . ... .. ... ... 168
[lustration of Condition (6.3.4) . . . . . ... ... ... ... .... 183
Mustration of Condition (6.3.10) . . . . . ... ... ... ... ... 186
Total loan volume as a function of the bank’s initial equity . . . . . . 196
Deposit interest rate as a function of the bank’s initial equity . . . . . 197
Portfolio-allocation rate as a function of the bank’s initial equity . . . 198
Return volatilities as a function of the bank’s initial equity . . . . . . 199
Probability of full deposit redemption . . . . . . .. .. .. ... ... 200
Loan volume to Sector 1 as a function of the bank’s initial equity . . 201
Total loan volume as a function of Wp, Table 6.2, Panel A . . . . . . 203
Total loan volume as a function of Wpg, Table 6.2, Panel B . . . . . . 203
Total loan volume as a functionof py . . . . . . . ... .. ... ... 204
Total loan volume as a function of py, Table 6.2, Panel A . . . . . .. 205
Return volatilities as a function of p; . . . . . . . ... 206
Total loan volume as a functionof oy . . . . . . . . . . ... ... .. 207
Total loan volume as a function of o1, Table 6.2, Panel A . . . . . . . 208
Loan volume to Sector 2 as a functionof oy . . . . . . . . . ... .. 209
Return volatilities as a function of o1: w/o regulation, VaR at 1.0%,

and VaR at 0.1%. . . . . . . . ... 210
Return volatilities as a function of o;: w/o regulation, StdA with

c1 =cy=1,and StdA with ¢; =05,co=1. . . . . .. .. ... ... 211



xii LIST OF FIGURES
6.19 Risk effects in equilibrium on deposits . . . . . . . ... ... L. 212
6.20 Total loan volume as a function of the inter-sectoral correlation . . . 213
6.21 Total loan volume as a function of p, Table 6.2, Panel A . . . . . .. 215
6.22 Loan volume to Sector 1 as a functionof p . . . . . .. ... ... .. 216
6.23 Loan volume to Sector 1 as a function of p, Table 6.2, Panel A . . . . 217
6.24 Return volatilities as a function of p: w/o regulation, VaR at 1.0%,

and VaR at 0.1%. . . . . . . . . ... 218
6.25 Return volatilities as a function of p: w/o regulation, StdA with

c1 =cy =1, and StdA with ¢y =05and e =1. . . ... .. .. ... 219
7.1 Wealth timeline . . . . . . . ... ... 223
7.2 Total loan volume Ly (L) as a function of py1 (p1) . . . . . . . . .. 230
7.3 Eo(Wp,) and E(Wp) as functions of expectation shocks . . . . . . . . 231

7.4 EO(WBJ) and EO(WBQ) as functions of expectation shocks in ¢t =0 . . 232
7.5 Expected total loan volume Eo(f/l) as a functionof pi1; . . . . . ... 233

7.6 (Expected) total loan volume as a function of the bank’s (expected)

equity w/o regulation . . . . ... 235

7.7 (Expected) total loan volume as a function of the bank’s (expected)

equity under VaR . . . . . . ..o 236
7.8 Total loan volume Ly (L) as a function of oy 3 (7). . . . . . . .. .. 237
7.9 Expected total loan volume Eo(f/l) as a functionof o7 . . . . .. .. 238
7.10 Total loan volume Ly (L) as a function of py (p) . . . . . . . ... .. 239
7.11 Expected total loan volume EO(El) as a functionof p; . . . . . .. .. 240
A.1 The function f;(Rp) and its relation to the identity Rp = Rp . . . . 251
C.1 Feasible graphs for the function f(Rp) . . . ... ... ... ... .. 312

C.2 The function f(Rp) and its relation to the identity Rp = Rp . . . . . 313



List of Tables

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9
3.10

4.1
4.2

5.1
5.2
5.3

6.1
6.2

Parameter values satisfying Conditions (3.3.2) and (3.3.3) . . . . . . . 71
Optimal choices given Case 4 vs. equilibria . . . . . . .. ... .. .. 74
Example of equal projects in the Bernoulli model w/o regulation . . . 80
Risk weights for corporates in the Standardized Approach . . . . . . 81
Example illustrating Result 18 . . . . . . .. . ... ... ... .. 90
Constraints by regulation through VaR . . . . . . ... ... ... .. 97
Example illustrating Result 27 . . . . . . ... ... ... ... 110

Example of equal projects under VaR-based regulation, Bernoulli model113
Summary of cyclical effects through regulation by fixed risk weights . 115

Summary of cyclical effects by VaR-based regulation . . . . .. . .. 116

Parameter values of the base case, Bernoulli model . . . . .. .. .. 118

Effects on the total loan volume by VaR-based regulation, Bernoulli

model . . .. 138
Parameter values of the base case, Bernoulli mixture model . . . . . . 172
Correlation values of the base case, Bernoulli mixture model . . . . . 173
Comparison between simulated and limiting distribution . . . . . .. 174
Parameter values of the base case, normal model . . . . . . . .. ... 194
Alternative parameter values, normal model . . . . . ... ... ... 195

xiil



Xiv

LIST OF TABLES




List of Abbreviations

Art.
BCBS

Ch.
EC
EEC
e.g.
EMU

EU

Fig.

G-10

G-20

GDP
IAS
1bid.
1.€.
IRB
IS

Article

Basel Committee of Banking Supervision

compare

Chapter

European Community

European Economic Community

for example

Economic and Monetary Union of the European Union
Equation

European Union

and the following page

Figure

and following pages

Group of Ten (Belgium, Canada, France, Germany, Italy,
Japan, the Netherlands, Sweden, Switzerland, the United
Kingdom and the United States)

Group of Twenty (Argentina, Australia, Brazil, Canada,
China, France, Germany, India, Indonesia, Italy, Japan,
Mexico, Russia, Saudi Arabia, South Africa, South Korea,
Turkey, the United Kingdom, the United States, and the
European Union)

Gross Domestic Product

International Accounting Standards

wbidem

that is

Internal-Ratings-Based

Investment/Saving equilibrium

XV



xvi LIST OF ABBREVIATIONS
Iss. Issue
LM Liquidity preference and Money supply
n/a not applicable; not available
No. number
OECD Organization for Economic Co-operation and Development
p. page
PCA Prompt Corrective Action
PD probability of default
PIT point-in-time
pp. pages
Res. Result
S&P Standard & Poor’s
StdA Standardized Approach
TTC through-the-cycle
UK, U.K. United Kingdom of Great Britain and Northern Ireland
Us United States
USA United States of America
VaR value-at-risk
Vol. Volume
w/o without

w/r/t

with respect to



List of Frequently Used Symbols

ba, t

ba, +

the bank’s default barrier at t, t = 1,2, in terms of non-
standardized portfolio returns

the bank’s default barrier at ¢, ¢ = 1, 2, in terms of standardized
portfolio returns

the bank’s solvency barrier in terms of standardized portfolio
returns (one-period model)

Cooke ratio

risk weight for loan 4

feasibility set characterizing the contingent pay-offs of the bank
to its depositor (“Case j”)

correlation operator

contracted deposit volume (bank debt)

deposit repayment

Euler’s number

expectations operator

index number for corporate borrowers/sector, i = 1,2

index number for the Case C;

index number for corporate borrower j belonging to any of
both sectors ¢

constraint function under regulation with fixed risk weights c;
contracted total loan volume

contracted volume of the loan granted to borrower ¢

total loan repayments

limit operator

maximization operator

number of borrowers, firms/projects from one sector

success probability of firm/project i

success probability of firm/project j from sector i

probability operator

XVvil



xviii LIST OF FREQUENTLY USED SYMBOLS
q common success probability of both projects, Bernoulli model
q; the probability of bank solvency/full deposit redemption given
Case 7, Bernoulli model

Rp contracted gross interest rate on deposits D

Ry gross interest rate on the risk-free asset

R; contracted gross interest rate on loan/sector-specific loan type
i

S; standard deviation of returns from sector

512 covariance of returns from Sectors 1 and 2

S superscript indicating an equilibrium under regulation by fixed
risk weights ¢;

t index of time, t = 0,1, 2 (two-period model)

U() the household’s preference function

ug(+) the household’s von Neumann-Morgenstern utility index

v(-, ) constraint function under regulation by VaR, Bernoulli model

V superscript indicating an equilibrium under regulation by VaR

V() variance operator

w(-) constraint function under regulation by VaR, normal model

Wg (Wgp) the bank’s initial equity (in the two-period model)

W the bank’s equity at the end of the period (one-period models)

Wgyt the bank’s equity at ¢, ¢ = 1,2 (two-period model)

Wy (W) the household’s initial wealth (in the two-period model)

Wy the household’s wealth at the end of the period (one-period
models)

WHJ the household’s wealth at ¢, t = 1,2 (two-period model)

z normally distributed gross return on the bank’s total loan
portfolio

T normally distributed gross return on the bank’s sector-i¢ loan
portfolio

Ty normally distributed gross return on the bank’s total loan
portfolio realized at ¢, t = 1,2

X, Bernoulli random number indicating firm/project i’s success or
failure

XZJ Bernoulli random number indicating firm/project j’s success
or failure

2 standardized normally distributed gross return on the bank’s

total loan portfolio realized at ¢, ¢t = 1,2



Xix

gross return on project ¢ in case of success

the household’s absolute risk aversion

expected marginal gross return on deposits under Case j
expected gross return on loans from sector ¢

correlation between sectors

volatility of marginal gross return on deposits under Case j
volatility of gross return on loans from sector @

regulatory parameter under regulation with value-at-risk
density function of the standard normal distribution
cumulative distribution function of the standard normal

distribution

loan-allocation rate/portfolio-allocation rate
normal distribution with parameters p and o
the real numbers

superscript indicating laissez-faire equilibrium



XX

LIST OF FREQUENTLY USED SYMBOLS




Acknowledgements

This thesis evolved while I was a research assistant at the Chair of Finance at the
University of Mannheim. It was accepted as dissertation by the Business School of

the University of Mannheim.

This project would not have been possible without the support and help of many.
First of all, I am deeply indebted to my advisor, Prof. em. Dr. Dr. h.c. Wolfgang
Biihler, who initiated this project and who offered me the opportunity to work under
his guidance. He gave his critical advice, his patience, his continuing support and
encouragement throughout my work on this project. Second, I would like to thank
Prof. Dr. Peter Albrecht for co-refereeing this thesis.

Many thanks go to my former colleagues at the Chair of Finance for their
fruitful advice and encouragement, namely to Dr. Jens Daum, Dr. Christoph
Engel, Dr. Sebastian Herzog, Dr. Christoph Heumann, Prof. Dr. Olaf Korn,
Prof. Dr. Christian Koziol, Dr. Jens Miiller-Merbach, Dr. Raphael Paschke,
Dr. Marcel Prokopczuk, Dr. Peter Sauerbier, Dr. Antje Schirm, Christian Speck,
Dr. Tim Thabe, Prof. Dr. Monika Trapp, and Dr. Volker Vonhoff, as well as to our
secretary Marion Baierlein. They all contributed to a friendly and stimulating work
environment. In particular, I would like to thank Prof. Dr. Christian Koziol for his

critical and stimulating advice on this topic.

Finally, I would like to thank my family. Their unfailing support and love throughout

the years made this thesis possible.

Mannheim, January 2011 Volker Sygusch

poel



xxil ACKNOWLEDGEMENTS




Part 1

Introduction






Chapter 1
The Issue of Pro-Cyclicality

Risk-sensitive capital requirements aim at enforcing appropriate minimum amounts
of capital to absorb losses resulting from credit defaults and other risk sources,
notably market and operational risk. These requirements are considered to be
important as they are supposed to strengthen financial stability. Nevertheless,
practitioners and scholars have worried about negative side effects arising from
capital-based regulation. One such topic concerns the reinforcement of cyclicality
in lending by regulation. These concerns are based upon the notion that regulatory
rules, which become tighter in downturns, restrict the bank’s total lending beyond
what banks would do for reasons of risk management. As a consequence, valuable
projects are not financed during recessions, which may in turn enhance the cyclical
troughs in their depth and length. A situation commonly known as “credit crunch”

or “credit rationing” arises.

In this thesis, we address the question of if and how bank capital regulation may
enhance cyclical patterns in lending. To do this, a bank model is set up, and
different types of capital requirements are considered and compared to the outcomes
if the bank remains unregulated. The mechanisms at work that fuel pro-cyclical
patterns in lending can be also distinguished according to the characteristics of
capital requirements. We add to the literature insofar as the literature about the
pro-cylicality of capital requirements has not been concerned with a bank that
simultaneously takes its leverage, asset risks, probability of bankruptcy, size, and
costs of debt finance into account. Likewise, there is no work of this kind considering
that the deposit volume and the deposit interest rate are based on decisions made
by a risk-averse household and a risk-neutral bank. The deposit interest rate
and the deposit volume reflect the bank’s risk-taking and, if regulation is present,

the regulatory constraint. The impact of capital requirements are analyzed by
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considering the sensitivity of the lending volume to changes of fundamental economic
variables, called “shocks”, under a VaR approach, under approaches with fixed risk

weights, and under a laissez-faire economy.

The simplest form of capital regulation is to require banks to adhere to a fixed
ratio of equity to assets or deposits. During recessions, credit losses will increase
and diminish the banks’ equity capital positions. Consequently, the volume of the
loan portfolio must shrink in order to attain the regulatory capital ratio once again.
As a consequence, lost loan positions are no longer completely filled. The overall

potential credit capacity of the financial system shrinks.

Under Basel I, capital rules were already more complex than a simple capital ratio:
banks had to meet a weighted capital ratio, 7.e. a specific weight was assigned to
each asset position. All weighted asset positions must meet a given relation to
regulatory capital. These weights partly reflected notions of credit risk as some
governmental authorities were given a risk weight of zero and building loans had
preferential weights compared to other loans.! Therefore, losses could not only
result in decreasing loan portfolio volumes, but also in loan portfolio shifts, here
notably to the disadvantage of plain commercial and retail loans, and in favor of
sovereigns (Haubrich/Wachtel, 1993, p. 3f; Berger/Udell, 1994, p. 586; Furfine, 2001,
p. 34). It has been often attempted to trace back the 1990/91 Credit Crunch to the

introduction of the capital requirements based on the Basel I Accord.

The Basel I rules aimed at determining minimum bank capital in accordance to the
risk taken on the asset side. As recessions are characterized by decreasing prospects
for firms and increasing losses that firms must bear, the firms’ credit-worthiness
shrinks. With increasing credit risk in turn, banks must hold more capital for a
given volume of loans. If, moreover, banks must bear losses themselves, a massive
downturn in bank credit supply will take place according to the critics and sceptics
of risk-sensitive capital requirements. Thus, some people view risk-sensitive capital
requirements as worsening cyclical downturns in credit supply compared to what

risk-insensitive capital requirements may cause.

However, all these criticisms often neglect the fact that lending by its very nature
may be a cyclical business. In the next sections of this chapter, we present the
literature that is concerned with the issue of if and how capital regulation may

result in pro-cyclical patterns in lending.?

!Dewatripont /Tirole (1994, Ch. 3), provide an account of the implemented rules based on
the Basel I Accord, particularly for the EU. In Germany, these rules were implemented as the
‘Grundsatz I’ of which §13 listed all eligible risk weights.

2For different reviews of literature on banking regulation, in particular capital requirements, we



To start with, Section 1.2.2 presents theories of how lending and business cycles
may interact in the absence of regulation. Section 1.2 reviews the introduction
of the Basel I Accord and the 1990/91 Credit Crunch. The empirical literature
that asks if and to what extent the introduction of Basel I was responsible for the
downturn in granting corporate loans, is discussed. Section 1.2.2 presents theoretical
arguments in favor of pro-cyclical effects through capital requirements. Section 1.3
is devoted to the Basel II Accord. Its basic mechanisms are presented (Section
1.3.1). The introduction of further amendments, commonly known as Basel III are
discussed. Section 1.3.2 reviews the literature that is concerned with the cyclicality
of the required minimum capital. Section 1.3.3 discusses the role of capital buffers,
i.e. the excess capital that is held by commercial banks beyond what is required
by regulators. Section 1.3.4 highlights the impact that the type of the loan rating
system has on the cyclicality of capital requirements. Section 1.4 points out that
there are also other regulatory norms that may fuel pro-cyclicality. Finally, Section

1.5 discusses the impact capital adequacy rules may have on the risk-taking of banks.

The next chapter, Chapter 2, outlines the framework of our analysis. It refers to the

types of shocks considered, our notion of pro-cyclicality, and to the basic framework.

The following two parts, Part II and III, are the core of this thesis. Two distinct
versions of the basic model described in Chapter 2 are analyzed under different
regulatory regimes. The impacts of shocks under these regimes are assessed
using comparative static analyses which are performed numerically, except for few
instances of equilibria. In Part II, the bank grants loans to two firms which run
different, potentially correlated projects whose outcomes are Bernoulli distributed.
The analysis is restricted to one period. Credit risk is either regulated by fixed risk

weights or by a VaR approach. Part II consists of two chapters.

In Chapter 3, the model set-up is explained and some theoretical implications are
derived. In Chapter 4, the question of pro-cyclicality resulting from capital adequacy

rules is numerically discussed. Part II also addresses issues of risk-taking.

In Part III, the bank faces many firms whose different Bernoulli-distributed projects
are weakly correlated and whose projects can be lumped together into two distinct
sectors. In the aggregate, the bank faces normally distributed loan-portfolio returns
on which the bank’s and the household’s decisions are based (Ch. 5). Chapter 6
is devoted to the analysis of the one-period model. In Chapter 7, the analysis is

extended to two periods. Both fixed risk weights and a VaR approach are considered

refer to Bhattacharya/Boot/Thakor (1998), Santos (2000), Stolz (2002), Van Hoose (2007,2008),
and Borio/Zhu (2008).
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for the one-period analysis as regulatory capital requirements, whereas the analysis
of the two-period model is restricted to a comparison of the laissez-faire equilibrium
to the equilibrium under the VaR approach. The final part, Part IV, contains

conclusions. Derivations of theoretical results can be found in the Appendix.

A main result is that the effect of a given shock depends on the type of the shock.
Equity shocks, i.e. changes in bank equity as a result of gains or losses, lead to
pro-cyclical effects on lending. Expectation shocks, i.e. changes of distribution
parameters or of borrowers’ productivity, are dampened by regulation. Thus,
regulation may exacerbate downturns after losses have been realized, whereas
regulation constrains bank lending if more favorable outcomes are expected, thus
hampering economic recovery. Moreover, there is evidence of counter-cyclical effects
through regulation on the level of single loan volumes. These observations can
be made regardless of the risk sensitivity of the respective capital adequacy rule.
Interestingly, a regulated bank may grant higher loan volumes to less risky firms
if risk-sensitive capital requirements are binding than it would do under fixed

requirements or under a laissez-faire regime.

The two-period model supports these findings. In particular, there are no signs
that a financial accelerator based on a propagation mechanism via the bank’s equity
exists. That is, the sensitivities of the expected total loan volume in the second
period with respect to expected equity which prevails after the first period are always
the same size as they are in the one-period model with respect to the bank’s initial

equity.

Furthermore, this thesis shows that enhanced risk-taking may occur under capital
regulation in the absence of other regulatory requirements, such as deposit insurance.
Rather, a flat capital requirement alone induces the bank to take more risk than it
does under any other capital adequacy regime considered in this thesis (i.e. different

risk weights, VaR approach) and than under laissez-faire.

1.1 The Pro-Cyclicality of Lending

As the business cycle is characterized by up- and downturns in aggregate output,
it is of interest of how firms’ access to finance and firms’ financing demands are
affected. The standard IS/LM model is frequently used in first place to analyze of
how the goods market is affected by financing conditions, notably by the interest
rate and by money supply. The standard IS/LM model does not address monetary

transmission via the bank loans, however.
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Bernanke/Binder (1988) were the first who studied the role of commercial lending
in the IS/LM-framework. The conventional LM curve, that only recognizes money
and bonds as financial assets, is extended by (commercial) loans. As a consequence,
(government) bonds and (commercial) loans are no longer perfect substitutes. Ber-
nanke/Blinder derive loan supply from a generic bank balance sheet and the loan
demand relation is set ad hoc. The standard IS/LM-model thus becomes a limit

case of their model.

If loans and bonds are perfect substitutes, the curve representing the equilibria on
the goods and credit market reduces to the familiar IS-curve. If money and bonds
are perfect substitutes, the economy slips into the well-known liquidity trap (Ber-
nanke/Blinder 1988, p. 436). In between, there is now a role for the credit market
to affect the goods market and total equilibrium. In particular, a positive credit
supply shock raises bond interest rates and aggregate output. Furthermore, reserve

requirements may take more expansionary effects than in the standard IS /LM model.

Bernanke/Gertler/Gilchrist (1999) refine the notion of how credit and credit
availability may cause macroeconomic up- and downturns. They incorporate
credit market imperfections into a dynamic, general equilibrium New Keynesian
model.  Firms may borrow funds, but at a rate that is higher than their
internal cost of capital. The spread, termed external finance premium, is due
to agency problems and depends inversely on the firm’s net worth, whereas the
latter is as such pro-cyclical. These two ingredients form the financial accelerator
(Bernanke/Gertler/Gilchrist, 1996, p. 4). Contrasting this model with conventional
New Keynesian frameworks serves to compare the impacts that the firms’ net
worths have on transmitting shocks. Numerical studies illustrate that the thus
implied financial accelerator propagates and amplifies shocks. This view, however,
stands in contrast to the work of Bernanke/Blinder (1988) and Blum/Hellwig
(1995)3 insofar as the latter consider amplifications via the banks’ ability of
granting loans. However, the existence of the financial accelerator in the sense

that lending amplifies macroeconomic shocks cannot be confirmed for Germany
(Eickmeier /Hofmann/Worms, 2006).

One alternative explanation of the cyclicality of lending is the so-called “institutional
memory hypothesis” which has been put forward by Berger/Udell (2004). This
hypothesis says that the loan officers’ abilities to judge loans according to their
default risks deteriorate after the last bust as time has passed. As a result, credit

standards are eased with upswings, notably by decreasing premia. Berger/Udell

3Their work is discussed in Section 1.2.2, p. 10.



8 CHAPTER 1. THE ISSUE OF PRO-CYCLICALITY

(2004) analyze data on US banks to support this thesis. They find a statistically and
economically significant relation between loan growth and the time elapsed since the
last busts. As they also control for other demand and supply factors, they regard
this significant relation as sufficiently supportive for their hypothesis. However,
as also Berger/Udell (2004) note, the institutional memory hypothesis could also
simultaneously show up with other phenomena. Furthermore, it could be criticized
as a truism. In this vein, without recurring on this hypothesis, Ayuso/Pérez/Saurina
(2004, p. 261) note that banks “might tend to behave during a boom as if it were

to last for ever.”

1.2 The Basel I Accord and Pro-Cyclicality

1.2.1 The Introduction of Basel I and the 1990/91 Credit

Crunch

At the beginning of the nineties the Basel-I-rules were introduced and some further
regulatory changes came into force in the USA. More specifically, those requirements
were partially introduced in 1990 and they finally went into full effect in 1992*
Moreover, a minimum capital ratio based on the total, non-weighted asset volume
was required from 1990 on (cf. Berger/Udell, 1994, p. 585, and Berger/Herring/Sze-
g6, 1995, p. 403).

During this period, the aggregate loan volume remained at a constant level
in the USA whereas the volume of government securities held by commercial
banks increased (Haubrich/Wachtel, 1993, p. 3f; Berger/Udell, 1994, p. 586).
In turn, the total of commercial and industrial loans outstanding strongly went
down from 1990 on, and the bank capital held increased (Haubrich/Wachtel,
1993, p. 3f; Berger/Udell, 1994, p. 586; Furfine, 2001, p. 34). In particular,
Berger/Herring /Szeg6 (1995, p. 402f) report that US bank capital ratios raised from
6.21% at the end of 1989 to 8.01% at the end of 1993. It was widely attempted to

regard the new regulations as cause for the observed changes in the banks’ portfolios.

However, not all academics were convinced by the view that regulation caused a

credit crunch or even worsened the macro-economic decline. Yet, the obvious decline

41Cf. Avery/Berger (1991, p. 862-864) concerning the prompt-corrective action plan, and
Berger/Udell, 1994, p. 585 concerning the introduction of Basel I in the USA. According to Rochet
(1992, p. 1137) and Freixas/Rochet (1997, p. 239), the capital requirements based on the Basel I
Accord went into effect in 1993 for all commercial banks in the EEC.
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in commercial and industrial loans on the one hand and the rise of government
securities on banks’ balance sheets on the other, fueled concerns that capital
requirements could worsen recessions. In other words, the fear of “pro-cyclical”
effects on lending by capital regulation was born. Furthermore, the observed
portfolio shifts in favor of default-risk free securities added to the debate about
the relation between risk-taking and minimum capital requirements which will be

addressed later in this chapter.

The hypothesis that the introduction of the Basel 1 capital requirements
caused the credit crunch in the US is supported by Haubrich/Wachtel (1993),
Brinkmann/Horvitz (1995), Shrieves/Dahl (1995), and Jackson et al. (1999),
amongst others. In particular, Jackson et al. (1999) claim that Basel I possibly
contributed to constrained lending in Japan, too, whereas they confirm for the
remaining G-10 countries that the introduction of Basel I seems to have induced
weakly capitalized banks to increase capital ratios only. Similarly, Wagster (1999)
finds evidence of constrained lending through Basel I for the US and Canada at the
beginning of the nineties, but does not find it for the UK, Germany, and Japan.

Aggarwal/Jacques (1998) attribute the increasing bank capital ratios in the USA
during the years 1991 to 1993 to the PCA plan. This view is also held by Furfine
(2001, p. 51). Although he admits that an increase in risk-based capital requirements
could have added to the credit crunch, this increase could not fully explain it. Ber-
ger/Herring/Szego (1995) loosely ascribe the increase of US bank capital ratios to
the introduction of the new capital requirements, the PCA plan, and of the risk-
based deposit insurance premia. Peek/Rosengreen (1995) concentrate their study on
New England and find evidence that banks were strongly constrained by declining
capital, calling this phenomenon “capital crunch”. As data on loans is too scarce,

they cannot confirm the existence of a credit crunch, i.e. decline in bank loan supply.

The view that the introduction of risk-based capital requirements and other
regulatory measures during 1990 to 1992 caused the credit crunch is not unanimously
shared amongst academics, however. Berger/Udell (1994, p. 625) give evidence that
alternative supply side mechanisms “are somewhat more consistent with the data”
but their “quantitative effects are not substantial.” But they also believe that non-
risk related credit crunch hypotheses, as regulatory pressure, could have played a
role. Bernanke/Lown (1991) consider a weak loan demand as main cause for the
slowdown in lending. However, they do not deny that weak bank capital bases
have impaired banks’ lending potential. A full account of the various hypotheses

considered to have caused the decline in loans at the beginning of the 1990s in the
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US is provided by Berger/Udell (1994, pp. 586-588).

1.2.2 Theoretical Research on the Pro-Cyclicality of Basel 1

Blum/Hellwig (1995) were the first® to deal with the issue of pro-cyclicality of
capital requirements. The implications of a flat regulatory capital-to-asset ratio
are analyzed within an IS/LM-framework. To be able to illustrate its potential
propagating effects, they introduce a stylized banking sector. Blum/Hellwig (1995)
thus distinguish in contrast to standard IS/LM analysis between commercial loans,
government securities, and demand deposits where the latter is determined by the
money demand. The banking sector comprises equity and demand deposits on the
liability side, and commercial loans and bonds on the asset side. Credit risk and

other types of risks that prevail in banking are neglected.

Given a real shock to aggregate demand, regulation causes a raise in the aggregate
demand multiplier that is higher than the raise in the aggregate demand multiplier
in the otherwise same economy where the banking sector is not regulated. Put
differently, the sensitivities of equilibrium prices and output relative to shocks
increase as well. Thus, regulation enforces pro-cyclicality. But their model cannot
address the question of how much risk the banking sector takes after a shock has
occurred and to what extent shocks have an impact on the risk positions of firms

and depositors.

Thakor (1996) adds to the view that regulatory measures can cause a decline in loans
by proving that increased capital requirements lead to increasing credit rationing
in the sense that the borrower’s probability of being denied for credit goes up.
The argument builds on asymmetric information and the bank’s cost of screening.
Furthermore, Thakor (1996) asks if monetary policies lose their effectiveness under
a regime of minimum capital requirements. He conjectures that monetary policy
may have opposite effects on aggregate lending depending on how these impulses

affect the term structure of interest rates.

Bliss/Kaufman (2003) show by considering a simplified bank balance sheet that the
injection of an additional amount of reserves beyond what is initially required leads
to a lower increment in earning assets if capital requirements are binding than it
is the case without capital requirements. As a consequence, a considerably large
amount of total reserves is held in excess given binding capital requirements. Thus,

these excess reserves, that would allow for an appropriate increase in deposits, and

5 Cf. Freixas/Rochet, 1997, p. 274.
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hence in earning assets, can only be used to expand the volume of earning assets if
new equity capital is raised. But in recessions, this is unlikely to occur as it becomes
too costly. So, capital requirements reinforce cyclical downturns regardless of their

risk-sensitiveness.

1.3 The Basel II Accord and Pro-Cyclicality

1.3.1 The Basel II Accord

The Basel IT Accord (BCBS 2004), which has taken effect in Germany on the 1st of
January 2008 (Deutsche Bundesbank, 2009, p. 55), offers the Standardized Approach
and the “Internal-Ratings-Based Approach” (IRB Approach) for determining the

required minimum capital for credit risk.

In principle, the Standardized Approach assigns a risk weight to any claim according
to the economic sector to which the debtor belongs and according to the debtor’s
credit risk. The credit risk appraisal should be reflected in a credit grade given by an
external credit assessment institution (BCBS, 2004, Art. 52). Risk weights usually
comprise several credit grades given a class of debtors. There are risk weights for
claims on sovereigns and central banks (BCBS, 2004, Art. 53, 55), banks (ibid.,
Art. 63), and corporates (Art. 66). Interestingly, claims secured by residential
property are assigned a weight of 35% (Art. 72f), whereas a weight of 100% is
required concerning commercial real estate because of the turbulence in the 1980ies
and 1990ies (Art. 74). The Standardized Approach can be seen as a refinement of
the Basel I Accord that merely distinguished claims by their sector-specific origin
or by the collateral pledged.” Consequently, risk sensitivity of capital requirements
has increased from the Basel I to the Basel II Accord.

Risk sensitivity increases even further if the Basel I rules are compared to the IRB
Approach. The risk weights of the IRB Approach are derived from a credit risk model
where the returns of claims follow a one-factor model with normally distributed

factor loadings and where the claims are fully granular. Gordy (2003) characterizes

We do not consider minimum capital requirements for securitization which follow different
rules (c¢f. BCBS, 2004, pp. 113-136). In the European Union, the directives 2006/48/EC and
2006/49/EC build the legal basis for national law-setting. In Germany, the law concerning the
new capital requirements based on the Basel II Accord (“Solvabilitdtsverordnung”) came into
force on the 1st of January 2007 allowing for a one-year transition period. In this thesis, we will
exclusively refer to the document launched in June 2004 by the Basel Committee on Banking
Supervision (BCBS, 2004).

“For Germany, we refer to §13 Grundsatz I, listing all then eligible risk weights.
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the assumptions that the portfolio be fully granular and that there be at most a
single systematic risk factor as necessary and, with a few regularity conditions, as
sufficient to obtain the portfolio-invariant additivity of risk weights, laying thus
the theoretical foundations for the IRB Approach. Portfolio-invariance means that
the capital charge of each asset item does not depend on the characteristics of
the associated portfolio.® Given the underlying model, the IRB risk weights yield
the 0.1%-quantile of a notional portfolio’s credit loss distribution (BCBS, 2004,
Art. 272). Hence, required minimum capital in the IRB approach can be understood
as the capital level that absorbs all losses with 99.9% probability.

Thus, many theoretical papers, which model the portfolios’ returns differently
from what the IRB Approach assumes, represent this approach by requesting the
bank to keep a given confidence level based on a VaR approach for economic
capital. Models using VaR to represent the Basel II regime include Biihler/Koziol
(2005), Dangl/Lehar (2004), Danielsson/Shin/Zigrand (2004), Estrella (2004), and
Danielsson/Zigrand (2008). We follow this modeling approach in our analysis, too.

As the increased risk sensitivity in capital requirements is obvious, much research
has been devoted to the cyclicality of minimum required capital compared to the
Basel I regime. This literature will be reviewed and discussed in Section 1.3.2.
Section 1.3.3 reviews the work concerned with capital buffers, i.e. the amount of
capital held above what is required by regulation. Section 1.3.4 is devoted to the
role of loan rating systems which has attracted a lot of attention since banks must
estimate the probability of default (PD) in the IRB Approach and may also estimate
other inputs after approval (BCBS, 2004, Art. 245-248).° Because these estimates
are sensitive to the credit cycle in one way or the other, these estimates may be
an additional source of cyclicality. Section 1.3.5 presents further literature that is

concerned with pro-cyclicality due to risk-sensitive capital requirements.

As a response to the recent subprime crisis that in effect infected many other financial
markets, amendments to the Basel II framework have been discussed in depth since
2009. These amendments have been known as Basel III and comprise a bundle of
measures (BCBS 2010). These new rules are concerned with the quality and size of
the bank’s equity capital, the total leverage, and liquidity. The new rules will be
phased in from 1st January 2013 on and shall take full effect from 2019 on. In times

8Qutlines of the specific model and a derivation of the thus implied risk weight can also be
found in Vasicek (1991), Schonbucher (2000), and Hartmann-Wendels (2003, pp. 117-120).

9These two options are called “foundation approach” and “advanced approach”. The foundation
approach requires that banks only estimate the default probabilities, whereas under the advanced
approach banks have to estimate all the IRB-model’s input parameters.
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of stress, banks will be allowed to draw on the “conservation buffer” which will be
introduced from 2016 on. The conservation buffer shall thus address the problem
that banks reach the regulatory minimum amount of equity capital especially in
adverse economic situations in which new equity cannot be raised. This option
to absorb losses, however, will be linked to tighter regulatory constraints on the
distribution of earnings (BCBS, 2010). Another lesson from the recent financial

crisis has led to stricter liquidity rules.©

Most of importance in respect to this thesis is the attempt to establish an anti-
cyclical buffer (¢f. BCBS 2010). The buffer will account for 0 to 2.5 percentage
points of the capital ratio. It is supposed to curtail credit growth in expansive
economic phases. So the build-up of excessive risk shall be contained. Consequently,
this anti-cyclical buffer will not change results concerning cyclicality compared to
the current Basel II framework when downturns are considered. As the results of
this thesis suggest that capital requirements already lead to lower loan volumes and
in particular to lower credit growth than it is the case in a regime of laissez-faire,

we shall not expect different qualitative results concerning upturns, either.

1.3.2 Pro-Cyclicality of Required Minimum Capital

The empirical research on the 1990/91 credit crunch has strengthened the
view that bank capital and bank capital requirements are key drivers of total
lending. Consequently, many scholars feared that an increased cyclicality in capital
requirements by the Basel II Accord could amplify fluctuations in lending and thus

in aggregate output.

For example, Bikker/Metzemakers (2007) find, based on bank data over OECD
countries, that regulatory capital over risk weighted assets is pro-cyclical whereas
the ratio of capital over risky assets is mostly not. Particularly, Bikker/Metzemakers
(2007) and Bouvatier/Lepetit (2008) detect a tendency that riskier (and also smaller)
banks maintain relatively low ratios. This relation implies that the regulatory capital
of those banks may rather infringe regulatory thresholds if these thresholds depend

on risk.

The works of Carpenter/Whitesell/Zakrajsek (2001), Ervin/Wilde (2001), Sego-
viano/Lowe (2002), Goodhart/Hofmann/Segoviano (2004), Kashyap/Stein (2004),
Illing/Paulin (2005), and Gordy/Howells (2006) determine what amount of capital

For an account of the crisis ¢f. Calomiris (2008) and Hellwig (2008), amongst others. With
respect to the perceived phenomenon of (wholesale) bank-runs, we refer to Gorton (2008, 2009).
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would have been required in the recent past for notional loan portfolios, that they

deem representative, if Basel II had been already in place.
Their findings can be summarized as follows:

Segoviano/Lowe (2002) and Goodhart/Hofmann/Segoviano (2004) find strong
amplifications in required minimum capital for Mexican banks in the 1990ies.
Their simulations of the loan portfolios, that are based on Mexican, Norwegian,
and US-American data each, show that required minimum capital is more
cyclical under the IRB Approach than under the Standardized Approach
(Goodhart/Hofmann/Segoviano, 2004). They observe this enhanced cyclicality even
though they feed the IRB formulae with Moody’s data which are regarded as through-

the-cycle estimates.

Illing/Paulin (2005) confirm for Canadian banks for the years 1984 to 2003 that
required capital would have become more volatile under Basel 1. Kashyap/Stein
(2004) detect that Basel II rules might have raised required minimum capital by
2% to 160% compared to Basel I. Ervin/Wilde (2001) determine that bank capital
would have been required to increase by 3% under the Basel I and by 20% under
Basel II for US-loan portfolios during 1990. The increase in required capital from

Basel I to Basel II is based on credit migrations.

Also Hofmann’s (2005) simulation study suggests that the internal IRB approach
enhances the cyclicality of lending compared to the Basel-I-framework, but that
both regulatory regimes dampen this cyclicality compared to the economic capital
approach pursued by the otherwise unregulated bank. The set-up is kept simple:
the bank’s equity is exogenously fixed, debt-finance not considered, and the loan
portfolio is homogeneous. The study can only account for changes in the total loan
volume that are based on cyclical changes of capital requirements. Credit risk is
based on a one-factor model. Cyclical swings in credit risk are exclusively given by
increasing and decreasing default barriers of the obligors in the bank’s loan portfolio.
The fluctuation in the default barrier is in turn given by a stylized, sine-shaped

business-cycle model and by the evolution of total lending.

To sum up, the studies of Ervin/Wilde (2001), Segoviano/Lowe (2002),
Goodhart/Hofmann/Segoviano (2004), Kashyap/Stein (2004), Hofmann (2005), and
Mling/Paulin (2005) give evidence that the switch from Basel I to Basel II implies

an increase in the amount and in the cyclicality of required capital.

In contrast, Carpenter/Whitesell/Zakrajsek (2001) do not find any substantial

increased cyclicality in bank capital requirements under the Standardized Approach
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of Basel II compared to those of the preceding risk weighting rules. Their analysis
is based on a study of a representative loan portfolio during the years from 1970
to 2000. Gordy/Howells (2006) put the studies suggesting increasing cyclicality
through Basel II into perspective by illustrating how different re-investment rules
after loan defaults affect the cyclicality of capital. Their study is based on a dynamic
simulation setting. In particular, they can show that re-investment rules may have

a larger impact on the cyclicality of required capital than capital adequacy rules do.

All these studies consider the cyclicality of bank capital exclusively as a matter of the
cyclicality of required capital. As required capital results from the composition of
the bank’s loan portfolio, the lending policy is crucial for the total result. This strand
of literature emanates from historic, average loan portfolios and from exogenously

fixed portfolio strategies.

The appeal of the literature that is concerned with the cyclicality of minimum capital
requirements is two-fold: first, a considerable number of these studies have a strong
relation to real-world bank portfolios. Second, this literature considers the evolution

of capital through time, often for the full length of a business cycle.

As shortcomings, three important points can be listed. First, these studies neglect
potential banks’ internal capital targets. Second, they neglect potential endogenous
reactions to a new set of capital rules which seems to be important in light of the
theoretical literature on risk-taking as well as in light of the empirical studies on
the 1990/91 credit crunch. In contrast, the bank reacts differently given the various
regulatory regimes and must consider the re-financing costs associated with its risk-
taking in this thesis. Third, as in Section 1.3.3 discussed, banks hold capital buffers
on top of what is required. Therefore, their behavior and their potential influence

on capital cyclicality shall be discussed.

Estrella (2004) is also concerned with the cyclicality of bank capital but some of
these drawbacks are addressed as he analyzes the bank’s optimal capital choice with

and without regulation in a dynamic, infinite-horizon model.

The bank’s choice of its level of equity is associated with costs. These costs are the
cost of holding capital, of failure and of capital adjustment. Both bank loans and

deposits are given exogenously.

If adjustment costs are neglected, the optimally chosen level of capital is identical to
the economic capital calculated by the VaR approach at an endogenously determined
confidence level. This characterization allows to decide whether a confidence level

set by regulation is binding or not.
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If adjustment costs are introduced and if losses follow a stylized business cycle,
the optimal level of capital of the unregulated bank is negatively correlated with
the VaR-restricted capital level if separately determined period-by-period by the
regulator. The reason is that the latter neglects adjustment costs such that capital
is sooner raised after a shock in loan losses than the bank would optimally do without

regulation.

Furthermore, the VaR constraint is positively related to external capital flows.
Hence, regulation is expected to be binding under adverse economic situations,

giving rise to the concern that regulation amplifies recessions.

Since there is no endogenous trade-off between raising new external capital and
granting loans, the issue of pro-cyclicality of loan volumes cannot be directly
addressed.  Arguments can only be indirectly run via capital decisions and
restrictions. The model cannot address the question of risk-taking under regulation,
either, because the bank is only concerned with optimally adjusting its equity
capital. Though adjustment costs are considered in this study, too, these costs
are symmetrical for both up- and downswings so that equity can be raised during

recessions at unchanged conditions.

Yet, it is questionable whether we should be concerned with cyclicality in capital
at all: bank capital cannot be adjusted easily, especially not in times of increasing
numbers of loan defaults. Rather, bank capital is fixed, only changing with losses
and retained earnings. What must be adjusted, given the credit risk perceived and
the capital given, is the bank’s total loan volume. Hence, the lending volume should

be the variable of first interest.

1.3.3 Pro-Cyclicality and Capital Buffers

In reality, banks hold capital beyond what regulation requires. This excess capital

is usually referred to as capital buffer.

Banks hold capital buffers to reduce the cost of infringing capital requirements.
The cost of infringing capital requirements is associated with the loss of the bank’s
charter or franchise value, which becomes the higher, the higher future expected
returns are. According to Milne/Whalley (2001), increased recapitalization costs or
a higher auditing frequency can further raise the bank’s internal target of capital.
Alfon/Argimon/Bascunana-Ambrds (2004, p. 20) confirm that UK-based banks and
thrifts hold capital buffers in order to avoid costly recapitalization when needed

most. Jackson/Perraudin/Saporta (2002) explain capital buffers empirically by the
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improved access to the swap market in terms of contract conditions. Lindquist
(2004) finds that Norwegian banks merely hold capital buffers to signal solvency to
the market and to the regulator. Moreover, regulators suppose banks to hold capital
buffers as well (BCBS, 2004, Art. 757f).

The existence of capital buffers raises the question of whether research on pro-
cyclicality of minimum capital requirements and lending may become pointless. In
particular, it could be claimed that it becomes dispensable to compare capital and
lending under the Basel I regime with those under the Basel 1I regime. This view is
held by Bikker/Metzemakers (2007) who do not fear pro-cyclical effects on lending
with the introduction of Basel II despite the pro-cyclicality of capital ratio (cf. p. 13
of his thesis) since they can show that most banks hold significant capital buffers

enabling them to smooth fluctuations in realized and expected losses.

The notion that capital buffers might absorb some of the cyclicality inherent in
minimum capital requirements is sustained by the empirical magnitudes that Er-
vin/Wilde (2001) and Furfine (2001) report. According to Ervin/Wilde the IRB
weights proposed at that time resulted in half of what had been required under the
Basel I Accord whereas Furfine (2001, p. 52) points out, based on Carey’s (1998)
data, that roughly two thirds of bank loan portfolio are rated BBB or BB and thus
are not subject to changes in capital requirements if the Standardized Approach is
used. Jackson/Perraudin/Saporta (2002) estimate that most banks of their sample!!
aim at a survival probability higher than 99.9% whereas the Basel I framework only
implies survival probabilities ranging from 99.0% to 99.9%. In particular, these
banks should have met ceteris paribus the minimum capital requirements after the

adoption of the Basel II rules.

Peura/Jokivuolle (2004) calculate the capital charges according to Basel I and Basel
IT for high-quality and average-quality loan portfolios.!? Furthermore, they add
a capital buffer such that the regulatory capital amount is not infringed by a
probability of 99%. This probability is referred to as “the confidence level applied to
regulatory adequacy” (ibid., p. 1809). This strategy of holding a buffer is compared
to holding economic capital such that solvency is kept by a probability of 99.95%
which is in line with the empirical findings of Jackson/Perraudin/Saporta (2002). In
sum, the simulation study of Peura/Jokivuolle (2004) results in capital buffers that

lead to a less cyclical total capital amount than it is the case if the bank seeks to keep

" Their data is based on a Federal Reserve Board survey and by Deutsche Bank’s annual report.
The data comprises the distributions of credit quality in banks’ loan portfolios.

12The percentages of credit grades are along the lines of Gordy’s (1998) data on US loan
portfolios.
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a given solvency probability. These results hold for both loan portfolio qualities and
for both regulatory regimes, i.e. Basel I and II. Interestingly, capital buffers become
the higher relative to required capital, the higher the portfolio’s loan quality is as

the potential for down-side movements grows.

Gambacorta/Mistrulli (2004) give empirical evidence of the notion that capital
buffers smooth the cyclicality in lending as they show for Italian banks that the
higher capital buffers are, the less pro-cyclical lending becomes after GDP-shocks

have realized.

Jacques (2005) and Heid (2007) illustrate the role of capital buffers concerning the
pro-cyclicality of risk-based capital requirements in a framework that is based on
the model used by Blum/Hellwig (1995). Jacques (2005) and Heid (2007) emphasize
that pro-cyclicality of risk-based capital requirements can only be mitigated if, at
least, capital buffers strictly increase in aggregate output and thus move in opposite
direction to what has been observed under the Basel I regime.'®> The results of
Repullo/Suarez (2008) show that such a behavior of capital buffers under Basel 11

may prevail.

Both, in Jacques’ (2005) and Heid’s (2007) models, the single, portfolio-wide risk
weight depends on aggregate output. Jacques (2005) shows that ratings migrations
unambiguously can add to increased cyclicality in lending despite of capital buffers
held. Heid (2007) contributes to the literature with two findings: first, capital buffers
may absorb the cyclicality of required capital, thus mitigating the overall effect on
the capital ratio. Second, the capital buffer under risk-sensitive capital requirements

decreases in downturns.

In Heid’s (2007) model, the representative bank maximizes its expected profits given
its funding constraint while keeping a given probability not to infringe the required
regulatory equity amount. The latter constraint results in the capital buffer. Its
dependence on aggregate output is given by the assumptions that underpin the
macroeconomic framework used. A shortcoming of the study of Jacques (2005) is,
however, that the capital buffer and its relation to the business cycle in terms of

aggregate output is exogenous.

Kajuth (2008) demonstrates in a micro-economic model of a banking sector that

the degree of pro-cyclicality may well depend on the degree of capitalization and

13A lot of empirical evidence on the counter-cyclicality of capital buffers with respect to GDP
has been gathered, including Ayuso/Pérez/Saurina (2004) for Spanish banks, Bikker/Metzemakers
(2007) for OECD-countries based banks, Jokipii/Milne (2006) for most types of EU-25 based
banks, Lindquist (2004) for Norwegian banks, and Stolz/Wedow (2005) for German savings and
cooperative banks.
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on the behavior of the interbank lending rate toward aggregate risk. The degree
of capitalization reflects the distribution of capital buffers and, in particular, also
entails a subset of banks that face binding capital requirements. Similarly to Jacques
(2005) and Heid (2007), capital requirements are inversely related to aggregate
output. Given intermediate levels of capitalization, and a low elasticity of the
interbank rate with respect to aggregate output, regulation strongly affects lending

in a pro-cyclical way. For high elasticities the opposite is true.

Zhu (2008) illustrates within a dynamic bank model that capital buffers absorb some
of the cyclicality of minimum capital requirements. But the calibrated model also
shows that banks that are not effectively constrained by capital requirements may
even exhibit the strongest cyclical swings in lending as they can freely engage in
lending during upswings. The lending cycle of effectively constrained banks, though

holding a buffer, are less pronounced.

As in Zhu’s (2008) analysis, banks, that are constrained by regulation, hold a capital
buffer on what is required, it remains unclear to what extent regulation may actually
affect lending in a pro-cyclical way in his model. In general, it is not clear where the
benchmark must be set so that a comparison of a constrained and an unconstrained
banks becomes meaningful in reality. The work of Zhu (2008) is close to this thesis
insofar as the effects of capital requirements on the lending volume dependent on
the state of the economy are analyzed. In contrast to our approach, depositors are
assumed to be risk-neutral and there is one single bank asset only of which the

volume strictly decreases in the total loan volume.

Over and above, we take the view that holding capital in excess of what regulation
requires does not extinct the problem of potential pro-cyclical effects on lending for
two reasons: first, if capital buffers are held to keep the probability of being closed
by regulatory authorities small, and if these buffers are either absolutely fixed or
are a fixed portion of required capital, pro-cyclicality remains an important issue
to investigate. Second, as Repullo/Suarez (2008, p. 35) point out, extrapolating
the behavior of the capital buffers under the Basel I to the Basel II regime may
be misleading as the new requirements are supposed to have a different impact on
bank behavior in general than the Basel I requirements just had. Thus, simply
extrapolation past behavior does not withstand the Lucas critique according to
Repullo/Suarez (2008).

In particular, they show within a two-period framework that capital buffers become
pro-cyclical under risk-sensitive capital requirements. In contrast, capital buffers

are counter-cyclical if a Basel-I-style framework is in place.
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The latter result is in line with empirical findings. Different empirical studies show
in deed that the capital buffers held by banks have been inversely linked to GDP and
have been thus counter-cyclical.'* Yet, it is still questionable to what extent total
capital actually absorbs the cyclicality of required capital. Alfon/Argimon/Bas-
cunana-Ambrés (2004, p. 29) observe for UK-based banks and thrift institutions
that at most half of the changes in capital requirements have been absorbed by the
buffers held in the period from 1997 to 2002 under the Basel I regime.

1.3.4 Pro-Cyclicality and Loan-Rating Systems

Pro-cyclicality in required capital or lending might not be due to the risk sensitivity
of the Basel II Accord alone, but also due to the mode of how risk is measured.
Concerning risk measurement techniques, two main classifications have emerged:
through-the-cycle (TTC) and point-in-time (PIT) estimates. TTC estimates are
based on data that comprise at least the full length of an economic cycle, as its
name suggests. PIT estimates, however, rest upon data of short time periods. PIT
estimates may serve as basis for the calculations of TTC. Consequently, PIT are
more prone to changes with the economic cycle going ahead whereas TTC estimates
are rather constant unless the reference entity goes into bankruptcy or faces any

other severe idiosyncratic shock (e.g. Amato/Furfine, 2004).

Additionally to estimated default probabilities, estimated loss given default rates
may result in a further source of cyclicality as the study of Altman/Resti/Sironi
(2002) suggests. They detect a negative relation between recovery rates and default
probabilities and confirm by simulations that considering this correlation in the IRB

approach enhances pro-cyclicality.

All in all, it seems intuitive that IRB-based capital requirements based on PIT
estimates will fluctuate stronger than if the IRB formulae are fed by TTC estimates.
In principle, this notion carries over to the Standardized Approach, where risk
weights only change in a discrete manner. This intuition has been confirmed by

empirical studies and simulations.

Concerning the Spanish mortgage market, Saurina/Trucharte (2007) conclude that
TTC-ratings could much alleviate pro-cyclicality compared to PIT-ratings used in
the IRB formulee. In the same vein, Illing/Paulin (2005) confirm that the volatility of

1 0f. Ayuso/Pérez/Saurina (2004) for Spanish banks, Bikker/Metzemakers (2004) for OECD
countries, Jokipii/Milne (2006) for pan-European samples, Lindquist (2004) for Norway, and
Heid/Porath/Stolz (2004) as well as Stolz/Wedow (2005) for German savings and cooperative
banks.
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required capital is higher under the use of PIT estimates, derived from bond credit
spreads, than under the use of TTC ratings. For low-rated assets this problem
may worsen since the respective volatility increases with decreasing loan quality.
Likewise, Kashyap/Stein (2004) detect the highest and the lowest increments in
capital requirements under the KMV model which is supposed to deliver PIT
estimates, but not under the credit ratings provided by S&P, which are regarded
as TTC estimates. Also Goodhart/Hofmann/Segoviano (2004), who judge the IRB
foundations-approach as highly pro-cyclical according to their simulation results,
emphasize that capital requirements could become even more pro-cyclical in reality
as banks regard their internal ratings as PIT whereas their simulation study and

their calculations of default probabilities are based on Moody’s TTC estimates.

Catarineu-Rabell/Jackson/Tsomocos (2005) ask within a general-equilibrium set
up which rating system banks optimally choose if they can select between a pro-
cyclical, counter-cyclical, and a cycle-neutral risk weight for corporate loans. More
specifically, a pro-cyclical risk weight strictly decreases as the expected recovery
rate increases whereas the opposite holds for a counter-cyclical risk weight. This
assumption can be thought of as if expected recovery is assigned to applicable
probability-of-default bands in different ways. The cycle-neutral risk weight remains
constant throughout the cycle. Capital requirements are assumed to be binding at
the end-date.

If banks are free to choose, they opt for a counter-cyclical approach as it
maximizes expected profits. If regulators prevent banks from doing so, banks
will most likely use a pro-cyclical rating approach. This results in excessive
lending in booms at the expense of sharp contractions as soon as defaults start
to rise in recessions. Hence, pro-cyclical estimates of default probabilities result
in pro-cyclicality of lending under risk-based capital requirements. Catarineu-
Rabell/Jackson/Tsomocos conclude that TTC ratings are the first-best solution in

terms of maximizing household and corporate welfare and minimizing default.

Pederzoli/Toricelli/Tsomocos (2010) find by numerical instances of a general
equilibrium model that firms and the household are better-off in terms of expected
utility if PIT estimates are used and if the recession probability exceeds one half.
More specifically, using PIT ratings leads to a stronger reduction in corporate
loan rates and a weaker reduction in deposit interest rates compared to a TTC
rating system. If an expansion is more likely, the opposite is true. Hence, also
in this model PIT estimates affect the economy in a pro-cyclical way. Whether

the bank prefers PIT or TTC estimates when a recession is expected depends
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on its role on the interbank loan market. The net lender prefers TTC while the
net borrower PIT. Their results do not necessarily contradict those of Catarineu-
Rabell/Jackson/Tsomocos (2005) as the study of Pederzoli/Toricelli/Tsomocos

(2010) builds upon a richer environment concerning the banking sector.

To summarize, there is empirical as well as theoretical evidence that the estimation
technique used to determine the risk weights under Basel II influences the cyclicality
in required capital and in the lending volume. In particular, PIT ratings should be
deemed to add to the pro-cyclicality of lending compared to the use of TTC rating
systems. But it is not the aim of this thesis to examine the impact of loan rating
systems on total lending and other decisions. Rather, the effects of capital-adequacy

rules as such compared to a regime of laissez-faire are of main interest.

1.3.5 Further Theoretical Research on the Pro-Cyclicality
of Basel 11

Biihler/Koziol (2005) address the question of pro-cyclicality in lending by
considering an economy with three agents: a firm, an investor (household), and
a bank. All these agents have constant absolute risk-aversion and have unlimited
liability. The firm’s return on its real investment, the return on the loan, and on the
deposit redemption are exogenously given and normally distributed. Specifically,
the returns of the bank’s asset (“loan”) and liability side (“deposit”) are linked by
an exogenous correlation. The bank is regulated by a VaR approach. They detect
counter-cyclical effects of regulation if there are shocks which affect the firm’s return
risk or the firm’s productivity rate. Pro-cyclical effects occur if the firm’s equity
changes. Hence, whether regulation amplifies shocks in a pro-cyclical manner or not

depends on the sort of shock that has affected the borrower’s risk profile.

Also Zhu’s (2008) study that is based on a dynamic bank model questions the notion
that capital requirements have an inherent tendency to enforce the cyclicality in
lending. The calibrated model shows that banks that are not effectively constrained
by capital requirements exhibit stronger cyclical swings in lending during upswings
than those banks that are constrained by regulation. Constrained banks, however,
hold a capital buffer beyond what is required so that some of the cyclicality may be
absorbed by total capital.'®

Repullo/Suarez (2008) analyze the effects of capital requirements within a two-

period framework. The bank is risk-neutral and managed in the interest of the

15 Cf. the discussion under Section 1.3.3.
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shareholders. Deposits are treated as fully insured debt. They draw comparisons
between the Basel I, the Basel II, and a laissez-faire regime. Loan interest rates,
capital ratios, and capital buffers are the most volatile under the Basel II framework.
Their volatilities increase with the volatility of the exogenously given credit risk. A
shortcoming of the model is that the absolute magnitude of the loan volume is

exogenously fixed.

Tanaka (2002) incorporates credit risk in a stylized way into an IS/LM framework
and shows that after an increase in the overall default probability aggregate output
contracts stronger under Basel II than under Basel I. However, if default probabilities
are high, the loan supply is less sensitive to changes in the loan interest rate under

Basel II than it is the case under Basel 1.

Danfelsson/Shin/Zigrand (2004) analyze the persistence of shocks within a simulated
multi-period, sequence equilibrium model. Under VaR-based capital requirements,
shocks are more persistent than in the laissez-faire equilibrium. Moreover, regulation

exacerbates price fluctuations.

1.4 Further Regulations and Pro-Cyclicality

This thesis deals with the pro-cyclical impact of capital requirements. However,
there are also some other rules and regulations that are supposed to amplify credit

cycles.

Accounting and loan-loss provisioning rules have been blamed for enhancing pro-

cyclicality in one way or another.

Bouvatier/Lepetit (2008) find that non-discretionary loan-loss provisioning affects
lending in a pro-cyclical manner. As explanation, they claim banks to behave
myopically. That is, they make little provisions in upswings and face increasing
provisions due to increasing losses in downswings. Furthermore, there is little
evidence of counter-cyclical provisioning behavior which could mitigate the problem.

In particular, poorly capitalized banks do not tend to build provisions in good times.

In this vein, the study of Bikker/Metzemakers (2005) shows that GDP growth and
provisioning are negatively related to each other. Small banks as well as large banks
are found to base provisioning on past losses which is considered as pro-cyclical.
Also Lindquist (2004) confirms that there is little propensity of banks to increase
provisions in good times. Lindquist (2004) gives evidence that unspecified loan loss

provisions and capital buffers seem to be substitutes. However, Bikker/Metzemakers
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(2005) and Handorf/Zhu (2006) can also confirm patterns of income-smoothing via

provisioning for some banks.

Another issue is fair-value accounting which has been held responsible for
aggravating the downturn in fixed-income markets. Price drops in some markets
have been accused of melting down banks’ capital positions as the values of held-
for-sale securities had steadily declined. Even before the recent financial crisis that
has been started in 2007, Taylor/Goodhart (2004) pointed to the issue of pro-
cyclicality through the introduction of fair-value accounting standards as laid down
in TAS 39. Issues, that may lead to a “double squeeze” (Taylor/Goodhart 2004,
p. 16) entail the accounting of regulatory capital and the determination of fair
values of non-marketable assets, i.e. in particular loans. Enria et al. (2004) assert
in their simulation study that losses could be doubled in adverse stress scenarios
under full fair-value accounting compared to the accounting principles having been
in place then (cf. Enria et al., 2004, Table 5, p. 23).

In a nutshell, the current practice of provisioning does not seem to be able to balance
credit cycles via equity smoothing whereas there are indications for increasing

cyclicality through fair-value-accounting.

1.5 Risk-Taking, Systemic Risk, and Capital

Requirements

1.5.1 Basel I and Risk-Taking

Beyond increased pro-cyclicality in terms of higher fluctuations in bank capital,
lending, and prices or interest rates, respectively, there have been concerns that
capital requirement do not curtail, as intended, but increase risk-taking, both on
the individual as well as on the sector-wide level. Regulators are concerned with
risk-taking as banking regulation is actually in place to reduce the risks the financial
sector takes. Enforcing financial stability and depositors protections are actually the

main rationales for regulating banks.'6

In particular, flat capital requirements, as given by the Basel I Accord, have been
often blamed for setting wrong incentive such that banks take as much risk as
possible given a fixed amount of regulatory capital. The increased risk sensitivity

of the Basel II Accord was intended to remove these deficiencies. Yet, the mistrust

16 Of. Dewatripont/Tirole (1994, p. 31f), Freixas/Rochet (1997, p. 264), and Santos (2000).
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in Basel II concerning the issue of increased risk-taking has not disappeared.

A required minimum of capital establishes a minimum risk-participation of equity
holders and elevates the bank’s default barrier. Thus, a required minimum of capital
serves as a rationale why capital regulation is in place. In particular, this was why
the introduction of the Basel I capital requirements were welcome after decades
of eroding bank capital ratios. Basel I was supposed to curtail risk-taking and to
strengthen capital ratios according to Jacques/Nigro (1997). In particular, many
US-American banks had faced large losses in asset values and thus declining capital

ratios at that time after the savings and loans crisis in the 1980ies.

Calling for a minimum amount of capital is considered to be an important
regulatory goal since the bank equity holders’ limited liability results in risk-loving
behavior (Sinn, 1982; Gollier/Koehl/Rochet, 1997; Goodhart, 1996, p. 12f). As
a consequence, low-capitalized banks take excessive risks, known as “gambling for
resurrection” (Rochet, 1992, Calem/Rob, 1998, and Blum, 1999). In light of the
bank failures in 2008, a maximum-leverage rule, irrespective of risk, is gaining
popularity among G-20 leaders (G-20 Leaders’ Statement, 2009).

1.5.1.1 Empirical Evidence and Criticism

Shrieves/Dahl (1992), Jacques/Nigro (1997), Aggarwal/Jacques (1998), Ediz/Mi-
chael/Perraudin (1998), and Rime (2001) are among the scholars who confirmed a

positive relation between capital and the risks assumed.

More specifically, Jacques/Nigro (1997), Rime (2001), and Altunbas et al. (2007)
find evidence that capital requirements effectively prevented banks from increased
risk-taking. Ediz/Michael/Perraudin (1998, p. 20) and Rime (2001) claim that
capital requirements induced banks to raise their capital ratios, irrespective of
internal capital targets. In contrast to the other articles cited above, Shrieves/Dahl
(1992) analyze pre-Basel I bank data. They report a strong and positive relation
between capital and risk-taking among US banks in the years 1984 to 1986 and
conclude that market discipline works well. Following this Shrieves/Dahl (1992),
Heid /Porath/Stolz (2004) find evidence that German savings banks try to keep a
given level of buffer capital in accordance with their risks. They consider the period
from 1993 to 2000.

These views on the relation between risk-taking and the amount of capital held
have been criticized for being too static and for disregarding new techniques in

credit finance.
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Jackson et al. (1999) already report exponentially increasing volumes of
securitization in the USA and Europe, recognized as a method to reduce required
capital. Over the years, this way of economizing on capital for given levels of risk,
that has become known as “regulatory capital arbitrage”, has attracted increasing
attention and caused concerns (Jones, 2000; Franke/Krahnen, 2005). Nowadays,
securitization has been made responsible for decreasing lending standards and thus
for having laid the grounds amongst others that finally cumulated to the sub-
prime crisis (Dell’Ariccia/Igan/Laeven, 2008). Moreover, the contagious effects of

securitization have been revealed by this crisis (Gorton, 2008).

1.5.1.2 Theoretical Criticism

The possibility that capital requirements can imply the choice of rather risky

portfolios has brought about a large strand of literature on its own.

One topic has been the interplay between capital requirements and deposit insurance

and their complementary effects.

Bond/Crocker (1993) show that optimal insurance premia depend on the bank’s
capitalization, that serves as an indicator of its probability of default, and that
the optimal insurance plan does not fully cover losses in the bankruptcy state.
The latter implies that there is a role for monitoring bank capital by depositors,
preventing moral hazard. Similarly, Buser/Chen/Kane (1981) prove that banks can
raise their value under flat deposit insurance premia by increasing their leverages
without bounds.!” Further research on the optimal mix of deposit insurance premia
and capital requirements such that the implicit subsidies given by tax payers are

minimized has been performed by Freixas/Gabillon (1999).

These findings serve as a rationale to explain why the deposit insurer seeks to
tax insured institutions implicitly, be it by capital requirements or by threatening

institutions to withdraw charters.

Despite of this kind of complementarity between deposit insurance and capital
requirements there have been concerns that there are still bad incentives for banks,
in particular regardless of the amount of equity capital required, such that banks
hold riskier portfolios under regulation than they would do without. In this vein,

Koehn/Santomero (1980) demonstrate that a stricter, but flat capital-to-asset ratio

17 Amongst others, Bhattacharya/Boot/Thakor (1998, pp. 755-757) and Santos (2000, p. 16)
review the implications of flat deposit insurance premia on the banks’ risk-taking behavior as well
as the role of risk-based capital requirements to risk-based deposit insurance.
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has ambiguous effects on the bank’s probability of default if deposit insurance premia

are constant. Similar conclusions are drawn by Gennotte/Pyle (1991).

But these negative effects of fixed rate deposit insurance contracts can be mitigated
by introducing risk-sensitive capital requirements because they impose an upper
bound on the probability of bank solvency, as Kim/Santomero (1988) show.
Furlong/Keeley (1989) show that also flat capital requirements reduce the banks’
risk-taking if the option value of deposit insurance, that implies a subsidy to the
bank, is properly accounted for. More precisely, they show that the marginal value
of the deposit insurance option declines with increasing asset risk if the capital ratio

rises.!8

But flat deposit insurance need not to be the sole source of increased risk-taking.
Even if the bank’s liabilities bear risks that are correlated with the bank assets’
returns, neither a constraint on leverage nor on portfolio composition alone constrain
the bank’s probability of ruin, as Kahane (1977) shows within a mean-variance

framework.

Rochet (1992) shows that choosing risk weights such that they are proportional to
systematic risks helps to decrease the bank’s probability of failure, if banks behave
as portfolio managers and maximize expected utility. Limited liability requires
an additional minimum level of capital in order that the bank is prevented from
choosing inefficient portfolios. He criticizes earlier work on risk-taking for two
reasons: for the assumption of complete markets being used to price the option
value (cf. Kareken/Wallace, 1978; Dothan/Williams, 1980), which is incompatible
with the existence of banks, or for neglecting limited liability as done by the portfolio

models.

Calem/Rob (1999) consider the problem of risk-taking within an infinite-horizon
framework. They consider a deposit insurance scheme that charges the bank an extra
fee if its capital falls short the regulatory thresholds and that charges a flat premium
else. If this deposit insurance scheme is in place, there is a U-shaped relation between
capital and risk-taking. Low-capital as well as high-capital banks take excessive
risks. The premium surcharges or tighter capital requirements aggravate the problem

of risk-taking. Risk-sensitive capital requirements'® are not sufficient to reduce

18Furlong/Keeley (1989) and Keeley/Furlong (1990) criticize in this respect the mean-variance
framework as used by Koehn/Santomero (1980) and Kim/Santomero (1988) amongst others. In
particular, they criticize that thus the option value implied by deposit insurance has been neglected
so far. Merton (1977, 1978) was the first who characterized deposit insurance costs by a put option
on common stock.

19Risk-based capital requirements linearly increase in the amount invested into the risky assets
as soon as a fixed proportion of risky investments is surpassed. This rule is meant to mimic the
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risk in their framework, but uninsured deposits (with depositors being risk-neutral)
discipline the bank, i.e. reduce risk-taking for low capital levels compared to the

case of insured deposits.

Blum (1999) was the first to examine inter-temporal effects analytically within a
two-period framework. Assuming deposits are insured at a fixed-rate, a bank takes
more risk if the capital requirement is binding in the first period since bank capital
thus becomes more worthy in the second period. Contrary to Calem/Rob (1999) and
others, Blum (2002, p. 1429) challenges the view that subordinated debt prevents
banks from excessive risk-taking. Rather, he claims, the higher the contracted
interest rate on that debt, the more valuable the ‘option to go bankrupt’ becomes,

and the bank takes even more risk if it does not commit to a level of risk ex ante.

1.5.2 Basel Il and Risk-Taking
1.5.2.1 The Three Pillars of Basel 11

As a consequence of these rather disappointing results, the academic literate
has begun to pay more attention to risk-sensitive capital requirements. But as
many studies suggest that even risk-sensitive capital requirements alone do not
prevent banks from increased risk-taking, the other two pillars of Basel II besides
capital requirements, market discipline and auditing (supervision), have gained in

importance. Uninsured bank debt is considered as to foster market discipline.

In particular, Calem/Rob (1999) and Decamps/Rochet/Roger (2004) call for
uninsured debt whereas Milne/Whalley (2001) call for continuous auditing to
prevent low-capitalized banks from gambling for resurrection. Also Dangl/Lehar
(2004) show within their continuous-time bank model that VaR-based capital
requirements reduce the auditing frequency such that the IRB approach should
be regarded as superior to the Standardized Approach or the Basel 1 Accord.
Benink/Wihlborg (2002) ask for mandatory subordinated debt to strengthen market
discipline and disclosure of risks. Blum (2002) questions this proposal. He argues
that once the conditions for issuing subordinated debt are contracted, the bank
with limited liability considers the associated costs as sunk and may even take more

excessive risk. Only ez ante credible commitments can go against this problem.

In contrast, Jokivuolle/Vesala (2007) still find positive effects of Basel II without

considering the other pillars. They show that risk-based capital requirements

Basel-I requirements.



1.5. RISK-TAKING, SYSTEMIC RISK, AND CAPITAL REQUIREMENTS 29

alleviate the problem of risk-taking and cross-subsidization of loan rates in a
competitive loan market where asymmetric information between lenders and

borrowers is present.

1.5.2.2 Systemic Risk

Aside from risk-taking on the single-bank level, the impact on risk-taking within
the whole banking system has attracted increased attention. This research question
has been motivated by the idea that an altered interdependence between banks
could arise because of capital requirements such that more banks are prone to other
banks’ insolvencies or to adverse market outcomes while their own risk appears to be
reduced. Thus, the inherent fragility of banking (Diamond/Dybvig, 1983) and bank
net works (Allen/Gale, 2000) in the absence of regulation could not be addressed
by capital adequacy rules.?’ Even worse, regulation would jeopardize its aim of

enhancing financial stability.

Eichberger /Summer (2005) study the trade-off between the risk exposure of single
banks versus the risk-exposure on the interbank market and how it is affected by
capital requirements. Although capital requirements unambiguously reduce risks
on the single-bank level in their model (there are no adverse portfolio allocations
possible as banks can grant loans to one single firm only), risks from loans
granted in the interbank market may increase for the following two reasons: first,
banks operating under a binding capital requirement will increase lending on the
interbank market since it is considered as riskless by both banks and regulators ex
ante. Consequently, interbank loan rates are lower under regulation than without
regulation. Therefore, initially well-capitalized banks, for which regulation is not
binding, increase lending to their local firms by increased borrowing on the interbank
market since there are no other borrowing opportunities for banks. Equity and
deposits are exogenously fixed. Thus, shocks in the real sector are more likely to

damage remote banks under regulation than without regulation.

In contrast, there are also arguments especially for risk-sensitive capital requirements
to reduce systemic risk. Acharya (2001) shows that banks with limited liability tend
to take correlated investments, thus increasing systemic risk. To counterbalance
this effect, capital requirements should account “sufficiently” for correlations (ibid.,

Proposition 7, p. 29). Consequently, a fixed-weight regime for capital requirements

20Deposit insurance which is nowadays in place in many countries (c¢f. BCBS, 1998) probably
prevented banks from runs by retail depositors by and large during the recent crisis. However, the
banking system has been subject to a run by wholesale investors, as Gorton (2009) points out.
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cannot mitigate this behavior and hence cannot reduce systemic risk. Yet, it is still

to be proven if the IRB-formulee sufficiently account for real-world correlations.

Danielsson/Zigrand (2008) call for capital requirements, too, since in general
equilibrium excessive risk-taking occurs at the expense of other market participants’
risk positions. At the heart of this mechanism lies the notion that everyone considers
its own impact as negligible. VaR-based capital requirements can mitigate systemic
risk, but the possibility that markets cannot clear increases, as a sufficient number
of agents may lose their ability to absorb risks, i.e. to trade. Moreover, liquidity
decreases, asset price volatility may rise, and price co-movements may appear even

if asset prices are stochastically uncorrelated.



Chapter 2

Framework of the Analysis

2.1 Exogenous Shocks and the Business Cycle

A bank or an investor in general may be affected by different types of shocks. As
pointed out by Allen/Saunders (2003, p. 2) any profit or loss observed can be caused
by an ez ante shift in the return distribution or it is simply due to a realization based
on a fixed loss distribution. We will refer to the latter as realized shocks and to the
former as expectation shocks. We will treat all kind of shocks as exogenous. This
classification will be useful for characterizing the results obtained in this thesis. Also
the results obtained by Biihler /Koziol (2005) can be distinguished according to this
classification of the underlying shock. They present how realized losses, i.e. decreases
in capital, imply pro-cyclical effects whereas shocks affecting risk and productivity

imply counter-cyclical reactions.

2.1.1 Equity Shocks

In the one-period models, equity shocks are understood as exogenous changes in
the bank’s initial equity: initial equity is considered to be lower than in the base
case if a negative shock has occurred the period before, which has resulted in losses
that had to be borne by the bank, hence reducing equity. Conversely, initial equity
that is higher than in the base case, is associated with profits made in a notional
previous period. Beyond that, different levels of bank equity may be linked to the
state of the business cycle as pars pro toto: high levels of equity represent a boom
state whereas low levels of equity reflect a bust. By this sort of co-movement of
bank equity with the state of the business cycle, changes in bank equity will be

considered as pro-cyclical. Consequently, it makes sense to refer to co-movements
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of other magnitudes with bank equity as pro-cyclical too. A formal definition will
be given below. The level of bank equity is thus a backward-looking variable that

characterizes the state of the cycle and the soundness of the bank.

2.1.2 Expectation Shocks

Expectation shocks comprise changes of default probabilities, expected returns
on projects, project volatilities, and of correlations. Productivity shifts will also
be considered as expectation shocks. All these variables contain the agents’
expectations and knowledge about the ability of single firms to honor their debt
obligations. They form the credit worthiness of the whole economy and thus
affect the riskiness of loans and deposits. Shifts in these variables reflect changes
in the agents’ minds about future prospects. Lower expected returns and lower
productivity are associated with an economic downturn. The reverse holds true
with respect to volatilities and correlations as increasing values of volatilities and
correlations are linked with rising uncertainty about future outcomes. Moreover,
higher correlations hamper diversification. To summarize, expectation shocks refer

to the future state of the cycle and affect the economy’s fundamentals.

2.1.3 Interference of Different Shocks

Of course, in reality, we may be confronted with several different shocks at once. But
it is unclear to what extent a given negative shock is due to shifts in distributions,
or to what extent it is just bad luck. Economic subjects may update their beliefs
after a negative or positive shock has realized. A behavior such as this complicates
things further, as expectation shocks may follow realized shocks (i.e. equity shocks)

whatever the reasons for the latter might have been.

However, considering different shocks at once does not help understand the impacts
that regulation might have on the economy since different mechanisms will come
into play at once. Furthermore, it is ez ante not clear, how different types of shocks
should be mixed in a meaningful way. In reality, even countervailing shocks may

come into force simultaneously. Yet, shocks may also arise independently.

For these reasons, we will confine ourselves to analyze regulatory effects for isolated

shocks within the one-period frameworks considered.

Within a two-period model, the interference of expectation and realized shocks

occurs as follows: in the first period, the economy faces a shock concerning expected
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magnitudes. Consequently, the distribution of the bank’s equity in the middle of
the time elapsed is affected and so is the distribution of final outcomes. Hence,

expectation shocks in ¢ = 0 imply on average realized shocks in ¢ = 1.

2.2 Different Types of Cyclical Behavior

Having started with different types of shocks, we would like to classify the reactions
of endogenous variables toward these exogenous shocks. This classification shall
serve to distinguish some of the various impacts regulation may have on the behavior
of endogenous variables. Endogenous variables may encompass loan and deposit
volumes, deposit interest rates and portfolio effects. Classifying those impacts also
helps to clarify our notion of pro-cyclicality of regulation, c¢f. Biihler/Koziol /Sygusch
(2008), compared to other concepts that can be found in the literature. Above all,
we do not ask if (regulatory) capital is pro-cyclically affected by regulation or not,
such as some authors do (cf. Estrella, 2004; Goodhart/Hofmann/Segoviano, 2004;
Gordy/Howells, 2006, and Kashyap/Stein, 2004). Rather, we will ask how changes in
the bank’s initial equity will affect endogenous variables with and without regulation.
That is, changes in the bank’s equity are treated as exogenous shocks amongst others

whose effects ought to be analyzed.

Let 0 be an exogenous parameter whose change represents either a realized or an
expectation shock. Consider the parameter values 6, and 65, 6; < 05, belonging
to any given interval [f,6], # < 6§, on which regulation is binding. Let © be an
endogenous variable where O] denotes the optimal equilibrium outcome without
regulation at parameter value ¢, and O7 that under a given regulatory regime at 6.

Likewise, we define ©3 as well as ©5. Consider the differences

AH - 62—91,
A" = 0;—-05,
AO" = O, -6 .

Regulation may refer to any concept of capital requirement.

Then we call regulation pro-cyclical on [0, 0] if

AO"  AO* AO" AO*
> — — > 2.
N > N, >0 or N, > N, >0 (2.2.1)

holds for all 6y, 8, € [0,0], 6, < 6s.
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This definition captures all those situations where endogenous variables under
regulation are affected more strongly by a shock than those without regulation.
Moreover, this notion of pro-cyclicality is always linked to amplifications that go
into the same direction under both regimes. Thus, by pro-cyclicality we understand

either contractions or expansions that are enforced by regulation.

We say that regulation is not pro-cyclical on [0, 0] if

AO" AO* AO"
and {sgn(AG)—sgn(Ae> or — —0} (2.2.2)

holds for all 6;, 6, € [0,0], 0, < 6.

AO*
Al

AO"
Al

S ’

This definition spans those situations where the endogenous variable with and
without regulation is affected in the same direction but the effect for the case without
regulation is stronger. Thus, if regulation is not pro-cyclical, regulation dampens

endogenous cyclical effects.

Regulation is said to be counter-cyclical on [0, 0] if

NG NG
A0 Ao TAG Af

(2.2.3)

holds for all 6, 0y € [0, 0], 0; < 6-.

Counter-cyclicality includes all cases where the endogenous variable under regulation

reacts in the opposite direction compared to the case where the bank is unregulated.

Finally we call regulation on average pro-cyclical on [0, 0] if

sgn (A@ ), sgn <A® ) € {0,1} V6,,0,€10,0] and

A6 A

AO" - AO* > 0
Af JAN/ B

or if AOT AO*

sgn (F) ) Sgn( N, ) € {-1,0} V61,0,¢c0,6 and
AO" AO*
_ _ > 2.

N > 7 0 (2 2 4)

holds for all 6, € [#,6) and for 6, = 6.

This definition is weaker than Definition (2.2.1) because pro-cyclicality on average

may allow for subsets of [#, 8] on which the unregulated endogenous variable reacts
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more strongly on a given shock than the regulated one does. The latter may emerge

by differences in convexity or concavity, respectively.

2.3 The Model’s Structure

2.3.1 The Basic Set-Up

We aim at assessing the consequences that specific shocks as classified above have on
the amount of lending when minimum capital requirements are binding compared to
the case of a laissez-faire economy. Contrary to the majority of the literature, we do
not only consider our analysis on the relation between the borrowers and the bank,

but track the financial linkages further to the bank’s creditors, the households.?

Therefore, we consider a three-sector economy comprising of firms, a bank, and a
household. The firms operate on a perfectly competitive goods market. The firms’
risks are related to output and/or price fluctuations as the demand of their specific
product may change. These mechanisms are not modeled explicitly. Particularly,
the model is not closed by equating the firms’ supply of goods with the household’s
demand. Instead, our framework concentrates on the financial linkages to the banks
and finally to the household.

The household can invest its initial endowments into a riskless asset yielding an
exogenous, riskless interest rate and into bank deposits. Deposits are not insured.
Thus, the credit risk of the bank’s loan portfolio translates into the pay-offs of
the deposits. Early withdrawal of deposits is excluded. Therefore, the deposits
considered are in fact a standard one-period debt contract on which the bank may
default in some states of the world. The household is risk-averse and maximizes its

utility over final wealth.

The bank’s exclusive access to firms and its exclusive role as a financial intermediary
between firms and the household is given by assumption. The bank has monopoly
power on the loan market and the deposit market. The bank can only grant
corporate loans and issue risky deposits. Thus, this model only allows an analysis

of shifts between corporate loans, but not between corporate loans and risk-free

'Results 15 and 26 will present conditions where regulation has on average pro-cyclical effects.
Examples in Section 6.6, illustrated Figures 6.9 and 6.10 provide evidence of the reasonability of
this definition.

20f course, the literature that is concerned with the fragility of banking and deposit
convertibility concentrates on the relationship between the bank and its depositors. However,
the focus is there on liquidity problems and other risks, such as credit risk, are neglected.
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sovereign bonds as it was perceived in the 1990/91 Credit Crunch in the US
(Haubrich/Wachtel, 1993, p. 3f; Berger/Udell 1994, p. 586; Furfine, 2001, p. 34).
The firms apply for credit in a situation of perfect competition amongst each other

such that their expected profits are driven to zero in equilibrium.

The risk-neutral bank maximizes expected final wealth by simultaneously choosing
the loan interest rates, the composition of the loan portfolio and the deposit interest
rate. The deposit interest rate does not only depend on the deposit volume but also
on the composition of the loan portfolio since the latter is a key determinant for the
default risk of the deposit. We assume that the bank can reliably commit to every
arbitrary loan portfolio composition which ultimately shapes the state-dependent
pay-offs anticipated by the household. There is no asymmetric information between

firms, banks, and households.

Loan and deposit contracts are fixed at the beginning of the period and are paid off
at the end of the period when uncertainty is resolved. Both the firms and the bank
may default on their obligations and have limited liability. If the loan redemptions
do not cover the promised repayment amount of the deposits, the bank defaults and
the depositor obtains the total loan redemptions. Also the risk-free sovereign bond

lasts for one period each. There are no other contracts available.

Below, the assumptions of the bank’s risk-neutral behavior, the restrictions on bank
liabilities, in particular equity finance, and the bank’s market power are further

discussed.

2.3.2 Fixed Bank’s Equity Capital and Uninsured Deposits

We assume the following financial restrictions: bank capital is exogenously fixed
in the one-period model or at the beginning of the first period in the two-period
model whereas the volume of deposits (bank debt) is endogenously determined.
Bank capital endogenously results from past gains or losses only in the two-period
version at the start of the second period. Since deposits are uninsured and since the
household is risk-averse, the bank faces an endogenous trade-off between deposit
volume and deposit costs where the latter depend on the risk of the bank’s loan
portfolio, i.e. the loan portfolio composition. Beyond the bank’s loan policy, deposits
may also become more costly for the bank and deposit supply may decrease after

expectation shocks.

The first assumption reflects that it is hardly possible for banks to raise new capital

in economic downturns due to negative signalling effects or in very short time. This
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concern is also shared by the BCBS (BCBS, 2004, Art. 757, ¢). Instead, banks
will have to adjust their loan portfolios concerning volume and risk which stands
in contrast to the microeconomic approach of Estrella (2004) and the simulation
studies of Goodhart/Hofmann/Segoviano (2004), Kashyap/Stein (2004), and Gor-
dy/Howells (2006). Repullo/Suarez (2008) take an intermediate view in their model.
There, banks can only raise new equity capital if they enter the market or grant new

loans.

In our model framework, deposits are uninsured such that there are feedback effects
from the risk-averse depositor to the bank if overall risk increases or the bank
chooses specifically risky portfolios so as to counterbalance a constrained business
volume which may be the case under binding capital requirements. This feature
is novel to the literature on banks which can be distinguished concerning credit
risk of deposits/bank debt or the role of depositors along the following lines: first,
if the bank issues uninsured debt, the counter-party is risk-neutral with infinite
elasticity of the deposit supply (Dermine, 1986, p. 107; Calem/Rob, 1999, p. 320 and
pp- 342-346; Zhu, 2008, p. 173). Second, independent of the final risk-characteristics
of the pay-offs from the deposit contract, portfolio choice models treat the risk
transmission from the asset to the liability side as exogenous, by assuming assets
and liabilities are correlated by an exogenous parameter (Hart/Jaffee, 1974; Kahane,
1977; Kim/Santomero, 1988, and Biihler/Koziol, 2005). This modeling technique
can be also found with continuous-time models, as in Pennacchi (2005). Third,
some papers assume exogenously given deposit cost functions (e.g. Blum, 1999) or
exogenously given deposit-supply functions (Klein, 1971, Monti, 1972, and Dermine,
1986, p. 102). Lastly, the vast majority of papers which treat deposits as insured do
not model the deposit supply side at all (Estrella, 2004; Eichberger /Summer, 2005;

and all simulation-based studies cited so far).

Since there are no informational asymmetries between the bank and the household,
the bank credibly commits to its loan allocation and hence to the level of risk
which in turn determines the deposit interest rate and the feasible deposit volume.
So the bank must incur the costs of its level of risk-taking and cannot shift these
costs to other agents as a deposit insurance corporation such that there are market-

disciplining effects.

Furthermore, bank equity will play the role of a buffer in case of bankruptcy. Since
the household is fully informed, it can perfectly assess this role of bank equity in
case of the bank’s failure with respect to residual pay-offs. Bank equity thus serves

as a device to share risks between the bank (or its managing owners) and the debtor
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(here the household). This function has been formerly analyzed by Gertler/Hubbard

(1993) for firms in general that issue uninsured debt.

2.3.3 The Bank’s Risk-Neutrality

The interaction between the household and the bank implies that the risk-neutral
bank does not pick the loan with the highest expected return but diversifies credit

risk in a non-trivial way.

In contrast, diversification of risk has often been achieved in past models by
introducing risk-aversion at the bank level so that the bank maximizes expected
utility. An important strand of this kind of literature are the so-called portfolio
models. This approach has been pursued by Hart/Jaffee (1974), Kahane (1977),
Koehn/Santomero (1980), Kim/Santomero (1988), and Biihler/Koziol (2005),

amongst others.

Santomero (1984, p. 582) states that models that work under the assumption of
risk-aversion implicitly build on the notion that the bank is run by managers
who cannot diversify their human capital or that the bank is owned by investors
who have limited access to other investment opportunities. Conversely, he claims
that the assumption of risk-neutrality can be aligned with banks being owned
by investors who have broad access to further investment opportunities such that
diversification is no longer aimed at the bank’s portfolio level, but at the investors’
asset universe. However, the assumption of risk-neutrality has also been simply
viewed as an approximation (Baltensperger, 1980, p. 25). So far, many models
with a risk-neutral banking firm have evolved, such as Blum (1999), Calem/Rob
(1999), Dermine (1986), Eichberger/Summer (2005), Estrella (2004) Klein (1971),
Monti (1972), Repullo/Suarez (2008), Suarez (1994), Thakor (1996), and Zhu
(2008), to name a few. In contrast, risk-averse banks and other risk-averse
financial agents can also be found in general equilibrium approaches. In Catarineu-
Rabell/Jackson/Tsomocos (2005), firms and banks have p-o preference functions as
objective function. Similarly, banks in Danielsson/Zigrand (2008) and traders in

Danielsson/Shin/Zigrand (2004) maximize expected utility.

2.3.4 Market Power in Banking

In our model, the bank has monopoly power on both the loan and deposit market,

thus standing in this respect in the tradition of the neo-classical models of Klein
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(1971), Monti (1972), Dothan/Williams (1980), Dermine (1986), and Blum (1999)
who all consider a double-sided monopoly as well.?> But by the endogenous risk-
transfer and the endogenous interaction between a risk-neutral bank and a risk-
averse depositor, we considerably depart from their frameworks. Let us review some

reasons and evidence of market power in banking.

The bank’s monopoly power on the market for loans can be explained as a result of
relationship banking: once firms are bound to a given bank, the bank can extract
the monopoly rent on loans (Sharpe, 1990, p. 1069; Repullo/Suarez, 2008).

Though relationship banking is deemed a convincing argument for monopoly power
on the loan market, monopoly power on the deposit market is seen as rather
controversial as depositors are considered to have access to a sufficiently high number
of alternative banks. If deposits are fully insured, vagueness about the bank’s asset
quality should be negligible even in a world of asymmetric information and, at
least concerning term deposits, perfect competition should emerge. A counter-
argument frequently put forward is about locally fragmented markets such that
alternatives to depositors are too scarce for sustaining a competitive environment
(e.g. Saunders/Schumacher, 2000). In this vein, there are also authors who assume
monopoly power of banks exclusively on the deposit market (Kareken/Wallace, 1978;
Rochet, 1992, p. 1143; and Suarez, 1994). Recent technological advances, such as
internet-based banking, may weaken this argument, but may not render it obsolete

as long as there is demand for individual consultations.

Greenbaum/Thakor (2007, p. 108) explain market power of banks on the deposit
side by two sources that are related to the bank’s size. First, economies of scale arise
by diversification: the bigger the bank, the more loans can be made and the more
granular the loan portfolio becomes. Thus risks can be reduced with increasing size.
Risk reduction, in turn, makes the depositors better-off, even if they are risk-neutral
as they face a concave pay-off from uninsured debt. As a result, the offered deposit
interest rate is the lower, the bigger the bank is. With increasing size, banks may
reduce deposit interest rates stronger than the reduction of risk justifies. Single
depositors will accept, as long as they have no similar diversification possibilities.
Second, credit analyses associated with the loans made are done once by the bank
and are borne by many depositors. Otherwise, if there is no bank, the same costly
screening efforts will be performed directly by the depositors (then simply lenders).

As coordination generally fails, these efforts will partly be done more than once,

3 As the bank is actually on the demand side of the deposit market, the bank’s behavior should be
rather termed as monopsonistic (cf. Mas-Colell/Winston/Green, 1995, p. 500; Hendersen/Quandt,
1958, p. 164).
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raising the costs per deposit.

These economies-of-scale argument work when the number of depositors per bank is

large and if there is no deposit insurance. As result, the bank is a natural monopoly.

Thus, the question whether there are monopolistic structures in banking or not is
an issue of institutional settings, of arrangements in banking regulation, and in the
end of empirical evidences. Baltensperger (1980, p. 18) argues that “probably |...]
specific circumstances” may justify whether or not the assumption of monopolistic

behavior can be justified for modeling banks.

Evidence is given by Keeley (1990) who identifies bank charter values with
market power on loan and deposit markets. However, declining capital ratios in
the USA are seen as if bank charters lose their value or, equivalently, market
power decreases. Similarly, Neven/Réller (1999) confirm a cartel-like conduct of
banks concerning granting mortgages, but at a decreasing rate over time. Both
Keeley (1990) and Neven/Réller (1999) associate the declining market power
with deregulations. Further evidence of anti-competitive behavior is found by
Molyneux/Lloyd-Williams/Thornton (1994) for Germany and de Bandt/Davis
(2000) for small banks in Germany and France. Gischer/Stiele (2009) find that
the locally segmented market of savings banks in Germany is characterized by

monopolistic competition.

To summarize, this model framework allows us to study a bank’s simultaneous choice
of the risk allocation concerning potentially correlated investments and on deposit
costs which are captured by the interest rate on deposits. Furthermore, the size of
the bank, 4.e. the single loan volumes and the deposit volume endogenously emerge.*
In particular, credit risk is endogenously transferred to the household, resulting in
a feed-back effect for the bank when it takes deposit supply as given for maximizing

its own expected wealth.

This model framework then serves to compare these decisions under various regimes.
The laissez-faire equilibrium will be compared with the equilibria that occur under
the Standardized Approach and a VaR approach to determine economic capital at a

given confidence level. The latter approach is meant to represent the IRB Approach
as done by Biihler/Koziol (2005), Dangl/Lehar (2004), Danielsson/Shin/Zigrand

4Contrary to Baltensperger’s (1980, p. 18, 21) criticism on bank models with monopoly power
concerning deposits, the assumption of monopoly power is not necessary to obtain an endogenous
upper bound on the bank’s size in our framework. A competitive market structure between bank
and depositor can be modeled by maximizing the household’s expected utility or preference function
given a zero-expected-profit condition imposed on the bank. That is, the bank acts on behalf of
the depositor as otherwise the depositor would choose an alternative bank.
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(2004), Estrella (2004), and Danielsson/Zigrand (2008).
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Chapter 3

Theoretical Analysis

3.1 Introduction

In this chapter, a specific model that is based on the framework outlined in Chapter
2 is set up and discussed. There are two firms who demand credit, a household that
supplies deposits, and a bank as intermediary between the firms and the household.

The analysis is restricted to one period.

The agents are introduced in the next section, Section 3.2. The firms are presented
in Section 3.2.1. The household’s decision is outlined in Section 3.2.3, the bank’s
in Section 3.2.4. Section 3.2.2 lays the grounds for the household’s and the bank’s
objective function as it highlights the state- and portfolio-dependent pay-offs from

the deposit contract.

Section 3.3 deals with the equilibria with and without regulation. Section 3.3.1
examines the equilibrium without regulation in general and, moreover, highlights
some specific equilibria that can be stated explicitly. Likewise, equilibria under
the Standardized Approach (Section 3.3.2), and under a VaR-based approach
(Section 3.3.3) are discussed. Specific equilibria arising under binding regulation are
compared with specific equilibria arising under the laissez-faire economy presented
in Section 3.3.1. First conclusions on the cyclical impact of regulation are drawn.
Section 3.4 concludes. In particular, Table 3.9 provides an overview over the
results on regulatory impacts through the Standardized Approach, and Table 3.10

summarizes the findings concerning the VaR-based regulatory approach.

The whole Part II is based on Biihler/Koziol/Sygusch (2008), but considerably
extends that study. Results, that can be also found in Biihler/Koziol/Sygusch
(2008), are indicated as such. Part II adds to Biihler/Koziol/Sygusch (2008) by

45
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the theoretical analysis of the model, i.e. the non-numerical analysis of equilibria
and the thus obtained results on cyclical impacts by regulation. Furthermore,
the numerical analysis performed in Chapter 4 exceeds the study presented by
Biihler/Koziol /Sygusch (2008).

3.2 The Model

3.2.1 The Firms

We assume that there are two firms i, ¢ = 1,2, where each can run a single risky
project.! The outcome of each project is Bernoulli-distributed, i.e. a project can
either be successful, X; = 1, with probability p;, or it can fail, X; = 0 with
probability 1 — p;. Firms exhibit a linear production technology where each unit of
capital used transforms into o; > 1 units of output. Firms may scale their projects
arbitrarily high. Firms are risk-neutral and for simplicity they are exclusively
financed by (bank) debt L;. As a result, their production functions are given as
follows:
o X L, i=1,2.

At the end of the period each loan is repaid conditional on the firm’s success. Due
to the firms’ limited liability, the bank obtains the following payment from each loan

contract:
min{ Li- R, aXL} i=1,2. (3.2.1)

where R; denotes the gross interest rate on the nominal debt volume L;. R; and
L; are endogenous. By risk-neutrality, both firms invest as long as their expected

profits are non-negative. Therefore, they maximize:

max E[max{ ai-f(i-Li — L; - R;, O}]
L;>0
= (3.2.2)
. _R. L.
IE%{ pi -max{a; — R;, 0} - L;
Let us assume that both firms accept any loan volume as long as their expected
wealth is equal to or greater than zero and that loan volumes are non-negative.

Loan demand by firm ¢ can then be characterized by the following loan demand

LA short version of this section can be found in Biihler/Koziol/Sygusch (2008, p. 138f).
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Correspondence,

LYR) { — - L i=1,2. (3.2.3)

=0 if R; > o
Consequently, the bank, which supplies loans as a monopolist, does not forgo any
profits if it sets each loan interest rate R; equal to the marginal productivity «; of
firm ¢, because the monopolistic bank is still free to scale the loan volume arbitrarily

up and down. Thus, it always chooses?
R =« 1=1,2. (3.2.4)

The resulting gross interest rate R} is independent of the bank’s refinancing
conditions and hence of the deposit market, the household, and the regulation.

We make use of this result from here on without explicitly referring to it.

Firms are not only price-takers on the market for corporate loans, but implicitly
also on the goods market as their productivity is fixed and transforms the financing
conditions linearly into goods. Hence, the firms operate under perfect competition.
Instead of prices equaling marginal cost, the dimensionless marginal productivity o
equals a dimensionless cost rate, expressed by the gross loan interest rate R;. Inputs

are capital in form of loans and thus denominated in dollars.

Unless otherwise stated, we will assume firm ¢ = 2 as the riskier firm in terms of a
higher default probability 1 — ps, a higher default variance, and a higher expected

(gross) return pocg,

(1—p1) <A =p2), p1(1—=p1) <pa(l—p2), prog < paos, (3.2.5)
implying that:

~ ~ 1
ay < ag, V(i X1) < V(apXy) & pi(l—pi)ai <ps(l —pa)aj and py > 5"

Undertaking risky projects shall dominate the risk-free investment yielding the gross
rate Ry:

Thus, the risk-neutral firms would not invest their capital into the riskless bonds

even if they could.

2Also in Repullo/Suarez (2008), the bank charges the firms the total return in case of success
as interest on loans.
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Hence, the productivity parameters are bounded from below, «; > 1 by (3.2.6). In
what follows,
<2 Vi=12, (3.2.7)

is additionally assumed as upper bound such that returns from production and hence
on loans, do not become too big. Assumption (3.2.7) helps to directly derive Results
3, 4,9, 11, and 12. To obtain Result 7, Assumption (3.2.7) is further restricted to

a; < %, which is only sufficient, however.

Furthermore, the Assumptions (3.2.6) and (3.2.7) result in

1
p1 > p2 > 5 (328)

which is not restrictive, as the probability 1—p; represents firm ¢’s default probability
which is thought to be far lower than a half in this context. Equality, i.e. p; = po,

as far as considered, will be deliberately noted.

On the level of individual firms, we have cared so far about how returns of each
project are distributed. In order to decide the allocation of funds among these two
firms, it is necessary to consider the joint distribution of the projects’ returns. As

the marginals are given by p;, + = 1,2, the joint distribution is restricted to

P(Xlzl,)?gzl)+P(X1:1’X2:O) = pl
P(Xlzo,ngl) —|—P(X1:O’X2:O) = 1—]71
PX;=1,X,=1) + P(X;=0,X,=1) = p,
P(Xlzl,XQZ()) + P(XlZO,X2:O> = ]_—pg
By introducing the notation
qg="P <X1 =1,X, = 1> ; (3.2.9)

we can rewrite the above system of equations to yield

P(X;=1,X,=0) = p1—q
P(X;=0,X,=1) = py—q : (3.2.10)
P(X;=0,X,=0) = 1—p,—p2+g

To ensure that the Probabilities (3.2.10) that form the joint distribution are all
positive, the probability ¢ must be bounded by (cf. Joe, 2001, p. 210)

prtpe—1 < g < min{p,p2} . (3.2.11)
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Note that p; + ps — 1 > 0 holds due to (3.2.6) and (3.2.7). Furthermore, Condition
(3.2.11) guarantees that the correlation of both projects, X, and X,, given by

q — P1p2
\/p1(1 - p1)p2(1 —p2)

Corr(Xy, Xo) = : (3.2.12)
is bounded on (—1,1). A correlation of one between both projects is associated with
p1 = q and py, = ¢, whereas both projects are perfectly negatively correlated if and
only if g =0, p; = %, and py = % hold. For p; # ps, the actual bounds can be quite
apart from —1 and 1. Because of p; > py > % these bounds are as follows:

1— .
P Com(X,X,) < 22 < 1 (3.2.13)

D2 Y41

_1<_

That is, the upper bound is determined by the ratio of the firms’ success probabilities

whereas the lower bound is equal to the ratio of Firm 1’s default probability over

the other firm’s success probability. If success probabilities are rather close-knit

together and close to one, the lower bound is close to zero and the feasible range of

correlations is located asymmetrically around zero: if Firm 1 undertakes its project

successfully with p; = 0.99 and Firm 2 with ps = 0.98, their default correlation
198

ranges at most on (—gz, g3).°

3.2.2 The Repayment of Deposits

In this section we analyze the repayments of the uninsured deposits at the end of the
period. As soon as these repayments are fully characterized, the objective functions

of the household and the bank can be analytically presented.

There are two distinct determinants that characterize the default risk of the deposits.
First, and basically, the uninsured deposits bear risks since there are risks on the
bank’s asset side, i.e. by the Bernoulli-distributed loan redemptions discussed in the
last section. Second, the riskiness of the deposits is shaped by the bank’s portfolio
compositions: the relation between the amounts of promised loan redemptions
to each other and their respective relations to the amount of promised deposit
redemption characterize under which states of the world deposits can be redeemed

as promised and under which states the depositor is left with a stake in the residual

3The restrictions on parameter values increase with the number of projects, i.e. marginal
Bernoulli distributions considered. Chaganty/Joe (2006) set out explicit conditions on parameters
for three- (ibid., pp. 198-200) and four-dimensional Bernoulli distributions (ibid., pp. 202-203). In
Section 5.2, we will deal with a multivariate Bernoulli distribution that is set up by a mixture
model following the general pattern proposed by Joe (2001, pp. 210).
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bank portfolio redemption. Deposits are always senior to equity.

Let D denote the deposit volume and Rp the respective gross interest rate, i.e. D-Rp
denotes the promised repayment of the deposit volume inclusive of the promised
interest. Each promised loan redemption is given by L;R;, ¢ = 1,2. According to
(3.2.4), the bank’s optimal choice of the loan interest rate is not affected by any

other decisions to be taken. Therefore, we proceed with R; = R} = a;, 1 = 1,2.

Because there are no information asymmetries, it is known to the household as the
potential depositor how much equity W > 0 the bank initially possesses and that
there are only the household’s deposits D > 0 and the bank’s initial equity Wg at
the bank’s disposal to grant two loans to two distinct firms. We explicitly allow the
bank to intermediate between depositors and borrowers even if it does not initially

have any equity.*

Thus, each loan volume granted can be directly linked to the bank’s liabilities. So

the balance sheet identity implies

Ly = (- (D+Wg),
Ly = 1—0)-(D+Ws), (3.2.14)
L Ll +L2 = D+WB )

where ¢ represents the percentage amount of available total capital D + Wpg that is
devoted as loan to the Firm 1. Henceforth ¢ will be called the loan-allocation rate.

L is referred to as the total loan volume.

We exclude the possibilities of short-sells, i.e. that the lender-borrower relationships

become reversed. Therefore, the loan-allocation rate is restricted to the unit interval,

¢ e [0,1]. (3.2.15)

The probability that deposits are paid back as promised depends crucially on
the relations amongst the promised deposit repayment, DRp, and promised loan
repayments, L;o;, ¢ = 1,2. Two risky loans and a single debt instrument on
one balance sheet imply that we must consider four cases for analyzing the state-
dependent pay-offs that arise from the deposit contract. Furthermore, we rule out
a1 R+ Lsay < DRp since the bank will then go bankrupt with certainty, resulting in
an expected final wealth of zero for the bank. Hence, this choice is clearly dominated

by any other policy. The objective function of the bank owners is presented in

4Tt is not until the two-period framework in Chapter 7 that, at beginning of the second period,
zero equity is exclusively associated with bankruptcy.
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Section 3.2.4, p. 63.

Making use of (3.2.4) and (3.2.14), these four cases can be formulated by the
following sets C;, j = 1,...,4, of which each set is defined contingent on promised

repayments:

Case 1 : neither loan suffices to fully redeem deposits .
C, = {(D,0,Rp): DRp>al-(D+Wg), DRp > ax(1—1¢€)-(D+W;g) } ,

(3.2.16)
Case 2 : only loan 2 suffices to fully redeem deposits.
Cy = {(D,{,Rp): anl-(D+Wp)<DRp<ay(1—-4¢)-(D+Wp) } ,

(3.2.17)
Case 3 : only loan 1 suffices to fully redeem deposits.
Cy = { (D, Rp): as(1—0)-(D+Wg) < DRp <onl-(D+Wg)} ,

(3.2.18)

Case 4 : either loan suffices to fully redeem deposits.
cy, = { (D,g,RD> . DRp < oyl - (D+WB), DRp < 062(1 —6) . (D+WB) } .
(3.2.19)

We will refer to these sets henceforth as “Cases” with a capital letter. These Cases
can be explained as follows: Case 1 represents those structures of the bank’s balance
sheet that require both loans to be fully redeemed in order to be able to pay-off the
depositor as promised. Case 2 represents those structures where the bank can fully
pay-off its depositor if exclusively Loan 2 is fully redeemed, but cannot do so, if
exclusively Loan 1 is fully paid off. Case 3 is the mirror image to Case 2 and Case
4 subsumes those structures where any single loan redemption is sufficient to fully

redeem deposits.®

None of the Cases (3.2.16) to (3.2.19) can be excluded from equilibrium ez ante.

°It can be shown by complete induction that there are 2"+! —n —2 such Cases to be considered if
there are n loans on the bank’s balance sheet matched to a single debt instrument. This still holds
true if one out of the n loans is the safe asset as the number of such cases is only determined by
the number of relations between promised redemptions that allow for a full redemption of deposits.
Particularly, if the bank potentially held three assets, we would have to consider eleven distinct
repayment schedules for deposits. In particular, holding a volume of the risk-free asset equal to
or in excess of the deposit volume does not increase the bank’s expected final wealth compared to
autarky without deposit finance.
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Figure 3.1: The Case constraints given a fixed deposit volume

This figure illustrates the feasible /-Rp combinations given a fixed deposit volume, D = 1157.59,
and three different levels of the bank’s initial equity Wp. Feasible {-Rp tuples are separated

o
ajtaz”
Parameter values are given according to Table 4.1. The chosen deposit volume of D = 1157.59

equals its respective laissez-faire equilibrium value given that W = 100.

according to their associated Cases j, 7 = 1,...,4. The vertical line represents { =

Depending on the parameters, each of these Cases may turn out to be optimal for
the bank. Note that not every loan-allocation rate ¢ € [0, 1] is feasible given a Case

j. Under Case 2, the loan-allocation rate ¢ may only range between

¢ e [0, — 22 (3.2.20)
a1+ Qo
and under Case 3 between
te |22 1. (3.2.21)
o1 + Qo

These bounds hold independent of specific values considered for the variables D and

Rp as long as the total capital /loan volume is strictly positive, D + Wpg > 0.

Figure 3.1 displays feasible /-Rp combinations for a fixed amount of deposits and
different levels of the bank’s initial equity. The ¢-Rp tuples are separated according

to their associated Cases.

Now, the state-dependent pay-offs arising from the deposit contract will be examined
such that expected pay-offs and the variance of pay-offs can be determined given a

Case j where Dj denotes the stochastic pay-off given Case j and where

D (3.2.22)



3.2. THE MODEL 53

denotes the stochastic pay-off from the deposit contract without referring to any

specific case.
According to the definition of
Case 1 (neither loan suffices to fully redeem deposits)

the realizations of the firms’ success variables (X 1, XQ) result in the following pay-off

structure:
min {DRD,OélLl -+ C(QLQ} = l)RD7 if Xl = 1, Xz =1
. in {DRp, o1 L1} = a1 L if X;=1, X,=0
D, = mln{ D, 1 1} Qg Ly, 1 ~1 ) ~2 <3.2'23)
mln{DRD,oszg} = O[QLQ, if X1 = 0, X2 =1
min {DRp,0} =0, if X;=0, X,=0

The expected repayment of deposits is

E(Dl) = q¢-DRp + [(;m —@)aul + (p2 — q)azx(1 =€) |- (D + W)

(3.2.24)
= ,LL1<D+WB) - q'WBRD7
where p; is defined as
= qRp+ (p1 — q)arl + (p2 — q)az(l — 1), (3.2.25)
and represents the marginal expected gross return on deposits.
The variance of the repayments, Dy, can be stated as
V(Dy) = o?-(D+Wg)? + 2-qRp-(mn—Rp)-D-Wg + (3.2.26)
+qRp - 21 — (1 + q)Rp] - W}
where
o = \/qR% +(pr— @)@ 0)? + (p2 — q) (ax(1 = )" = i3 (3.2.27)

is the volatility associated with the gross return obtained on deposits given in Case
1.

According to
Case 2 (only Loan 2 suffices to fully redeem deposits)

the stochastic repayment, Ds, differs from that obtained under Case 1, D, only if
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)~(1 =0 and )~(2 = 1 emerge. This event results in
Dy, = min{DRp;asLy} = DRp if X, =0, Xo,=1. (3.2.28)
The expected value of Ds is given by

E(D;) = po-DRp + (p1—q)oul- (D + Wp)

(3.2.29)
= - (D+Wp) — p2-WgRp
where p9 is
Mo = pQRD + (pl - q)Oélg . (3230)
l~?2 has as variance
V(Dy) = 0}-(D+Wp)* + 2-poRp-(na— Rp)-D-Wp + (3.2.31)
+ poRp - [ 2p9 — (1 +p2)Rp |- W3
where the volatility of gross deposit returns, oy, is
oy = \/sz% + (p1 — @) (l)? — pi3 . (3.2.32)
The deposit repayments given
Case 3 (only Loan 1 suffices to fully redeem deposits)
are symmetric to Case 2 and we obtain
E(D;) = pi-DRp + (p2—q)az(l —0)- (D + Wp) (3.2.33)
= p3-(D+Wp) — pr-WgRp
as expected pay-off and
V(D3) = o2-(D+Wg)® + 2-piRp- (s — Rp)-D - W,
(Ds) o3-(D+Wg)* + 2-p1Rp - (k3 — Rp) B+ (3.2.34)

+pRp [ 2p3— (1 +p1)Rp |- W3

as the respective variance. The expected gross return on deposits and the associated

volatility are

ps = piRp + (p2 — q)aa(l —10), (3.2.35)
o5 = /PR + (p2—q)ad(1— 0 — 43 (3.2.36)

Under
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Case 4 (either loan suffices to fully redeem deposits)

the depositor receives the promised redemption DRp as long as at least one firm is

successful. Hence, the expected pay-off and its variance are:

E(Ds) = (pr+p2—q) DRp=pa-D, (3.2.37)
V(D) = o2-D? (3.2.38)
where
pa = (p1+p2—q)Rp, (3.2.39)
oy = \/(p1 +p2— QRL — pi - (3.2.40)

The expected repayments of deposits and its associated variance can be displayed
in one formula across all four Cases if we introduce a new symbol for the Case-

dependent probability that deposits are fully repaid:

q, in Case j =1,
~ in C =2

¢ = P(D;=D-Rp) = b2 Hase ) =S (3.2.41)
1, in Case j = 3,

p1+p2 —q, in Case j = 4.

Their interpretation is two-fold: from the depositor’s point of view, g; is primarily
the probability that deposits are redeemed as contracted. From the bank’s point
of view, g; is primarily its survival probability. 1 — g; states the bank’s probability
of bankruptcy. The probability ¢; crucially depends on the composition of the loan
portfolio and the relation of promised loan pay-offs to promised deposit. This issue

will be addressed in detail in this chapter from Section 3.2.4 on.

The expected repayment of deposits thus becomes
E(D;) = pj-D + (u;—qRp)-Wg, j=1,....4, (3.2.42)
and the variance of the repayments can be stated as

V(D;) = o-(D+Wgp)* + 2-q;Rp- (4; — Rp) - D-Wp +

o (3.2.43)
+ q;Rp - 2p5 — (1 +¢q))Rp] - W5, j=1,...,4.
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3.2.3 The Household

The household allocates its initial wealth, Wy between risky bank deposits,
promising D - Rp, and risk-free assets yielding the exogenous gross interest rate
Ry > 1. The household is not allowed to short-sell any assets or to borrow.
It maximizes its final wealth, Wy, according to a p-o-preference function. This
maximization problem can be considered as a simplified version of a household’s one-

period savings-consumption decision where consumption is not explicitly modeled.

As there is no asymmetric information, the depositor knows the possible portfolio
compositions that are feasible for the bank and values the offered deposit contracts
according to their risks and possible returns. Likewise, the bank cannot cheat and

commits to each contract.®

Final wealth equals under any of the four Cases
Wy = D+ (Wy — D)Ry . (3.2.44)

As the distribution of D changes along changing triples (D,¢,Rp), so does the
distribution of final wealth Wy. In particular, if the variables ¢ and R are fixed,
the distributions of D and Wy solely depend on D.

The p-o-preferences over final wealth, Wy, are

UWy) = E(D) + (Wy—D)- R, — %-V-V(D). (3.2.45)

The parameter v > 0 reflects the household’s degree of risk-aversion. Given Case j,
the utility U(Wy) is characterized by the expected deposit pay-off E(D;) and the

associated variance V(D,), as given by (3.2.42) and (3.2.43).

SDermine (1986), Calem/Rob (1999), and Zhu (2008) also study bank models with uninsured
deposits, but, contrary to our model, depositors are risk-neutral. In Calem/Rob (1999, p. 344),
the depositor takes the bank’s initial equity and the bank’s portfolio-allocation rate into account.
But Calem/Rob need not consider different deposit repayment schedules as they simply consider
redemptions from the bank’s loan portfolio on the return level and split them into safe returns
and risky returns modeled by a uniform distribution. Also Dermine (1986) allows the bank to
hold a risky commercial loan and a riskless bond, but he does not consider the case that the bond
redemption could exceed the promised deposit redemption. In Zhu (2008, p. 178), the bank has only
one asset that can be affected by shocks and the depositor internalizes the bank-specific shock only
(Zhu, 2008, p. 178, Eq. (5)). Hence, all three papers have in common, that agents deal with a single
source of risk. Calem/Rob (1999, p. 346) further question the depositors’ abilities of observing the
allocation rate and note that related empirical evidence is lacking. We note that, in reality, the
commitment problem may be a problem of both asymmetric information and timing, i.e. the bank
will reveal its asset choice at most when its financing is fixed (Bhattacharya/Boot/Thakor, 1998,
p. 756).
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Given a fixed loan-allocation rate ¢, a fixed deposit interest rate Rp, and a fixed
Case 7, the household chooses that amount of deposits D that maximizes its utility

as stated in (3.2.45) at which the optimal deposit volume must be from [0, Wy].

Therefore, the household’s optimization problem is given by

max UWy),
st. £, Rp,j fixed , (3.2.46)
0<D<Wy.

The unconstrained optimization problem does not account for the lower and the
upper bound on D, 0 < D < Wy, and will be referred to by (3.2.46"). As U(Wpy) is
strictly concave in D given a specific Case j, the solution to Problem (3.2.467)
is unique within each Case j and denoted by D"({, Rp;j). D"(¢,Rp;j) is the
unconstrained deposit-supply function. In general, magnitudes referring to Problem
(3.2.46") or to its solution D*(¢, Rp; ) will be super-indexed by u. U(Wy) is strictly

concave in D within each Case j, as

PUWy) )

3D? = —no;, j=1,...,4 7 fixed ,

holds.

Solutions to Problem (3.2.46") are derived for given values of ¢ and of Rp, and
for a given Case j by taking, for each of the four Cases separately, the first partial
derivative of U (W) with respect to D for fixed ¢ and Rp, and solving the associated
first-order condition. That is, the functions D*(¢, Rp; j) are Case-wise maximizers
to Problem (3.2.46").

We dispense with the constraints associated with Cases 1 to 4 for the following
reason: as the bank is a monopolist on both the loan and the deposit market,
it will choose its risk-return profile such that its objective (i.e. expected wealth)
is maximized. This objective is reached by choosing the appropriate loan-
allocation rate ¢ and deposit interest rate Rp within a given Case j such that
the solution is feasible in the sense that it meets one of the respective constraints
as given by (3.2.16) to (3.2.19). Doing so for each of the four Cases results in
Case-wise optimal choices which will be denoted by (¢*(j), R}j,(j)). The choices
(*(j), Ry (4)), D*(€*(j), R3)(7); 7)) must meet the definition of the respective set
Cj, as defined by (3.2.16) to (3.2.19), respectively. The triple resulting in the

highest expected wealth is the final solution. For details, we refer to Section 3.3
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and Subsection 3.3.1, respectively.

As a consequence, we can analyze the household’s decision problem given each of the
four Cases j for any fixed pair of ¢ and Rp, i.e. we need not care if a given solution
to the household’s Problem (3.2.46) under one Case given ¢ and Rp dominates a
solution under another Case given the same values of £ and Rp. Instead, that deposit
volume and its associated Case will prevail in equilibrium that leads to the highest

bank’s expected wealth given a fixed pair of £ and Rp.

Therefore, we can separately derive the explicit solutions to Problem (3.2.46)
and thus for Problem (3.2.46). The solution to Problem (3.2.46) is denoted by

Ds(¢, Rp; j) and will be referred to as the constrained solution.

Result 1 states the formule for the household’s deposit-supply function and provides

some of its basic properties.”

Result 1. The unconstrained deposit supply D*(-) that mazimizes Problem (3.2.46)

15 unique under each Case j, 7 =1,...,4, and given by
— R Rp(Rp — p ) — o?
DUl Rp;j) = M= D p{Fp 2/”) LWy, j=1,...,4. (3.247)
79 95

Under Case 4 or if the bank grants only one loan in Cases 2 or 3, the unconstrained

supply function simplifies to:

— R
D“(¢,Rp;j) = 'uj—2f, for either 7 =4, or j=2,=0, or j=3,/=1.
Y05
(3.2.48)
The constrained deposit-supply function reads
D*(¢, Rp;j) = min {max {D"“({, Rp;j),0}; Wy}, j=1,...,4. (3.2.49)

In each Case j, j = 1,...,4, the functions D“({,Rp;j) and D*({,Rp;j) are
continuous and D" (¢, Rp;j) is differentiable both in its variables, ¢ and Rp, and

in all its parameters.

As the deposit-supply functions D*(¢, Rp; j) are optimal decisions given a fixed Case
J, the optimal deposit supply can migrate from one Case to another through changes

in the variables £ and Rp or through changes in parameter values.

In Case 4, the deposit-supply function is independent of the bank’s equity, W, for

the following reason: the depositor receives the promised payment D - Rp if at least

"A version of this result can be found in Biihler/Koziol/Sygusch (2008, p. 142).
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one loan is redeemed and nothing if both firms fail. Thus, the contingent repayments
of the deposits are independent of the bank’s initial equity Wz under Case 4 and so
is the deposit-supply function D“(¢, Rp;4). For the same reason the productivity
parameters (optimal gross rates on the firms’ debts) «; and as do not enter the
deposit-supply function under Case 4. We can argue analogously if the bank grants

a single loan only given Case 2 and 3, respectively.

Therefore, the deposit-supply function depends on the initial equity Wp under
the Cases where Wpg is crucial for the residual loan portfolio value if the bank
defaults. To be more precise, the dependence on W emerges whenever two loans

are effectively granted under Cases 1, 2, and 3.

The first term of (3.2.47), apart from the composition of ;1; and o, represents the
optimal allocation of funds if an investor with u-o-preferences can choose between
a risky asset and a risk-free asset whose pay-offs are linked linearly to the amount

of funds invested.

If, furthermore, the pay-off from the risky asset depended linearly on funds Wp
invested by another party, say a bank, this very investor would supply funds equal

to

B2 owy, (3.2.50)

as long as the investor has still the opportunity to store funds into the risk-free asset.
The funds invested by the other party/the bank lower ceteris paribus the supply of
funds by the p-o investor as any gains by the own funds invested is enhanced by

Whg.

Finally, the term
4 Rp(Rp — p15)

2
g;

W

reflects the non-linearity in the marginal gains and the marginal risk of the deposit

contract.

Next, Result 2 will characterize the household’s deposit-supply function dependent
on the deposit interest rate Rp. Furthermore, Result 2 will be the basis on which
the bank’s Optimization Problem (3.3.1) will be analyzed, as it provides an upper
bound to Rp.

Therefore, let us define the following critical interest rates on deposits: R, (¢;7)
denotes the critical deposit interest rate where the unconstrained deposit-supply

function D"(¢, Rp;j) becomes zero (given a fixed loan-allocation rate ¢ and given a
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fixed Case j):
Rp(6;5) € { Rp| D*(¢, Rp;j) =0}, (3.2.51)

Tiz(ﬁ ; 7) is the deposit interest rate that maximizes the unconstrained deposit-supply

function D*(¢, Rp; j) (given a fixed loan-allocation rate ¢ and given a fixed Case j):

Rp(6;5) € { Rp| D“(¢, Rp(6;5);§) > D*(¢, Rp;j) ¥ Rp > Rp(6;5) } . (3.2.52)

Rp(¢; ) represents the lowest deposit interest rate that maximizes the (constrained)
deposit-supply function D*(¢, Rp; j):

Ro(t:) = min { B (6.0). { Rolfto = i{D"(6 Roi ) = W} } |

Thus, Ry(f;5) < Rp(l;7) < Rp(¢;7) holds true by definition if Rp(f;7) exists
where equality for the latter relation means that the household’s deposit supply is

not restricted by its initial wealth. The former relation is trivial.

The unconstrained deposit-supply function shows the following behavior in Rp. The
existence of R, (¢;5) and Rp(¢;7) has been also put forward by Biihler/Koziol /Sy-
gusch (2008, p. 143). Here, we also provide a proof that can be found in Appendix
A.l.1.

Result 2. For each Case j and for ( fized, exactly one interest rate Rp(¢;j)
exists for which the unconstrained deposit-supply function becomes zero, and exactly
one interest rate ﬁqu(&j) exists that maximizes the unconstrained deposit-supply
function with respect to Rp. The unconstrained deposit-supply function approaches
asymptotically zero from above if Rp goes to infinity given any of the four
Cases. Given Case j, the unconstrained deposit-supply function increases strictly

monotonically in Rp on [Rp(€;§), Rp(€; )] and decreases strictly monotonically on

[R5 (£;4),00).

Briefly, the unconstrained deposit-supply function is hump-shaped in Rp on

[Ry(¢;7),00) given Case j, that is deposit supply is backward bending.

Clearly, Result 2 can be extended to the case of the constrained deposit-supply
function which is zero for all Rp < Rp(¢;j) and potentially flat for Rp on
some interval if the initial wealth Wy is lower than the maximum value of the

unconstrained supply function.

The economic intuition behind Result 2 can be understood by the pay-off structure
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of the standard risky debt contract and by the investor’s risk-aversion level: The
higher the promised interest rate Rp grows, the higher the promised pay-off D - Rp
becomes. Thus, it is natural to increase the supply of funds D in order to further
increase the final promised pay-off. However, deposits are risky and the household
is risk-averse. Therefore, there is a point at which the benefits of further boosting
D do not outweigh the associated costs in terms of a rising variance. Consequently,
the household will lower D if the deposit interest rate Rp is further increased.
Specifically, the promised pay-off D - Rp may still rise while the household deposits
less and less funds. Ultimately, if Rp approaches infinity, deposit supply falls to

Zero.

Finally, let us characterize the critical interest rate R, (¢; 7). We define the following

Case-dependent magnitudes

R; = Mj—QjRD

) Ci=1,...4, £ jfixed, (3.2.53)
R} = o} +uf —q;R}

where R; denotes the marginal expected gross return on deposits exclusively the
state of full deposit redemption and R is the associated second, non-centered

moment. As a consequence,
o 2
R7 — (Ré‘) > 0 (3.2.54)

is a variance and thus positive. Ré»‘ and RJ are independent of Rp. In Case j = 4,
both, RY and R], become zero, as the bank defaults if and only if both firms default.

Result 3. The interest rate Ry (¢;7) for which the unconstrained deposit supply
function becomes zero is given by
Rf — R? + ’YWB : [R;T — (Ry)ﬂ

Ryl 5) = {fixed, 7=1,...,4. 3.2.55
_D( 7.]) q](].‘l'"}/WBR?) ) xed, j ) ) ( )

It decreases strictly in Wy in Cases 2 and 3. In Case 4, the interest rate R, (¢;4) is
independent of Wy due to Ry = R] =0. R ((;4) always exceeds Ry and simplifies

to

Ry
Rr(4) = — .
Rp(4) m
Wy =0,
. Ry — R} .
Rptij) = L= S Ry ffixed, j=2,3,

95
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holds in Cases 2 and 3. The condition

I—gq
pi —¢q

o, <

Ry, i=1,2, (3.2.56)

is sufficient to obtain Ry (¢;1) > Ry in Case 1 if Wg = 0.

The critical interest rate Ry, (¢;j) remains positive, if Wy goes to infinity,

R — (R*)?
lim Rp(4;7) = ]—(]) > 0, [fixed, j=1,2,3.

Wp—o00 q; - R}

The relation Rj(¢;j) > Ry holds in Wg = 0 since the household is only willing to
bear the credit risk of the deposits if they yield a higher expected return than the
risk-free rate R;.® The higher is the bank’s initial equity Wpg, the lower the credit
spread on deposits becomes, as the buffer function of the bank’s equity gains in
importance. In particular, R, (¢; j) strictly decreases in Wp in the Cases j = 2, 3.
In Case 1, this relation generally remains opaque, however. In Case 4 or if loan-
allocation rates are either zero (Case 2) or one (Case 3), contingent payments from
the deposit contract are not affected by Wp, and so is R, (¢;j) (cf. Result 1 and
Formulee (3.2.24), (3.2.29), (3.2.33), and (3.2.37)).

The critical interest rate R,(¢;j), j = 1,2,3, is negatively related to Wp in such
a way that it may even fall below R, for sufficiently high amounts of bank capital.
The limit of R, (¢;7) if Wp goes to infinity marks the bottom line of which the
positive sign is guaranteed by (3.2.54).

The following result illustrates that the buffer function of the bank’s initial equity
Wpg may stipulate the deposit supply.

Result 4. Let j1; > Ry and furthermore, let £ # 0 in Case 2, and { # 1 in Case 3.

Then,

2.
e > 0 (3.2.57)

holds for the Cases j =2 and 3.

Let us close this section by discussing the household’s deposit supply in Case 4.

Remark 1. The characteristics of deposit supply in Case 4 can be stated in closed

8We note that the additional (and only sufficient) bounds in Case 1 are rather of the same
order of magnitude as the bounds assumed in (3.2.7). The base case scenario, as given in Table
4.1, yields as bounds according to (3.2.56) 1.70625 for o, and 4.55 for ae. Assumption (3.2.56) is
not further considered in what follows.
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form. The unconstrained deposit supply, D“(¢, Rp;4), becomes zero at

1
ED<4) = — Rf )
q4
and attains its unique mazximum at
—u 2
Rp(4) = — - Ry,
q4

as D"“(¢, Rp;4) is strictly increasing for all Rp < q%Rf and strictly decreasing
otherwise. If deposit supply is constrained by Wy, the critical rate Rp(¢;7) where
D"(¢, Rp;4) just attains Wy is

Tip(4) — a1 — V@i — 4yl — @)Wy R;
o 2’YQ4(1 - C]4)WH

with

V%}}IIILIORD(ZL) = Rp(4) .

3.2.4 The Bank’s Expected Pay-off

The bank is a risk-neutral intermediary between the firms and the household and
has limited liability.” It exerts monopoly power on both markets: the one for loans
and the one for deposits. As a result, the bank charges
R} = q;

as gross interest rate on loans while being able to scale the loan volumes arbitrarily
and it takes the household’s (constrained) deposit-supply function as given when it
maximizes its expected final wealth. Deposit supply differs according to the four
Cases defined in (3.2.16) to (3.2.19) as the bank’s probabilities of solvency differ
as well. Given a Case j, the bank does creditably commit to this Case. Thus the
bank does not arbitrarily combine deposit supply schedules with its own repayment

schedules.
According to
Case 1 (neither loan suffices to fully redeem deposits),

defined by (3.2.16), the bank remains only solvent if both loans are fully repaid which

9The following notes and formulee in this section can be found on pp. 144f in Biihler /Koziol /Sy-
gusch (2008).
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happens with probability ¢. If only one single firm succeeds, the bank must cede the
associated loan redemption fully to the depositor. With probability 1 — p; — ps + ¢,
there is no payment flow. Thus, using the loan-allocation rate defined by (3.2.14),

the bank’s objective function takes the following form under Case 1:

E WB(& RD; 1) = q- [ Oélé—i— OZQ(l — 6) — RD ] . Ds(g’ RD; 1)

(3.2.58)
+Q'[&1€+Oé2(1—€) ] 'WB

According to
Case 2 (only Loan 2 suffices to fully redeem deposits),

defined by (3.2.17), the bank keeps solvent if both loans are fully redeemed or if the
loan L is fully paid back:

E [VNVB(E, Rp; 2)] = [qail+prax(l =€) —p2Rp |- D*(L, Rp; 2) (3.2.59)
+ [ qozlerpgon(l - é) ] . WB .
Symmetrical to Case 2,
Case 3 (only Loan 1 suffices to fully redeem deposits)
results in the following objective function:
E |Wg((, Rp;3)| = (+qas(l —¢) —p1Rp |- D*(¢, Rp; 3
[ B( D )] [ praa qaa( ) —p1Rp | ( D;3) (3.2.60)

+ [prarl+qax(1—0) - Wg.

Finally, the bank keeps solvent as long as at least a single loan is fully paid back if

it lends according to

Case 4 (either loan suffices to fully redeem deposits):

E [VVB(& RD§4)] = [praal +paaz(l1 = L) — (pr +p2 — ¢)Rp | - D*(Rp;4)
+ [ praal + paaa(1 =) |- Wi .
(3.2.61)
Case 4 is the only case which results in an objective function that is linear in the loan-
allocation rate ¢. Thus, if Case 4 is feasible, the bank always chooses an allocation
rate at the corner of the feasibility set C; given by (3.2.19). This idea can be further
developed both with and without regulation.

Results 9 and 11 will characterize Case 4 as laissez-faire equilibrium. Results 19
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and 21 refer to Case 4 as equilibrium under regulation by fixed risk weights, and
finally Results 24 and 28 given a VaR approach. Case 4 can arise as equilibrium

both under equal and under different projects the two firms undertake.

3.3 Equilibrium and Sensitivities

3.3.1 The Equilibrium without Regulation
3.3.1.1 General Characterization

Given each Case j, the bank maximizes its expected final wealth, E[Wg(¢, Rp; )],
with respect to the loan-allocation rate ¢ and the interest rate on deposits Rp.*°
The tuple (¢*(j), R5,(j)) denotes the allocation rate and the interest rate that
maximize E [WB(E, RD;j)] under Case j. The triple (¢*, R}); j*) denotes the loan-
allocation rate, the interest rate on deposits, and the associated Case that maximize
E [WB(E, RD;j)] considering all the four Cases, i.e. (£*, R},;j*) is the solution to

the following maximization problem:*!

max  E [WB(& Rp;j)

st.  £e0,1] (3.3.1)
3j: (D°(6,Rpij), ¢ Rp) € Cjj=1,....4.

We will refer to (¢*, R});j*) as the equilibrium without regulation. Equilibrium
results are used later on as a benchmark to judge potential pro-cyclical impacts

resulting from regulation.

Result 5. An equilibrium (€%, R},; 7*) always exists. The optimal interest rate on
deposits given Case j, Ry ((;7), satisfies Ry ((;5) € (ED(E;j),ED(ﬁ;j)}, and

unique given a fized loan-allocation rate £. Hence the optimal deposit volume D* =

==

S

D3 (%, Ry, 7*) is always strictly positive.
The existence of an optimizing triple (¢*, R}); j*) holds for two reasons: the sets C;
defining the Cases j = 1,...,4 are compact sets by definition. As a consequence,

we obtain compact sets with respect to the loan-allocation rate ¢ given fixed deposit

100bserve that the optimal interest rates on loans are sim