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#### Abstract

This paper proposes several tests of restricted specification in nonparametric instrumental regression. Based on series estimators, test statistics are established that allow for tests of the general model against a parametric or nonparametric specification as well as a test of exogeneity of the vector of regressors. The tests are asymptotically normally distributed under correct specification and consistent against any alternative model. Under a sequence of local alternative hypotheses, the asymptotic distribution of the tests is derived. Moreover, uniform consistency is established over a class of alternatives whose distance to the null hypothesis shrinks appropriately as the sample size increases.
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## 1. Introduction

While parametric instrumental variables estimators are widely used in econometrics, its nonparametric extension has not been introduced until the last decade. The study of nonparametric instrumental regression models was initiated by Darolles et al. [2011] and Newey and Powell [2003]. In these models, given a scalar dependent variable $Y$, a vector of regressors $Z$, and a vector of instrumental variables $W$, the structural function $\varphi$ satisfies

$$
\begin{equation*}
Y=\varphi(Z)+U \quad \text { with } \quad \mathbb{E}[U \mid W]=0 \tag{1.1}
\end{equation*}
$$

for an error term $U$. Here, $Z$ contains potentially endogenous entries, i.e., $\mathbb{E}[U \mid Z]$ may not be zero. Model (1.1) does not involve the a priori assumption that the structural

[^0]function is known up to finitely many parameters. Hence, by considering a nonparametric model, we minimize the likelihood of misspecification. On the other hand, implementing the nonparametric instrumental regression model can be challenging.
Nonparametric instrumental regression models have attracted increasing attention in the econometric literature. For example, Ai and Chen [2003], Blundell et al. [2007], Chen and Reiß [2011] or Newey and Powell [2003] consider sieve minimum distance estimators of $\varphi$, while Darolles et al. [2011], Hall and Horowitz [2005], Gagliardini and Scaillet [2011] or Florens et al. [2011] study penalized least squares estimators. A linear Galerkin approach to construct an estimator of $\varphi$ has been proposed by Johannes and Schwarz [2010]. When the methods of analysis are widened to include nonparametric techniques, one must confront two mayor challenges. First, identification in model (1.1) requires far stronger assumptions about the instrumental variables than for the parametric case (cf. Newey and Powell [2003]). Second, the accuracy of any estimator of $\varphi$ can be low, even for large sample sizes. More precisely, Chen and Reiß [2011] showed that for a large class of joint distributions of ( $Z, W$ ) only logarithmic rates of convergence can be obtained. The reason for this slow convergence is that model (1.1) leads to an inverse problem which is ill posed in general, i.e., the solution does not depend continuously on the data.
In light of the difficulties of estimating the nonparametric function $\varphi$ in model (1.1), the need for statistically justified model simplifications is paramount. We do not face an ill posed inverse problem if a parametric structure of $\varphi$ or exogeneity of $Z$ can be justified. If these model simplifications are not supported by the data, one might still be interested in whether a smooth solution to model (1.1) exists and if some regressors could be omitted from the structural function $\varphi$. These model simplifications have important potential since they might increase the accuracy of estimators of $\varphi$ or lower the required conditions imposed on the instrumental variables to ensure identification.
In this work we present a new family of goodness-of-fit statistics which allows for several restricted specification tests of the model (1.1). Our method can be used for testing either a parametric or nonparametric specification. In addition, we perform a test of exogeneity and of dimension reduction of the vector of regressors $Z$, i.e., whether certain regressors can be omitted from the structural function $\varphi$. By a withdrawal of regressors which are only weakly correlated with the instrument, identification in the restricted model might be possible although $\varphi$ is not identified in the original model (1.1). Note that model (1.1) leads to the conditional moment equation $\mathbb{E}[Y-\varphi(Z) \mid W]=0$. Multiplying both sides with an $m$-dimensional vector of functions $f_{j}(W), 1 \leqslant j \leqslant m$, and taking expectations leads to the unconditional moment equation $\mathbb{E}\left[(Y-\varphi(Z)) f_{j}(W)\right]=0,1 \leqslant j \leqslant m$. Our test statistic is based on the Euclidean norm of the vector $\mathbb{E}\left[\left(Y-\varphi_{0}(Z)\right) f_{j}(W)\right]=0,1 \leqslant j \leqslant m$, where the hypothesis function $\varphi_{0}$ is replaced by an estimator under the restriction. So, only the estimator of $\varphi_{0}$ differs for the different specification test considered in this paper. It is worth noting that by our methodology we can omit some assumptions typically found in related literature, such as smoothness conditions on the joint distribution of $(Z, W)$.
There is a large literature concerning hypothesis testing of restricted specification of regression. In the context of conditional moment equation, Donald et al. [2003] and Tripathi and Kitamura [2003] make use of empirical likelihood methods to test parametric restrictions of the structural function. In addition, Santos [2012] allows for different hypothesis tests, such as a test of homogeneity. Based on kernel techniques, Horowitz [2006], Blundell and Horowitz [2007], and Horowitz [2011] propose test statistics in which an additional smoothing step (on the exogenous entries of $Z$ ) is carried out. Horowitz [2006] considers a parametric specification test. Blundell and Horowitz [2007] establish a consistent test of
exogeneity of the vector of regressors $Z$, whereas Horowitz [2011] tests whether the endogenous part of $Z$ can be omitted from $\varphi$. Gagliardini and Scaillet [2007] and Horowitz [2012] develop nonparametric specification tests in an instrumental regression model. We like to emphasize that their test cannot be applied to model (1.1) where some entries of $Z$ might be exogenous.
Our method is also applicable when an additional smoothing step is carried out. It is shown that the asymptotic behavior of our test relies crucially on the behavior of the smoothing operator. We study the power of the test against a sequence of alternatives that tend to zero at a certain rate as the sample size increases. If the eigenvalues of this operator have a sufficiently fast decay, then our test can detect linear alternatives at a distance of $n^{-1 / 2}$ (as in Horowitz [2006], Blundell and Horowitz [2007], Horowitz [2012], and Horowitz [2011]). In contrast, estimating the structural function $\varphi$ nonparametrically leads to far slower polynomial or even logarithmic convergence rates (cf. Chen and Reiß [2011]). Applying the additional smoothing step, however, changes the function class over which uniform consistency can be obtained.
The paper is organized as follows. In Section 2 we start with a simple hypothesis test, i.e., whether $\varphi$ coincides with a known function $\varphi_{0}$. We obtain asymptotic normality and consistency of our proposed test statistic. Moreover, we judge its power by considering linear local alternatives and establish uniform consistency over a class of functions. In Sections 3-6 we consider a parametric specification test, a test of exogeneity, and a nonparametric specification test. The goodness-of-fit statistics are obtained by replacing $\varphi_{0}$ in the statistic of Section 2 by an appropriate estimator. Under modified assumptions, the asymptotic results of Section 2 still remain valid. All proofs can be found in the appendix.

## 2. A simple hypothesis test

In this section we propose a goodness-of-fit statistic for testing the hypothesis $H_{0}: \varphi=\varphi_{0}$, where $\varphi_{0}$ is a known function, against the alternative $\varphi \neq \varphi_{0}$. We develop a test statistic based on $\mathcal{L}^{2}$ distance. As we will see in the following chapters, it is sufficient to replace $\varphi_{0}$ by an appropriate estimator to allow for tests of the general model against other specifications. We first give basic assumptions, then obtain the asymptotic distribution of the proposed statistic, and further discuss its power and consistency properties.

### 2.1. Assumptions and notations.

The model revisited The nonparametric instrumental regression model (1.1) leads to a linear operator equation. To be more precise, let us introduce the conditional expectation operator $T \phi:=\mathbb{E}[\phi(Z) \mid W]$ mapping $\mathcal{L}_{Z}^{2}=\left\{\phi: \mathbb{E}|\phi(Z)|^{2}<\infty\right\}$ to $\mathcal{L}_{W}^{2}=\left\{\psi: \mathbb{E}|\psi(W)|^{2}<\right.$ $\infty\}$ (which are endowed with the usual inner products $\langle\cdot, \cdot\rangle_{Z}$ and $\langle\cdot, \cdot\rangle_{W}$, respectively). Consequently, model (1.1) can be written as

$$
\begin{equation*}
g=T \varphi \tag{2.1}
\end{equation*}
$$

where the function $g:=\mathbb{E}[Y \mid W]$ belongs to $\mathcal{L}_{W}^{2}$ (which can be assured by assuming $\mathbb{E}\left[Y^{2}\right]<$ $\infty)$. Throughout the paper we assume that an iid. $n$-sample of $(Y, Z, W)$ from the model (1.1) is available.

Moment assumptions. Let us introduce pre-specified orthonormal basis $\left\{e_{j}\right\}_{j \geqslant 1}$ and $\left\{f_{l}\right\}_{l \geqslant 1}$ in $\mathcal{L}_{Z}^{2}$ and $\mathcal{L}_{W}^{2}$, respectively. We need moment conditions on the basis, more specific, on the random variables $e_{j}(Z)$ and $f_{l}(W)$ for $j, l \geqslant 1$, which we summarize in the next assumption.
Assumption 1. There exists some constant $\eta \geqslant 1$ such that
(i) $\sup _{j \geqslant 1} \mathbb{E}\left|e_{j}(Z)\right|^{4} \leqslant \eta^{4}$,
(ii) $\sup _{l \geqslant 1} \mathbb{E}\left|f_{l}(W)\right|^{4} \leqslant \eta^{4}$.

Assumption 1 holds for sufficiently large $\eta$ if the basis $\left\{e_{j}\right\}_{j \geqslant 1}$ and $\left\{f_{l}\right\}_{l \geqslant 1}$ are uniformly bounded, such as trigonometric bases or B-splines that have been orthogonalized. Moreover, this assumption is satisfied by the Hermite polynomials.
The results derived below involve assumptions on the conditional moments of the random variables $U$ given $W$ gathered in the following assumption.
Assumption 2. There exists $\sigma>0$ such that $\mathbb{E}\left[U^{4} \mid W\right] \leqslant \sigma^{4}$.
Mapping properties of the operators We will see below that the power of our test can be increased by carrying out an additional smoothing step. Therefore, we introduce the smoothing operator $L$ on $\mathcal{L}_{W}^{2}$. In contrast to the unknown conditional expectation operator $T$, which has to be estimated, the operator $L$ can be chosen by the statistician. The following assumption ensures identification of $\varphi$ in the model (2.1).
Assumption 3. The conditional expectation operator $T$ is nonsingular.
If Assumption 3 is violated we rather test of the operator equation $g=T \varphi_{0}$ and hence consider a conditional moment restriction test. We discuss the implications of our results also in this case. Let $L$ have an eigenvalue decomposition given by $\left\{\tau_{j}^{1 / 2}, f_{j}\right\}_{j \geqslant 1}$. We allow in this paper for a wide range of smoothing operators. We also permit for $L$ being the identity operator, i.e., no smoothing step is carried out. We only require the following condition on the operator $L$ determined by the sequence of eigenvalues $\tau=\left(\tau_{j}\right)_{j \geqslant 1}$.
Assumption 4. The weighting sequence $\tau$ is positive, nonincreasing, and satisfies $\tau_{1}=1$.
Assumption 4 ensures that the operator $L$ is nonsingular.
Remark 2.1. Horowitz [2006], Blundell and Horowitz [2007], and Horowitz [2011] consider as a smoothing operator a Fredholm integral operator, i.e., $L \phi(s)=\int_{0}^{1} \ell(s, t) \phi(t) d t$ for some function $\phi \in \mathcal{L}^{2}[0,1]$ and some kernel function $\ell:[0,1]^{2} \rightarrow \mathbb{R}$. In order to ensure $L \phi \in \mathcal{L}^{2}[0,1]$ it is typically assumed that $\int_{0}^{1} \int_{0}^{1}|\ell(s, t)|^{2} d s d t<\infty$. Let $\left\{\tau_{j}^{1 / 2}, f_{j}\right\}_{j \geqslant 1}$ be the eigenvalue decomposition of $L$. By Parseval's identity

$$
\int_{0}^{1} \int_{0}^{1}|\ell(s, t)|^{2} d s d t=\int_{0}^{1} \sum_{j=1}^{\infty} \tau_{j}\left|f_{j}(s)\right|^{2} d s=\sum_{j=1}^{\infty} \tau_{j}
$$

where the right hand side is only finite if the sequence $\tau$ decays sufficiently fast.
Matrix and operator notations. Given $m \geqslant 1, \mathcal{E}_{m}$ and $\mathcal{F}_{m}$ denote the subspace of $\mathcal{L}_{Z}^{2}$ and $\mathcal{L}_{W}^{2}$ spanned by the functions $\left\{e_{j}\right\}_{j=1}^{m}$ and $\left\{f_{l}\right\}_{l=1}^{m}$, respectively. $E_{m}$ and $E_{m}^{\perp}$ (resp. $F_{m}$ and $F_{m}^{\perp}$ ) denote the orthogonal projections on $\mathcal{E}_{m}$ (resp. $\mathcal{F}_{m}$ ) and its orthogonal complement $\mathcal{E}_{m}^{\perp}$ (resp. $\mathcal{F}_{m}^{\perp}$ ), respectively. If we restrict a linear operator $K: \mathcal{L}_{Z}^{2} \rightarrow \mathcal{L}_{W}^{2}$ to an operator from $\mathcal{E}_{m}$ to $\mathcal{F}_{m}$, then it can be represented by a matrix $[K]_{\underline{m}}$ with entries $[K]_{l, j}=\left\langle K e_{j}, f_{l}\right\rangle_{W}$
for $1 \leqslant j, l \leqslant m$. Its spectral norm is denoted by $\left\|[K]_{\underline{m}}\right\|$ and its transposed by $[K]_{\underline{m}}^{t}$. The adjoint operator of $K$ is denoted by $K^{*}$. We write Id for the identity operator and $\nabla_{v}$ for the diagonal operator with singular value decomposition $\left\{v_{j}, e_{j}, f_{j}\right\}_{j \geqslant 1}$. Respectively, given functions $\phi \in \mathcal{L}_{Z}^{2}$ and $\psi \in \mathcal{L}_{W}^{2}$ we define by $[\phi]_{\underline{m}}$ and $[\psi]_{\underline{m}} m$-dimensional vectors with entries $[\phi]_{j}=\left\langle\phi, e_{j}\right\rangle_{Z}$ and $[\psi]_{l}=\left\langle\psi, f_{l}\right\rangle_{W}$ for $1 \leqslant j, l \leqslant m$. Moreover, $e_{\underline{m}}(Z)$ and $f_{\underline{m}}(W)$ denote random vectors with entries $e_{j}(Z)$ and $f_{j}(W), 1 \leqslant j \leqslant m$, respectively. For any weighting sequence $w$ we introduce vectors $e_{\underline{m}}^{w}(Z)$ and $f_{\underline{m}}^{w}(W)$ with entries $e_{j}^{w}(Z)=$ $\sqrt{w_{j}} e_{j}(Z)$ and $f_{j}^{w}(W)=\sqrt{w_{j}} f_{j}(W), 1 \leqslant j \leqslant m$. In addition, the weighted norm is denoted by $\|\phi\|_{w}^{2}=\sum_{j=1}^{\infty} w_{j}[\phi]_{j}^{2}$. In the following we write $a_{n} \lesssim b_{n}$ when there exists a generic constant $C>0$ such that $a_{n} \leqslant C b_{n}$ for sufficiently large $n$ and $a_{n} \sim b_{n}$ when $a_{n} \lesssim b_{n}$ and $b_{n} \lesssim a_{n}$ simultaneously.

### 2.2. The test statistic and its asymptotic distribution

Under Assumptions 3 and 4 the hypothesis $H_{0}$ is equivalent to $L g=L T \varphi_{0}$. We project the function $L\left(g-T \varphi_{0}\right)$ on the finite dimensional subspace $\mathcal{F}_{m_{n}}$ for some integer $m_{n}$ which tends to infinity as the sample size $n$ increases to infinity. Then our test statistic is the empirical counterpart of $\left\|F_{m_{n}} L\left(g-T \varphi_{0}\right)\right\|_{W}^{2}$, i.e.,

$$
\begin{equation*}
S_{n}:=\left\|n^{-1} \sum_{i=1}^{n}\left(Y_{i}-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2} \tag{2.2}
\end{equation*}
$$

When no additional smoothing is carried out, i.e., $L=\mathrm{Id}$, then $\tau_{j}=1$ for all $j \geqslant 1$. To achieve asymptotic normality we need to standardize our test statistic $S_{n}$ by appropriate mean and variance, which we introduce in the following definition.
DEfinition 2.1. For all $m \geqslant 1$ let $\Sigma_{m}$ be the covariance matrix of the random vector $U f_{\underline{m}}^{\tau}(W)$ with entries $\varsigma_{j j^{\prime}}=\mathbb{E}\left[U^{2} f_{j}^{\tau}(W) f_{j^{\prime}}^{\tau}(W)\right], 1 \leqslant j, j^{\prime} \leqslant m$. Then the trace and the Frobenius norm of $\Sigma_{m}$ are respectively denoted by

$$
\mu_{m}:=\mu\left(\Sigma_{m}\right):=\sum_{j=1}^{m} \varsigma_{j j} \quad \text { and } \quad \varsigma_{m}:=\varsigma\left(\Sigma_{m}\right):=\left(\sum_{j, j^{\prime}=1}^{m} \varsigma_{j j^{\prime}}^{2}\right)^{1 / 2}
$$

In addition, if $\varsigma_{m}=O(1)$ as $m \rightarrow \infty$ we define

$$
\mathcal{V}:=\mathcal{V}\left(\Sigma_{m}\right):=1+\frac{4}{3 \varsigma_{\infty}^{4}} \sum_{j, j^{\prime}, l, l^{\prime}=1}^{\infty} \varsigma_{j j^{\prime}} \varsigma_{l l^{\prime}} \varsigma_{j l} \varsigma_{j^{\prime} l^{\prime}}
$$

where $\varsigma_{\infty}=\lim _{m \rightarrow \infty} \varsigma\left(\Sigma_{m}\right)$.
Indeed the next result shows that $S_{n}$ after standardization is asymptotically normally distributed if $m_{n}$ increases appropriately as the the sample size $n$ tends to infinity.
Theorem 2.1. Let Assumptions $1-4$ hold true. If $m_{n}$ satisfies

$$
\begin{equation*}
\varsigma_{m_{n}}^{-1}=o(1) \quad \text { and } \quad m_{n}\left(\sum_{j=1}^{m_{n}} \tau_{j}^{2}\right)^{2}=o(n) \tag{2.3}
\end{equation*}
$$

then we have for all $\varphi \in \mathcal{L}_{Z}^{2}$ under $H_{0}$

$$
\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}-\mu_{m_{n}}\right) \xrightarrow{d} \mathcal{N}(0,1) \quad \text { as } n \rightarrow \infty
$$

REMARK 2.2. If there exists some constant $\sigma_{o}>0$ such that $\mathbb{E}\left[U^{2} \mid W\right] \geqslant \sigma_{o}^{2}$ then we have $\varsigma_{m_{n}}^{2} \geqslant \sigma_{o}^{4} \sum_{j=1}^{m_{n}} \tau_{j}^{2}$. Thus, condition $\varsigma_{m_{n}}^{-1}=o(1)$ is satisfied for any positive sequence $\tau$ such that $\sum_{j=1}^{m_{n}} \tau_{j}^{2}$ is unbounded as $n$ increases. When no additional smoothing is carried out, i.e., $L=\mathrm{Id}$, then condition (2.3) holds if $\mathbb{E}\left[U^{2} \mid W\right] \geqslant \sigma_{o}^{2}$ and $m_{n}^{3}=o(n)$. Moreover, from condition (2.3) we see that by the choice of a stronger decaying sequence $\tau$ the parameter $m_{n}$ may be chosen larger. From the following theorem we see that if $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$ only $m_{n}=o(n)$ is required.

In the following result we establish asymptotic normality of our test when the sequence of weights $\tau$ may have a stronger decay than in Theorem 2.1, i.e., we consider the case where $\tau$ satisfies $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$. This condition together with the Assumption 2 implies $\varsigma_{m_{n}} \leqslant \sigma^{4} \sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$ in contrast to condition (2.3) in Theorem 2.1. Still asymptotic normality can be obtained, but an additional additive term occurs in the variance.
Theorem 2.2. Let Assumptions $1-4$ hold true. If $m_{n}$ satisfies

$$
\begin{equation*}
\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1) \quad \text { and } \quad m_{n}=o(n) \tag{2.4}
\end{equation*}
$$

then for all $\varphi \in \mathcal{L}_{Z}^{2}$ under $H_{0}$ we have

$$
\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}-\mu_{m_{n}}\right) \xrightarrow{d} \mathcal{N}(0, \mathcal{V}) \quad \text { as } n \rightarrow \infty
$$

REMARK 2.3. Theorem 2.1 and 2.2 continue to hold if we replace $\varsigma_{m_{n}}, \mu_{m_{n}}$, and $\mathcal{V}$ by the estimators $\widehat{\varsigma}_{m_{n}}^{2}:=\sum_{j, j^{\prime}=1}^{m_{n}} \widehat{\varsigma}_{j j^{\prime}}^{2}, \widehat{\mu}_{m_{n}}:=\sum_{j=1}^{m_{n}} \widehat{\varsigma}_{j j}$, and $\widehat{\mathcal{V}}_{m_{n}}=1+4 \sum_{j, j^{\prime}, l, l^{\prime}=1}^{m_{n}} \widehat{\varsigma}_{j j^{\prime}}{\widehat{\varsigma} l l^{\prime}}^{\varsigma_{j l}} \widehat{\varsigma}_{j^{\prime} l^{\prime}} /\left(3 \widehat{\varsigma}_{m_{n}}^{4}\right)$, respectively, where

$$
\widehat{\varsigma}_{j j^{\prime}}:=n^{-1} \sum_{i=1}^{n} \sqrt{\tau_{j} \tau_{j^{\prime}}}\left|Y_{i}-\varphi_{0}\left(Z_{i}\right)\right|^{2} f_{j}\left(W_{i}\right) f_{j^{\prime}}\left(W_{i}\right)
$$

In the following sections where $\varphi_{0}$ is unknown and has to be estimated we might simply replace $\varphi_{0}$ in $\widehat{\varsigma}_{j j^{\prime}}$ by the proposed estimators.

### 2.3. Limiting behavior under local alternatives.

Let us study the power of the test, i.e., the probability to reject a false hypothesis, against a sequence of linear local alternatives that tends to zero as $n \rightarrow \infty$. It is shown that the power of our tests essentially relies on the choice of the weighting sequence $\tau$.
Let us start with the case $\varsigma_{m_{n}}^{-1}=o(1)$. We consider the following sequence of linear local alternatives

$$
\begin{equation*}
Y=\varphi_{0}(Z)+\varsigma_{m_{n}}^{1 / 2} n^{-1 / 2} \delta(Z)+U \tag{2.5}
\end{equation*}
$$

for some function $\delta \in L_{Z}^{4}:=\left\{\phi: \mathbb{E}|\phi(Z)|^{4}<\infty\right\}$. The next result establishes asymptotic normality for the standardized test statistic $S_{n}$.
Proposition 2.3. Given the conditions of Theorem 2.1 it holds under (2.5)

$$
\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}-\mu_{m_{n}}\right) \xrightarrow{d} \mathcal{N}\left(2^{-1 / 2}\|T \delta\|_{\tau}^{2}, 1\right) \quad \text { as } n \rightarrow \infty .
$$

As we see below the test statistic $S_{n}$ has power advantages if $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$. Let us consider the sequence of linear local alternatives

$$
\begin{equation*}
Y=\varphi_{0}(Z)+n^{-1 / 2} \delta(Z)+U \tag{2.6}
\end{equation*}
$$

for some function $\delta \in L_{Z}^{4}$.
Proposition 2.4. Given the conditions of Theorem 2.2 it holds under (2.6)

$$
\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}-\mu_{m_{n}}\right) \xrightarrow{d} \mathcal{N}\left(\left(\sqrt{2} \varsigma_{\infty}\right)^{-1}\|T \delta\|_{\tau}^{2}, \mathcal{V}\right) \quad \text { as } n \rightarrow \infty
$$

REmARK 2.4. Under homoscedasticity, i.e., $\mathbb{E}\left[U^{2} \mid W\right]=\sigma_{o}^{2}$, we see from Proposition 2.3 that our test can detect linear alternatives at a rate $\left(\sum_{j=1}^{m_{n}} \tau_{j}^{2}\right)^{1 / 4} n^{-1 / 2}$. On the other hand, if $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$ then $S_{n}$ can detect local linear alternatives at a rate $n^{-1 / 2}$. But still our test with $L=$ Id can have better power against certain smooth classes of alternatives as illustrated by Hong and White [1995] and Horowitz and Spokoiny [2001]. Indeed, in the next subsection we show that additional smoothing changes the class of alternatives over which uniform consistency can be obtained.

### 2.4. Consistency

In this subsection we establish consistency against a fixed alternative and uniform consistency of our test over appropriate function classes. Let us first consider the case of a fixed alternative. We assume that $H_{0}$ does not hold, i.e., $\mathbb{P}\left(\varphi=\varphi_{0}\right)<1$. The following proposition shows that our test has the ability to reject a false null hypothesis with probability 1 as the sample size grows to infinity.
Proposition 2.5. Assume that $H_{0}$ does not hold. Let $\mathbb{E}\left|Y-\varphi_{0}(Z)\right|^{4}<\infty$. Consider the sequence $\lambda$ satisfying $\lambda_{n}=o\left(n \varsigma_{m_{n}}^{-1}\right)$. Under the conditions of Theorem 2.1 or 2.2 we have

$$
\mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}-\mu_{m_{n}}\right)>\lambda_{n}\right)=1+o(1)
$$

In the following we show that our tests are consistent uniformly over the function class

$$
\mathcal{G}_{n}^{\rho}=\left\{\varphi \in \mathcal{L}_{Z}^{2}:\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2} \geqslant \rho \varsigma_{m_{n}} n^{-1} \text { and } \sup _{z \in \operatorname{Supp}(Z)}\left|\varphi(z)-\varphi_{0}(z)\right|^{2} \leqslant \rho\right\}
$$

where $\operatorname{Supp}(Z)$ denotes the support of $Z$. Clearly, if $H_{0}$ is false then $\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2} \geqslant$ $\rho \varsigma_{m_{n}} n^{-1}$ for $n$ sufficiently large. By Assumption 4 the sequence $\tau$ is nonincreasing sequence with $\tau_{1}=1$ and hence $\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2} \leqslant\left\|T\left(\varphi-\varphi_{0}\right)\right\|_{W}^{2} \leqslant\left\|\varphi-\varphi_{0}\right\|_{Z}^{2}$ by Jensen's inequality. We conclude that $\mathcal{G}_{n}^{\rho}$ contains all functions whose $L_{Z}^{2}$-distance to the structural function $\varphi$ is at least $n^{-1} \varsigma_{m_{n}}$ within a constant. If the coefficients $\left[T\left(\varphi-\varphi_{0}\right)\right]_{j}$ fluctuate for large $j$ then $\varphi$ does not belong to $\mathcal{G}_{n}^{\rho}$ if the decay of $\tau$ is too strong. On the other hand, if $\left[T\left(\varphi-\varphi_{0}\right)\right]_{j}$ is sufficiently small for $j$ up to a finite constant than $\varphi$ does not necessarily belong to $\mathcal{G}_{n}^{\rho}$ with $\tau$ having a slow decay. For the next result let $q_{1-\alpha}$ denote the $1-\alpha$ quantile of $\mathcal{N}(0,1)$ in case of $\varsigma_{m_{n}}^{-1}=o(1)$ or $\mathcal{N}(0, \mathcal{V})$ in case of $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$.
Proposition 2.6. Under the conditions of Theorem 2.1 or 2.2 we have for any $\varepsilon>0$, any $0<\alpha<1$, and any sufficiently large constant $\rho>0$ that

$$
\lim _{n \rightarrow \infty} \inf _{\varphi \in \mathcal{G}_{n}^{\rho}} \mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}-\mu_{m_{n}}\right)>q_{1-\alpha}\right) \geqslant 1-\varepsilon
$$

## 3. A parametric specification test

The method of orthogonal series estimation involves the choice of basis functions. Thereby, the natural question arises whether, given the specified basis $\left\{e_{j}\right\}_{j \geqslant 1}$, a say $k$ dimensional vector of generalized Fourier coefficients is sufficient to develop the function $\varphi$. Let $\left\{e_{j}\right\}_{j \geqslant 1}$ satisfy Assumption 1. Then we consider the hypothesis $H_{\mathrm{p}}: \varphi=\varphi_{0}$ where in this section $\varphi_{0}=\sum_{j=1}^{k}\left[\varphi_{0}\right]_{j} e_{j}$. The alternative hypothesis is that $\varphi \notin \mathcal{E}_{k}$. Under $H_{p}$ standard parametric estimation techniques can be used to estimate the unknown $k$ dimensional vector of coefficients $\left[\varphi_{0}\right]_{\underline{k}}$.

### 3.1. The test statistic and its asymptotic distribution

Let $\breve{\varphi}_{k}$ be an estimator of the parametric function $\varphi_{0}$. The $k$ dimensional vector of generalized Fourier coefficients of $\varphi_{0}$ can be estimated $\sqrt{n}$-consistently by applying, for example, the generalized method of moments. Thereby, we may assume $\left\|\breve{\varphi}_{k}-\varphi_{0}\right\|_{Z}=O_{p}\left(n^{-1 / 2}\right)$. We obtain our test statistic by replacing $\varphi_{0}$ in the definition of $S_{n}$ given in (2.2) by the estimator $\breve{\varphi}_{k}$, i.e.,

$$
S_{n}^{\mathrm{p}}:=\left\|n^{-1} \sum_{i=1}^{n}\left(Y_{i}-\breve{\varphi}_{k}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2} .
$$

The following proposition establishes asymptotic normality of $S_{n}^{\mathrm{p}}$ after standardization given the same conditions as Theorem 2.1 where the function $\varphi_{0}$ was assumed to be known.
Theorem 3.1. Let $\breve{\varphi}_{k}$ be an estimator of $\varphi_{0}$ satisfying $\left\|\breve{\varphi}_{k}-\varphi_{0}\right\|_{Z}=O_{p}\left(n^{-1 / 2}\right)$. Then given the conditions of Theorem 2.1 it holds under $H_{p}$

$$
\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}^{p}-\mu_{m_{n}}\right) \xrightarrow{d} \mathcal{N}(0,1) \quad \text { as } n \rightarrow \infty .
$$

In the following theorem we state an asymptotic distribution result for $S_{n}^{\mathrm{p}}$ when $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=$ $O(1)$. In this case, we assume that the estimator $\breve{\varphi}_{k}$ satisfies

$$
\begin{equation*}
\sqrt{n}\left(\left[\breve{\varphi}_{k}\right]_{\underline{k}}-\left[\varphi_{0}\right]_{\underline{l_{2}}}\right)=n^{-1 / 2} \sum_{i=1}^{n} h_{\underline{k}}\left(V_{i}\right)+o_{p}(1) \tag{3.1}
\end{equation*}
$$

where $V_{i}:=\left(Y_{i}, Z_{i}, W_{i}, \varphi_{0}\right)$ and $h_{\underline{k}}\left(V_{i}\right)=\left(h_{1}\left(V_{i}\right), \ldots, h_{k}\left(V_{i}\right)\right)$ where $h_{j}, 1 \leqslant j \leqslant k$, are real valued functions. It is well known that this representation holds if $\left[\breve{\varphi}_{k}\right]_{\underline{k}}$ is the generalized method of moments estimator. In case of $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$ we have to modify the standardization of the statistic $S_{n}$ as follows. For $m \geqslant 1$ let $\Sigma_{m}^{\mathrm{p}}$ denote the covariance matrix of the centered random vector $U f_{m}^{\tau}(W)+\mathbb{E}\left[f_{\underline{m}}^{\tau}(W) e_{\underline{k}}(Z)^{t}\right] h_{\underline{k}}(V)$. Then we define $\varsigma_{m}^{\mathrm{p}}=\varsigma\left(\Sigma_{m}^{\mathrm{p}}\right)$, $\mu_{m}^{\mathrm{p}}=\mu\left(\Sigma_{m}^{\mathrm{p}}\right)$, and $\mathcal{V}^{\mathrm{p}}=\mathcal{V}\left(\Sigma_{m}^{\mathrm{p}}\right)$ where $\varsigma(\cdot), \mu(\cdot)$, and $\mathcal{V}(\cdot)$ were introduced in Definition 2.1. Clearly, $\varsigma_{m_{n}}^{\mathrm{p}}=O(1)$.
Theorem 3.2. Let $\breve{\varphi}_{k}$ be an estimator of $\varphi_{0}$ satisfying condition (3.1) with $\mathbb{E} h_{j}(V)=0$ and $\mathbb{E}\left|h_{j}(V)\right|^{4}<\infty$ for $1 \leqslant j \leqslant k$. Then given the conditions of Theorem 2.2 it holds under $H_{p}$

$$
\left(\sqrt{2} \varsigma_{m_{n}}^{p}\right)^{-1}\left(n S_{n}^{p}-\mu_{m_{n}}^{p}\right) \xrightarrow{d} \mathcal{N}\left(0, \mathcal{V}^{p}\right) \quad \text { as } n \rightarrow \infty .
$$

Remark 3.1. Santos [2012] gave examples when only partial identification in the nonparametric model (1.1) is possible. We like to emphasize that the asymptotic results remain valid if Assumption 4 is not satisfied, i.e., $T$ is singular, as long as we replace $H_{0}$ by the hypothesis $g=T \varphi_{0}$. This test of conditional moment restriction has also been considered by Donald et al. [2003], Tripathi and Kitamura [2003] and Santos [2012].

### 3.2. Limiting behavior under local alternatives and consistency.

In this section we study the power of the test, i.e., the probability to reject a false hypothesis, against a sequence of linear local alternatives that tends to zero as $n \rightarrow \infty$. Moreover, we establish consistency and uniform consistency over appropriate function classes of our tests. Proposition 3.3. Given the conditions of Theorem 3.1 it holds under (2.5)

$$
\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}^{p}-\mu_{m_{n}}\right) \xrightarrow{d} \mathcal{N}\left(2^{-1 / 2}\|T \delta\|_{\tau}^{2}, 1\right) \quad \text { as } n \rightarrow \infty .
$$

Given the conditions of Theorem 3.2 it holds under (2.6)

$$
\left(\sqrt{2} \varsigma_{m_{n}}^{p}\right)^{-1}\left(n S_{n}^{p}-\mu_{m_{n}}^{p}\right) \xrightarrow{d} \mathcal{N}\left(\left(\sqrt{2} \varsigma_{\infty}^{p}\right)^{-1}\|T \delta\|_{\tau}^{2}, \mathcal{V}^{p}\right) \quad \text { as } n \rightarrow \infty .
$$

Remark 3.2. Under homoscedasticity, i.e., $\mathbb{E}\left[U^{2} \mid W\right]=\sigma_{o}^{2}$, and $L=\mathrm{Id}$ we see from Proposition 3.3 that our test has the same power properties as the test of Hong and White [1995]. On the other hand, $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$ then our test can detect local linear alternatives at a rate $n^{-1 / 2}$ which coincides with the findings of Horowitz [2006].

The next proposition establishes consistency of our test against a fixed alternative model. It is assumed that $H_{\mathrm{p}}$ is false, i.e., $\mathbb{P}\left(\varphi \in \mathcal{E}_{k}\right)<1$.
Proposition 3.4. Assume that $H_{p}$ does not hold. Let $\mathbb{E}\left|Y-\varphi_{0}(Z)\right|^{4}<\infty$. Consider the sequence $\lambda$ satisfying $\lambda_{n}=o\left(n \varsigma_{m_{n}}^{-1}\right)$. Under the conditions of Theorem 3.1 we have

$$
\mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}^{p}-\mu_{m_{n}}\right)>\lambda_{n}\right)=1+o(1)
$$

Given the conditions of Theorem 3.2 it holds

$$
\mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}^{p} \mathcal{V}^{p}\right)^{-1}\left(n S_{n}^{p}-\mu_{m_{n}}^{p}\right)>\lambda_{n}\right)=1+o(1) .
$$

In the following we show that our tests are consistent uniformly over the function class

$$
\mathcal{H}_{n}^{\rho}=\left\{\varphi \in \mathcal{L}_{Z}^{2}: \inf _{\varphi_{0} \in \mathcal{E}_{k}}\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2} \geqslant \rho \varsigma_{m_{n}} n^{-1} \text { and } \sup _{z \in \operatorname{Supp}(Z)}|\varphi(z)| \leqslant \rho\right\}
$$

If $H_{p}$ is false then $\inf _{\varphi_{0} \in \mathcal{E}_{k}}\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2} \geqslant \rho \varsigma_{m_{n}} n^{-1}$ for $n$ sufficiently large. Similarly as in the previous section it can be seen that on $\mathcal{H}_{n}^{\rho}$ it holds $\inf _{\varphi_{0} \in \mathcal{E}_{k}}\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2} \leqslant$ $\inf _{\varphi_{0} \in \mathcal{E}_{k}}\left\|\varphi-\varphi_{0}\right\|_{Z}^{2}$. Hence, $\mathcal{H}_{n}^{\rho}$ only contains functions whose $L_{Z}^{2}$ distance to any function in $\mathcal{E}_{k}$ is at least $\varsigma_{m_{n}} n^{-1}$ within a constant. In the next result, $q_{1-\alpha}$ denotes the $1-\alpha$ quantile of standard normal distribution.
Proposition 3.5. Let $\sup _{j \geqslant 1} \mathbb{E}\left[e_{j}^{2}(Z) \mid W\right] \leqslant \eta^{2}$. For any $\varepsilon>0$, any $0<\alpha<1$, and any sufficiently large constant $\rho>0$ we have under the conditions of Theorem 3.1 that

$$
\lim _{n \rightarrow \infty} \inf _{\varphi \in \mathcal{H}_{n}^{P}} \mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}^{p}-\mu_{m_{n}}\right)>q_{1-\alpha}\right) \geqslant 1-\varepsilon
$$

whereas under the conditions of Theorem 3.2 it holds

$$
\lim _{n \rightarrow \infty} \inf _{\varphi \in \mathcal{H}_{n}^{p}} \mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}^{p} \mathcal{V}^{p}\right)^{-1}\left(n S_{n}^{p}-\mu_{m_{n}}^{p}\right)>q_{1-\alpha}\right) \geqslant 1-\varepsilon
$$

## 4. A test of exogeneity

Endogeneity of regressors is a common problem in econometric applications. Falsely assuming exogeneity of the regressors leads to inconsistent estimators and moreover, treating exogenous regressors as if they were endogenous can lower the accuracy of estimation dramatically. In this section we propose a test whether the vector of regressors $Z$ is exogenous, i.e., $\mathbb{E}[U \mid Z]=0$. In this section let $\varphi_{0}(Z)=\mathbb{E}[Y \mid Z]$ then the hypothesis under consideration is given by $H_{\mathrm{e}}: \varphi=\varphi_{0}$. The alternative hypothesis is that $\varphi \neq \varphi_{0}$.

### 4.1. The test statistic and its asymptotic distribution

Since the eigenvalues of $[\widehat{\mathrm{Id}}]_{\underline{k}}:=n^{-1} \sum_{i=1}^{n} e_{\underline{k}}\left(Z_{i}\right) e_{\underline{k}}\left(Z_{i}\right)^{t}$ could be arbitrarily close to zero we propose the following least square estimator of $\varphi_{0}$ with additional thresholding, i.e.,

$$
\bar{\varphi}_{k}(\cdot):= \begin{cases}e_{\underline{k}}(Z)^{t}[\widehat{\mathrm{Id}}]_{\underline{k}}^{-1} \frac{1}{n} \sum_{i=1}^{n} Y_{i} e_{\underline{k}}\left(Z_{i}\right), & \text { if }[\widehat{\mathrm{Id}}]_{\underline{k}} \text { is nonsingular, }\left\|[\widehat{\mathrm{Id}}]_{\underline{k}}^{-1}\right\| \leqslant 2,  \tag{4.1}\\ 0, & \text { otherwise }\end{cases}
$$

In contrast to the parametric case we need to allow for $k$ tending to infinity as $n \rightarrow \infty$ in order to ensure consistency of the estimator $\bar{\varphi}_{k}$. The proposed goodness-of-fit statistic is given by $S_{n}$ introduced in (2.2) where $\varphi_{0}$ is replaced by $\bar{\varphi}_{k_{n}}$, i.e.,

$$
S_{n}^{\mathrm{e}}=\left\|n^{-1} \sum_{i=1}^{n}\left(Y_{i}-\bar{\varphi}_{k_{n}}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}
$$

where $k_{n}$ and $m_{n}$ tend to infinity as $n \rightarrow \infty$. Moreover, as typically in nonparametric statistics it is necessary to make some a priori assumption on the unknown function $\varphi_{0}$. Let $\gamma=\left(\gamma_{j}\right)_{j \geqslant 1}$ be a nondecreasing sequence with $\gamma_{1}=1$. We assume that $\varphi_{0}$ belongs to the ellipsoid $\mathcal{F}_{\gamma}^{\rho}:=\left\{\phi \in \mathcal{F}_{\gamma}:\|\phi\|_{\gamma}^{2}=\sum_{j \geqslant 1} \gamma_{j}[\phi]_{j}^{2} \leqslant \rho\right\}$ for some constant $\rho$ where $\mathcal{F}_{\gamma}$ denotes the completion of $\mathcal{L}_{Z}^{2}$ with respect to the norm $\|\cdot\|_{\gamma}$. Roughly speaking, the sequence of weights $\gamma$ measures the quality of approximation of $\varphi_{0}$ given the pre-specified basis $\left\{e_{j}\right\}_{j \geqslant 1}$. Theorem 4.1. Let Assumptions $1-4$ be satisfied. In addition assume $\mathbb{E}|Y|^{4}<\infty$. Let $\varphi_{0} \in \mathcal{F}_{\gamma}^{\rho}$ with $\gamma$ satisfying $j^{2}=o\left(\gamma_{j}\right)$. If

$$
\begin{equation*}
n=o\left(\gamma_{k_{n}} \varsigma_{m_{n}}\right), k_{n}=o\left(\varsigma_{m_{n}}\right), \quad \text { and } \quad m_{n}\left(\sum_{j=1}^{m_{n}} \tau_{j}^{2}\right)^{2}=o(n) \tag{4.2}
\end{equation*}
$$

then under $H_{e}$ it holds

$$
\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}^{e}-\mu_{m_{n}}\right) \xrightarrow{d} \mathcal{N}(0,1) \quad \text { as } n \rightarrow \infty .
$$

Remark 4.1. If $Z$ and $W$ are uniformly distributed on $[0,1]$ and a trigonometric basis is considered then $\varphi_{0}$ belongs to $\mathcal{F}_{\gamma}^{\rho}$ with $j^{2}=o\left(\gamma_{j}\right)$ only if it is differentiable. In contrast to Blundell and Horowitz [2007] no smoothness assumptions on the joint distribution of $(Z, W)$ is required here.

Example 4.1. Let $Z$ be continuously distributed with $\operatorname{dim}(Z)=r$ and set $L=\mathrm{Id}$. Consider the polynomial case where $\gamma_{j} \sim j^{2 p / r}$ with $p>1$ and let $m_{n} \sim n^{\nu}$ with $0<\nu<1 / 3$. If $\mathbb{E}\left[U^{2} \mid W\right] \geqslant \sigma_{o}^{2}>0$ then condition (4.2) is satisfied if $k_{n} \sim n^{\kappa}$ with

$$
\begin{equation*}
r(1-\nu / 2) /(2 p)<\kappa<\nu / 2 . \tag{4.3}
\end{equation*}
$$

Note that condition (4.3) requires $p>r(2-q) /(2 q)$.

The next result states an asymptotic distribution result for the statistic $S_{n}^{\mathrm{e}}$ after standardization if $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$. Let us denote $U_{Z}:=Y-E_{k_{n}} \varphi_{0}(Z)$ then clearly $\mathbb{E}\left[e_{j}(Z) U_{Z}\right]=0$ for all $1 \leqslant j \leqslant k_{n}$. Let $\Sigma_{m_{n}}^{\mathrm{e}}$ be the covariance matrix of the centered vector $U f_{\underline{m}_{n}}^{\tau}(W)-$ $U_{Z} \mathbb{E}\left[f_{\underline{m_{n}}}^{\tau}(W) e_{\underline{k_{n}}}(Z)^{t}\right] e_{\underline{k_{n}}}(Z)$. Then we define $\varsigma_{m_{n}}^{\mathrm{e}}=\varsigma\left(\Sigma_{m_{n}}^{\mathrm{e}}\right), \mu_{m_{n}}^{\mathrm{e}}=\mu\left(\Sigma_{m_{n}}^{\mathrm{e}}\right)$, and $\mathcal{V}^{\mathrm{e}}=$ $\mathcal{V}\left(\Sigma_{m_{n}}^{\mathrm{e}}\right)$ where $\varsigma(\cdot), \mu(\cdot)$, and $\mathcal{V}(\cdot)$ are given in Definition 2.1. By imposing moment conditions on $U_{Z}$ we show in the proof of the following theorem that $\varsigma_{m_{n}}^{\mathrm{e}}=O(1)$.
TheOrem 4.2. Let Assumptions $1-4$ be satisfied. In addition assume $\mathbb{E}\left[U_{Z}^{4} \mid Z\right] \leqslant \sigma^{4}$. Let $\varphi_{0} \in \mathcal{F}_{\gamma}^{\rho}$ with $\gamma$ satisfying $\gamma_{j}=o\left(j^{2}\right)$. If

$$
\begin{equation*}
\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1), \quad n=O\left(\gamma_{k_{n}}\right), \text { and } m_{n} k_{n}^{2}=o(n) \tag{4.4}
\end{equation*}
$$

then under $H_{e}$ it holds

$$
\left(\sqrt{2} \varsigma_{m_{n}}^{e}\right)^{-1}\left(n S_{n}^{e}-\mu_{m_{n}}^{e}\right) \xrightarrow{d} \mathcal{N}\left(0, \mathcal{V}^{e}\right) \quad \text { as } n \rightarrow \infty
$$

Example 4.2. Let $Z$ and $\gamma$ be as in in Example 4.1. Here, the eigenvalues of $L$ satisfy $\tau_{j} \sim j^{-2}$. Condition (4.4) is satisfied if $m_{n} \sim n^{\nu}$ with $0<\nu<1 / 2$ and $k_{n} \sim n^{\kappa}$ with $r /(2 p)<\kappa<(1-\nu) / 2$.

REMARK 4.2. If $T$ is singular the asymptotic results of Theorem 4.1 and 4.2 still remain valid if $H_{\mathrm{e}}$ is replaced by the hypothesis $\mathbb{E}[\varphi(Z)-\mathbb{E}[Y \mid Z] \mid W]=0$. In this case, however, $\mathbb{E}[\varphi(Z)-\mathbb{E}[Y \mid Z] \mid W]$ might be zero even if $Z$ is endogenous. On the other hand, if $\mathbb{E}[\varphi(Z)-$ $\mathbb{E}[Y \mid Z] \mid W] \neq 0$ then $Z$ cannot be exogenous.

### 4.2. Limiting behavior under local alternatives and consistency.

Similar to the previous sections we study the power and consistency properties of our test. Proposition 4.3. Given the conditions of Theorem 4.1 with $\mathbb{E}\left[Y^{2} \mid Z\right] \leqslant \eta^{2}$ for some constant $\eta>1$ it holds under (2.5)

$$
\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}^{e}-\mu_{m_{n}}\right) \xrightarrow{d} \mathcal{N}\left(2^{-1 / 2}\|T \delta\|_{\tau}^{2}, 1\right) \quad \text { as } n \rightarrow \infty
$$

Given the conditions of Theorem 4.2 it holds under (2.6)

$$
\left(\sqrt{2} \varsigma_{m_{n}}^{e}\right)^{-1}\left(n S_{n}^{e}-\mu_{m_{n}}^{e}\right) \xrightarrow{d} \mathcal{N}\left(\left(\sqrt{2} \varsigma_{\infty}^{e}\right)\|T \delta\|_{\tau}^{2}, \mathcal{V}^{e}\right) \quad \text { as } n \rightarrow \infty
$$

Let us now establish consistency of our tests when $H_{\mathrm{e}}$ does not hold, i.e., $\mathbb{P}\left(\varphi=\varphi_{0}\right)<1$. Proposition 4.4. Assume that $H_{e}$ does not hold. Let $\mathbb{E}\left|Y-\varphi_{0}(Z)\right|^{4}<\infty$. Consider the sequence $\lambda$ satisfying $\lambda_{n}=o\left(n \varsigma_{m_{n}}^{-1}\right)$. Under the conditions of Theorem 4.1 we have

$$
\mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}^{e}-\mu_{m_{n}}\right)>\lambda_{n}\right)=1+o(1)
$$

whereas in the setting of Theorem 4.2

$$
\mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}^{e} \mathcal{V}^{e}\right)^{-1}\left(n S_{n}^{e}-\mu_{m_{n}}^{e}\right)>\lambda_{n}\right)=1+o(1)
$$

In the following we show that our tests are consistent uniformly over the function classes where, in contrast to the previous sections, regularity conditions on the function $\varphi$ are imposed. More precisely, we consider the class

$$
\mathcal{I}_{n}^{\rho}=\left\{\varphi \in \mathcal{F}_{\gamma}^{\rho}:\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2} \geqslant \rho \varsigma_{m_{n}} n^{-1}\right\}
$$

Again, $q_{1-\alpha}$ denotes the $1-\alpha$ quantile of $\mathcal{N}(0,1)$.
Proposition 4.5. Let $\sup _{j \geqslant 1} \mathbb{E}\left[e_{j}^{2}(Z) \mid W\right] \leqslant \eta^{2}$. Under the conditions of Theorem 4.1 we have for any $\varepsilon>0$, any $0<\alpha<1$, and any sufficiently large constant $\rho>0$ that

$$
\lim _{n \rightarrow \infty} \inf _{\varphi \in \mathcal{I}_{n}^{p}} \mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}^{e}-\mu_{m_{n}}\right)>q_{1-\alpha}\right) \geqslant 1-\varepsilon
$$

whereas under the conditions of Theorem 4.2 it holds

$$
\lim _{n \rightarrow \infty} \inf _{\varphi \in \mathcal{I}_{n}^{p}} \mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}^{e} \mathcal{V}^{e}\right)^{-1}\left(n S_{n}^{e}-\mu_{m_{n}}^{e}\right)>q_{1-\alpha}\right) \geqslant 1-\varepsilon
$$

## 5. A nonparametric specification test

A solution to the linear operator equation (2.1) only exists if $g$ belongs to the range of $T$. We refer to Gagliardini and Scaillet [2007] for a detailed discussion when existence of a solution to (2.1) fails. In many econometric applications the function of interest is smooth, i.e., belongs to some function class $\mathcal{F}_{\gamma}^{\rho}$ with $\gamma$ being an increasing sequence of weights. We consider the hypothesis
$H_{\mathrm{np}}$ : there exists a solution $\varphi_{0} \in \mathcal{F}_{\gamma}^{\rho}$ to (2.1) for some $\rho>0$ and $\gamma$ with $k_{n}^{3}=O\left(\gamma_{k_{n}}\right)$.
The alternative hypothesis is that there exists no function in $\mathcal{F}_{\gamma}^{\rho}$ that solves (2.1) for any constant $\rho>0$ and any sequence $\gamma$ satisfying $k_{n}^{3}=O\left(\gamma_{k_{n}}\right)$. In addition, we see in this section that our results allow for a test of dimension reduction of the vector of regressors $Z$, i.e., whether some regressors can be omitted from the structural function $\varphi$. This generalizes the result of Horowitz [2011] who tests whether the endogenous part of $Z$ can be omitted from $\varphi$. As we point out further, by omitting regressors that are only weakly correlated to the instrument identification in the restricted model might be obtained.

### 5.1. Nonparametric estimation method

The nonparametric estimator. Since $[T]_{\underline{k}}=\mathbb{E} f_{\underline{k}}(W) e_{\underline{k}}(Z)^{t}$ and $[g]_{\underline{k}}=\mathbb{E} Y f_{\underline{k}}(W)$ we construct estimators by using their empirical counterparts, i.e.,

$$
[\widehat{T}]_{\underline{k}}:=\frac{1}{n} \sum_{i=1}^{n} f_{\underline{k}}\left(W_{i}\right) e_{\underline{k}}\left(Z_{i}\right)^{t} \quad \text { and } \quad[\widehat{g}]_{\underline{k}}:=\frac{1}{n} \sum_{i=1}^{n} Y_{i} f_{\underline{k}}\left(W_{i}\right)
$$

Throughout this section $[T]_{\underline{k}}$ is assumed to be nonsingular for $k$ sufficiently large, so that its inverse $[T]_{k}^{-1}$ exists. Then the orthogonal series type estimator of Johannes and Schwarz [2010] for the structural function $\varphi$ is defined for all $k \geqslant 1$ by

$$
\widehat{\varphi}_{k}(\cdot):= \begin{cases}e_{\underline{k}}(\cdot)^{t}[\widehat{T}]_{\underline{k}}^{-1}[\widehat{g}]_{\underline{k}}, & \text { if }[\widehat{T}]_{\underline{k}} \text { is nonsingular and }\left\|[\widehat{T}]_{\underline{k}}^{-1}\right\| \leqslant \sqrt{n}  \tag{5.1}\\ 0, & \text { otherwise }\end{cases}
$$

Additional assumptions. As usual in the context of ill-posed inverse problems, we specify some mapping properties of the operator under consideration. Denote by $\mathcal{T}$ the set of all nonsingular compact operators mapping $\mathcal{L}_{Z}^{2}$ into $\mathcal{L}_{W}^{2}$. Given a sequence of weights $v:=\left(v_{j}\right)_{j \geqslant 1}$ and $d \geqslant 1$ we define the subset $\mathcal{T}_{d}^{v}$ of $\mathcal{T}$ by

$$
\begin{equation*}
\mathcal{T}_{d}^{v}:=\left\{T \in \mathcal{T}: \quad\|\phi\|_{v}^{2} / d \leqslant\|T \phi\|_{W}^{2} \leqslant d\|\phi\|_{v}^{2} \quad \text { for all } \phi \in \mathcal{L}_{Z}^{2}\right\} \tag{5.2}
\end{equation*}
$$

Notice that for all $T \in \mathcal{T}_{d}^{v}$ it follows that $\left\|T e_{j}\right\|_{W}^{2} \sim v_{j}$. In what follows, we introduce a stronger condition which involves the basis $\left\{f_{l}\right\}_{l \geqslant 1}$ in $\mathcal{L}_{W}^{2}$ and thus, extends the link condition $T \in \mathcal{T}$. We denote by $\mathcal{T}_{d, D}^{v}$ for some $D \geqslant d$ the subset of $\mathcal{T}_{d}^{v}$ given by

$$
\begin{equation*}
\mathcal{T}_{d, D}^{v}:=\left\{T \in \mathcal{T}_{d}^{v}: \quad \sup _{k \geqslant 1}\left\|\left[\nabla_{v}\right]_{\underline{k}}^{1 / 2}[T]_{\underline{k}}^{-1}\right\|^{2} \leqslant D\right\} \tag{5.3}
\end{equation*}
$$

If the operator $T$ has a singular value decomposition $\left\{v_{j}^{1 / 2}, e_{j}, f_{j}\right\}_{j \geqslant 1}$ then $[T]_{\underline{k}}$ is equivalent to the diagonal matrix $\left[\nabla_{v}\right]_{\underline{k}}^{1 / 2}$ for all $k \geqslant 1$ and, hence condition $T \in \mathcal{T}_{d}^{v}$ is equivalent to $T \in \mathcal{T}_{d, D}^{v}$. Moreover, the class $\mathcal{T}_{d, D}^{v}$ only contains operators $T$ whose off-diagonal elements of $[T]_{\underline{k}}^{-1}$ are sufficiently small for all $k \geqslant 1$. A similar diagonality restriction has been used by Hall and Horowitz [2005] and Horowitz [2012]. Besides the mapping properties for the operator $T$ we need a stronger assumption for the basis under consideration.
Assumption 5. There exists $\eta \geqslant 1$ such that the joint distribution of $(Z, W)$ satisfies
(i) $\sup _{j \geqslant 1} \mathbb{E}\left[e_{j}^{2}(Z) \mid W\right] \leqslant \eta^{2}$ and $\sup _{l \in \mathbb{N}} \mathbb{E}\left[f_{l}^{4}(W)\right] \leqslant \eta^{4}$;
(ii) $\sup _{j, l \geqslant 1} \mathbb{E}\left|e_{j}(Z) f_{l}(W)-\mathbb{E}\left[e_{j}(Z) f_{l}(W)\right]\right|^{k} \leqslant \eta^{k} k!, k=3,4, \ldots$.

The following condition gathers conditions on the sequences $\gamma$ and $v$.
AsSUMPTION 6. Let $\gamma$ and $v$ be strictly positive sequences of weights with $\gamma_{1}=v_{1}=1$ such that $\gamma$ is nondecreasing with $\sup _{k \geqslant 1} k^{3} / \gamma_{k}<\infty$ and both sequences $v$ and $v / \tau$ are nonincreasing.

Remark 5.1. Under Assumptions 2-6, Johannes and Schwarz [2010] establish minimax optimality of the estimator $\widehat{\varphi}_{k_{n}}$ given in (5.1). More precisely, it is shown that mean integrated squared error loss of $\widehat{\varphi}_{k_{n}}$ attains the lower rate of convergence $\mathcal{R}_{n}:=\max \left(\gamma_{k_{n}}^{-1}, \sum_{j=1}^{k_{n}}\left(n v_{j}\right)^{-1}\right)$ within a constant if the parameter $k_{n}$ is chosen appropriately.

### 5.2. The test statistic and its asymptotic distribution

Our goodness-of-fit statistic for testing nonparametric specifications is given by $S_{n}$ where $\varphi_{0}$ is replaced by the nonparametric estimator $\widehat{\varphi}_{k_{n}}$ given in (5.1), i.e.,

$$
S_{n}^{\mathrm{np}}:=\left\|n^{-1} \sum_{i=1}^{n}\left(Y_{i}-\widehat{\varphi}_{k_{n}}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}
$$

The next result establishes asymptotic normality of $S_{n}^{\mathrm{np}}$ after standardization.
ThEOREM 5.1. Let Assumptions 2-6 be satisfied. Moreover, $T \in \mathcal{T}_{d, D}^{v}$ and $\varphi_{0} \in \mathcal{F}_{\gamma}^{\rho}$. If

$$
\begin{equation*}
n v_{k_{n}}=o\left(\gamma_{k_{n}} \varsigma_{m_{n}}\right), k_{n}=o\left(\varsigma_{m_{n}}\right), k_{n}\left(\sum_{j=1}^{m_{n}} \tau_{j}\right)^{2}=o\left(n v_{k_{n}}\right), \text { and } m_{n}\left(\sum_{j=1}^{m_{n}} \tau_{j}^{2}\right)^{2}=o(n) \tag{5.4}
\end{equation*}
$$

then it holds under $H_{n p}$

$$
\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}^{n p}-\mu_{m_{n}}\right) \xrightarrow{d} \mathcal{N}(0,1) \quad \text { as } n \rightarrow \infty .
$$

Example 5.1. Consider the setting of Example 4.1 where additionally $v_{j} \sim j^{-2 a / r}$ for some $a>0$. Then condition (5.4) holds if $k_{n} \sim n^{\kappa}$ with $\kappa<\nu / 2$ and

$$
r(1-\nu / 2) /(2 a+2 p)<\kappa<r(1-2 \nu) /(2 a+r)
$$

In the severely ill posed case, i.e., $v_{j} \sim \exp \left(-j^{2 a / r}\right), a>0$, condition (5.4) is satisfied if, for example, $m_{n}$ satisfies $m_{n}=o\left(k_{n}^{p}\right)$ and $k_{n}^{2}=o\left(m_{n}\right)$ where $k_{n} \sim\left(\log n-\log \left(m_{n}^{3 / 2}\right)\right)^{r /(2 a)}$.

The next result states an asymptotic distribution result of our test if $\sum_{j=1}^{m_{n}} \tau_{j}=O(1)$. Let us denote $U_{W}:=Y-e_{\underline{k_{n}}}(Z)^{t}[T]_{\underline{k_{n}}}^{-1}[g]_{\underline{k_{n}}}$ then clearly $\mathbb{E}\left[f_{l}(W) U_{W}\right]=0$ for all $1 \leqslant l \leqslant k_{n}$. Let $\Sigma_{m_{n}}^{\mathrm{np}}$ be the covariance matrix of $U f_{\underline{m_{n}}}^{\tau}(W)+U_{W} \mathbb{E}\left[f_{\underline{m_{n}}}^{\tau}(W) e_{\underline{k_{n}}}(Z)^{t}\right][T]_{\underline{k_{n}}}^{-1} f_{\underline{k_{n}}}(W)$. Then we
 given in Definition 2.1. In the proof of the following theorem we show by employing the extended link condition $T \in \mathcal{T}_{d, D}^{v}$ that $\varsigma_{m_{n}}^{\mathrm{np}}=O(1)$.
Theorem 5.2. Let Assumptions 2-6 be satisfied. Moreover, $T \in \mathcal{T}_{d, D}^{v}$ and $\varphi_{0} \in \mathcal{F}_{\gamma}^{\rho}$. If

$$
\begin{equation*}
\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1), \quad n v_{k_{n}}=o\left(\gamma_{k_{n}}\right), \text { and } m_{n} k_{n}^{2}=o\left(n v_{k_{n}}\right) \tag{5.5}
\end{equation*}
$$

then it holds under $H_{n p}$

$$
\left(\sqrt{2} \varsigma_{m_{n}}^{n p}\right)^{-1}\left(n S_{n}^{n p}-\mu_{m_{n}}^{n p}\right) \xrightarrow{d} \mathcal{N}\left(0, \mathcal{V}^{n p}\right) \quad \text { as } n \rightarrow \infty .
$$

Example 5.2. Consider the setting of Example 4.2 where additionally $v_{j} \sim j^{-2 a / r}$ for some $a>0$. Condition (5.5) is satisfied if $m_{n} \sim n^{\nu}$ with $0<\nu<1 / 2$ and $k_{n} \sim n^{\kappa}$ with

$$
r /(2 a+2 p)<\kappa<r(1-\nu) /(2 a+2 r)
$$

In the severely ill posed case, i.e., $v_{j} \sim \exp \left(-j^{2 a / r}\right), a>0$, condition (5.5) is satisfied if, for example, $m_{n}$ satisfies $m_{n}=o\left(k_{n}^{p}\right)$ and $k_{n}^{2}=o\left(m_{n}\right)$ where $k_{n} \sim\left(\log n-\log \left(m_{n}^{2}\right)\right)^{r /(2 a)}$.

REMARK 5.2. Let $Z^{\prime}$ be a vector containing only entries of $Z$ with $\operatorname{dim}\left(Z^{\prime}\right)<\operatorname{dim}(Z)$. It is easy to generalize our previous result for a test of $H_{\mathrm{np}}^{\prime}$ : there exists a solution $\varphi_{0} \in \mathcal{F}_{\gamma}^{\rho}$ to (2.1) only depending on $Z^{\prime}$. To be more precise consider the test statistic

$$
S_{n}^{\prime \mathrm{np}}:=\left\|n^{-1} \sum_{i=1}^{n}\left(Y_{i}-\widehat{\varphi}_{k_{n}}\left(Z_{i}^{\prime}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}
$$

where $\widehat{\varphi}_{k_{n}}$ is the estimator (5.1) based on an iid. sample $\left(Y_{1}, Z_{1}^{\prime}, W_{1}\right), \ldots,\left(Y_{n}, Z_{n}^{\prime}, W_{n}\right)$ of $\left(Y, Z^{\prime}, W\right)$. Under $H_{\mathrm{np}}^{\prime}$ we consider the conditional expectation operator $T^{\prime}: \mathcal{L}_{Z^{\prime}}^{2} \rightarrow \mathcal{L}_{W}^{2}$ with $\left(T^{\prime} \phi\right)(W):=\mathbb{E}\left[\phi\left(Z^{\prime}\right) \mid W\right]$. It is interesting to note that if $T$ is nonsingular then also $T^{\prime}$ is one to one. Hence, for a test of $H_{\mathrm{np}}^{\prime}$ we may replace Assumption 3 by the weaker condition that $T^{\prime}$ is nonsingular. Moreover, under $H_{\mathrm{np}}^{\prime}$ the results of Theorem 5.1 and 5.2 still hold true if we replace $Z$ by $Z^{\prime}$.

In the mildly ill-posed case, i.e., the singular values of $T$ have a polynomial decay, the estimation precision suffers from the curse of dimensionality. Hence, by the test of dimension reduction of $Z$ we can increase the accuracy of estimation of $\varphi$. On the other hand, in the severely ill-posed case the rate of convergence is independent of the dimension of $Z$ (cf. Chen and Reiß [2011]). But still our dimension reduction test has an important implication concerning identification of $\varphi$. As the next example illustrates identification in the restricted model can be possible even if the structural function is not identified in the original version.

Example 5.3. Let $Z=\left(Z^{(1)}, Z^{(2)}\right)$ where both, $Z^{(1)}$ and $Z^{(2)}$ are endogenous vectors of regressors. But only $Z^{(1)}$ satisfies a sufficiently strong relationship with the instrument $W$ in the sense that for all $\phi \in \mathcal{L}_{Z^{(1)}}^{2}$ condition $\mathbb{E}\left[\phi\left(Z^{(1)}\right) \mid W\right]=0$ implies $\phi=0$. In this example, we do not assume that this completeness condition is fulfilled for the joint distribution of $\left(Z^{(2)}, W\right)$. This can be interpreted as an insufficiency of correlation between $Z^{(2)}$ and $W$. Thereby only the operator $T^{(1)}: \mathcal{L}_{Z^{(1)}}^{2} \rightarrow \mathcal{L}_{W}^{2}$ with $T^{(1)}=\mathbb{E}\left[\phi\left(Z^{(1)}\right) \mid W\right]$ is nonsingular but $T$ is singular. If our dimension reduction test of $Z$ indicates that $Z^{(2)}$ can be omitted from the structural function $\varphi$ then we obtain identification in the restricted model.

### 5.3. Limiting behavior under local alternatives and consistency.

Similar to the previous sections we study the power and consistency properties of our test. Proposition 5.3. Given the conditions of Proposition 5.1 it holds under (2.5)

$$
\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}^{n p}-\mu_{m_{n}}\right) \xrightarrow{d} \mathcal{N}\left(2^{-1 / 2}\|T \delta\|_{\tau}^{2}, 1\right) \quad \text { as } n \rightarrow \infty .
$$

Given the conditions of Proposition 5.2 it holds under (2.6)

$$
\left(\sqrt{2} \varsigma_{m_{n}}^{n p}\right)^{-1}\left(n S_{n}^{n p}-\mu_{m_{n}}^{n p}\right) \xrightarrow{d} \mathcal{N}\left(\left(\sqrt{2} \varsigma_{\infty}^{n p}\right)^{-1}\|T \delta\|_{\tau}^{2}, \mathcal{V}^{n p}\right) \quad \text { as } n \rightarrow \infty .
$$

In the next proposition we establish consistency of our test when $H_{\text {np }}$ does not hold, i.e., there exists no function in $\mathcal{F}_{\gamma}^{\rho}$ that solves (2.1) for any sequence $\gamma$ satisfying Assumption 6 and any sufficiently large constant $0<\rho<\infty$.
Proposition 5.4. Assume that $H_{n p}$ does not hold. Let $\mathbb{E}\left|Y-\varphi_{0}(Z)\right|^{4}<\infty$. Consider a sequence $\lambda$ such that $\lambda_{n}=o\left(n \varsigma_{m_{n}}^{-1}\right)$. Under the conditions of Theorem 5.1 and 5.2, respectively, we have

$$
\begin{aligned}
& \mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}^{n p}-\mu_{m_{n}}\right)>\lambda_{n}\right)=1+o(1), \\
& \mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}^{n p}\right)^{-1}\left(n S_{n}^{n p}-\mu_{m_{n}}^{n p}\right)>\lambda_{n}\right)=1+o(1) .
\end{aligned}
$$

In the following we show that our tests are consistent uniformly over the function class

$$
\mathcal{J}_{n}^{\rho}=\left\{\varphi \in \mathcal{F}_{\gamma^{\prime}}^{\rho}: \inf _{\varphi_{0} \in \mathcal{F}_{\gamma}^{\rho}}\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2} \geqslant \rho \varsigma_{m_{n}} n^{-1}\right\}
$$

where the sequence $\gamma^{\prime}:=\left(\gamma_{j}^{\prime}\right)_{j \geqslant 1}$ satisfies $\gamma_{j}^{\prime} \sim j^{2}$. Hence, under Assumption 6, i.e., $\sup _{k \geqslant 1} k^{3} / \gamma_{k}<\infty$, it holds $\mathcal{F}_{\gamma}^{\rho} \subset \mathcal{F}_{\gamma^{\prime}}^{\rho}$. Again, $q_{1-\alpha}$ denotes the $1-\alpha$ quantile of $\mathcal{N}(0,1)$.
Proposition 5.5. For any $\varepsilon>0$, any $0<\alpha<1$, and any sufficiently large constant $\rho>0$ we have under the conditions of Theorem 5.1

$$
\lim _{n \rightarrow \infty} \inf _{\varphi \in \mathcal{J}_{n}^{p}} \mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}^{n p}-\mu_{m_{n}}\right)>q_{1-\alpha}\right) \geqslant 1-\varepsilon
$$

whereas under the conditions of Theorem 5.2 it holds

$$
\lim _{n \rightarrow \infty} \inf _{\varphi \in \mathcal{J}_{n}^{p}} \mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}^{n p} \mathcal{V}^{n p}\right)^{-1}\left(n S_{n}^{n p}-\mu_{m_{n}}^{n p}\right)>q_{1-\alpha}\right) \geqslant 1-\varepsilon
$$

REMARK 5.3. The condition $\inf _{\varphi_{0} \in \mathcal{F}_{\gamma}^{\rho}}\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2} \geqslant \rho \varsigma_{m_{n}} n^{-1}$ for $\varphi \in \mathcal{J}_{n}^{\rho}$ rules out alternatives with generalized Fourier coefficients $\left[T\left(\varphi-\varphi_{0}\right)\right]_{j}$ converging to zero too fast. Horowitz [2012] gave an example where uniform consistency over these alternatives can not be achieved. On the other hand, if $\left[T\left(\varphi-\varphi_{0}\right)\right]_{j}$ oscillates for large $j \geqslant 1$ then one might chose a weaker decaying sequence $\tau$ in order to ensure consistency uniformly over these alternatives.

## 6. Conclusion

Based on the methodology of series estimation, we have developed in this paper a family of goodness-of-fit statistics and derived their asymptotic properties. We have seen that the asymptotic results depend crucially on the choice of the smoothing operator $L$. For the theory we had to distinguish two cases namely that $\varsigma_{m_{n}}^{-1}=O(1)$ and $\sum_{j=1}^{m_{n}} \tau_{j}=O(1)$. By choosing a stronger decaying sequence $\tau$, our test becomes more powerful with respect to local alternatives but might lose desirable consistency properties. Although our results hold for any decaying sequence $\tau$, it is of great interest how to choose this sequence in practice. Moreover, in the case of exogeneity or nonparametric specification, one may also use estimators for $\varphi$ where the dimension parameter $k_{n}$ adapts to the unknown smoothness of $\varphi$ as well as to the unknown decay of the singular values of $T$.

## A. Appendix

## A.1. Proofs of Section 2.

Proof of Theorem 2.1. Under $H_{0}$ we have $\left(Y_{i}-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m}}^{\tau}\left(W_{i}\right)=U_{i} f_{\underline{m}}^{\tau}\left(W_{i}\right)$ for all $m \geqslant 1$ and consequently we observe

$$
\varsigma_{m_{n}}^{-1}\left(n S_{n}-\mu_{m_{n}}\right)=\frac{1}{\varsigma_{m_{n}} n} \sum_{i=1}^{n} \sum_{j=1}^{m_{n}}\left(\left|U_{i} f_{j}^{\tau}\left(W_{i}\right)\right|^{2}-\varsigma_{j j}\right)+\frac{1}{\varsigma_{m_{n}} n} \sum_{i \neq i^{\prime}} \sum_{j=1}^{m_{n}} U_{i} U_{i^{\prime}} f_{j}^{\tau}\left(W_{i}\right) f_{j}^{\tau}\left(W_{i^{\prime}}\right)
$$

where the first summand tends in probability to zero as $n \rightarrow \infty$. Indeed, since $\mathbb{E}\left|U f_{j}(W)\right|^{2}-$ $\varsigma_{j j}=0, j \geqslant 1$, it holds for all $m \geqslant 1$

$$
\left.\frac{1}{\left(\varsigma_{m} n\right)^{2}} \mathbb{E}\left|\sum_{i=1}^{n} \sum_{j=1}^{m}\right| U_{i} f_{j}^{\tau}\left(W_{i}\right)\right|^{2}-\left.\varsigma_{j j}\right|^{2}=\left.\frac{1}{n \varsigma_{m}^{2}} \mathbb{E}\left|\sum_{j=1}^{m}\right| U f_{j}^{\tau}(W)\right|^{2}-\left.\varsigma_{j j}\right|^{2} \leqslant \frac{1}{n \varsigma_{m}^{2}} \mathbb{E}\left\|U f_{\underline{m}}^{\tau}(W)\right\|^{4}
$$

By using Assumptions 1 and 2, i.e., $\sup _{j \in \mathbb{N}} \mathbb{E}\left|f_{j}(W)\right|^{4} \leqslant \eta^{4}$ and $\mathbb{E}\left[U^{2} \mid W\right] \leqslant \sigma^{2}$, we conclude

$$
\begin{equation*}
\mathbb{E}\left\|U f_{\underline{m}}^{\tau}(W)\right\|^{4} \leqslant m \sum_{j=1}^{m} \tau_{j}^{2} \mathbb{E}\left|U f_{j}(W)\right|^{4} \leqslant \eta^{4} \sigma^{4} m \sum_{j=1}^{m} \tau_{j}^{2} \tag{A.1}
\end{equation*}
$$

Let $m=m_{n}$ satisfy condition (2.3) then $\mathbb{E}\left\|U f_{\underline{m_{n}}}^{\tau}(W)\right\|^{4}=o\left(n \varsigma_{m_{n}}^{2}\right)$. Therefore, it is sufficient to prove

$$
\begin{equation*}
\sqrt{2}\left(\varsigma_{m_{n}} n\right)^{-1} \sum_{i \neq i^{\prime}} \sum_{j=1}^{m_{n}} U_{i} U_{i^{\prime}} f_{j}^{\tau}\left(W_{i}\right) f_{j}^{\tau}\left(W_{i^{\prime}}\right) \xrightarrow{d} \mathcal{N}(0,1) \tag{A.2}
\end{equation*}
$$

Since $\varsigma_{m_{n}}=o(1)$ this follows from Lemma A. 2 and thus, completes the proof.
Proof of Theorem 2.2. Similarly to the proof of Theorem 2.1 it can be seen that it is sufficient to show

$$
n^{-1} \sum_{i \neq i^{\prime}} \sum_{j=1}^{m_{n}} U_{i} U_{i^{\prime}} f_{j}^{\tau}\left(W_{i}\right) f_{j}^{\tau}\left(W_{i^{\prime}}\right) \xrightarrow{d} \mathcal{N}(0, \mathcal{V})
$$

This result is due to Lemma A. 2 since $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$.
Proof of Proposition 2.3. For ease of notation let $\delta_{n}(\cdot):=\varsigma_{m_{n}}^{1 / 2} n^{-1 / 2} \delta(\cdot)$. Under the sequence of alternatives (2.5) the following decomposition holds true

$$
\begin{aligned}
& S_{n}=\left\|n^{-1} \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}+2\left\langle n^{-1} \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), n^{-1} \sum_{i=1}^{n} \delta_{n}\left(Z_{i}\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle \\
&+\left\|n^{-1} \sum_{i=1}^{n} \delta_{n}\left(Z_{i}\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}=: I_{n}+2 I I_{n}+I I I_{n}
\end{aligned}
$$

Due to Theorem 2.1 we have $\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n I_{n}-\mu_{m_{n}}\right) \xrightarrow{d} \mathcal{N}(0,1)$. Consider $I I_{n}$. We observe

$$
\begin{array}{r}
n \mathbb{E}\left|I I_{n}\right| \leqslant \sum_{j=1}^{m_{n}} \tau_{j}\left(\mathbb{E}\left|U f_{j}(W)\right|^{2} \mathbb{E}\left|\delta_{n}(Z) f_{j}(W)\right|^{2}\right)^{1 / 2}+\left(n \mathbb{E}\left|\sum_{j=1}^{m_{n}} \tau_{j}\left[T \delta_{n}\right]_{j} U f_{j}(W)\right|^{2}\right)^{1 / 2} \\
\leqslant \sigma \sum_{j=1}^{m_{n}} \tau_{j}\left(\mathbb{E}\left|\delta_{n}(Z) f_{j}(W)\right|^{2}\right)^{1 / 2}+\sigma \sqrt{n}\left\|T \delta_{n}\right\|_{\tau}
\end{array}
$$

From the definition of $\delta_{n}$ and condition (2.3) we infer that $n \mathbb{E}\left|I I_{n}\right|=o\left(\varsigma_{m_{n}}\right)$. Consider $I I I_{n}$. Employing again the definition of $\delta_{n}$ yields

$$
\begin{aligned}
& n \varsigma_{m_{n}}^{-1} I I I_{n}=\sum_{j=1}^{m_{n}} \tau_{j}\left|n^{-1} \sum_{i=1}^{n} \delta\left(Z_{i}\right) f_{j}\left(W_{i}\right)-[T \delta]_{j}\right|^{2} \\
& \quad+2 \sum_{j=1}^{m_{n}} \tau_{j}[T \delta]_{j}\left(n^{-1} \sum_{i=1}^{n} \delta\left(Z_{i}\right) f_{j}\left(W_{i}\right)-[T \delta]_{j}\right)+\sum_{j=1}^{m_{n}} \tau_{j}[T \delta]_{j}^{2}=: A_{n 1}+2 A_{n 2}+A_{n 3} .
\end{aligned}
$$

Clearly, $\mathbb{E} A_{n 1} \leqslant n^{-1} \sum_{j=1}^{m_{n}} \tau_{j} \mathbb{E}\left|\delta(Z) f_{j}(W)\right|^{2}$ and $\mathbb{E} A_{n 2}^{2} \leqslant n^{-1}\|T \delta\|_{\tau}^{2} \sum_{j=1}^{m_{n}} \mathbb{E}\left|\delta(Z) f_{j}^{\tau}(W)\right|^{2}$. Since $\mathbb{E}|\delta(Z)|^{4}<\infty$ we conclude $A_{n 1}=o_{p}(1)$ and $A_{n 2}=o_{p}(1)$. On the other hand, it holds $A_{n 3}=\|T \delta\|_{\tau}^{2}+o(1)$. We conclude $\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1} n I I I_{n}=(\sqrt{2})^{-1}\|T \delta\|_{\tau}^{2}+o_{p}(1)$, which completes the proof.

Proof of Proposition 2.4. Let $\delta_{n}(\cdot):=n^{-1 / 2} \delta(\cdot)$. Similarly to the proof of Theorem 2.1 it is straightforward to see that under the sequence of alternatives (2.6) it holds

$$
\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}-\mu_{m_{n}}\right)=\frac{1}{\sqrt{2} \varsigma_{m_{n}} n} \sum_{i \neq i^{\prime}} \sum_{j=1}^{m_{n}}\left(U_{i}+\delta_{n}\left(Z_{i}\right)\right)\left(U_{i^{\prime}}+\delta_{n}\left(Z_{i^{\prime}}\right)\right) f_{j}^{\tau}\left(W_{i}\right) f_{j}^{\tau}\left(W_{i^{\prime}}\right)+o_{p}(1) .
$$

In the following we make use of the decomposition

$$
\begin{aligned}
& \sum_{i \neq i^{\prime}} \sum_{j=1}^{m_{n}}\left(U_{i}+\delta_{n}\left(Z_{i}\right)\right)\left(U_{i^{\prime}}+\delta_{n}\left(Z_{i^{\prime}}\right)\right) f_{j}^{\tau}\left(W_{i}\right) f_{j}^{\tau}\left(W_{i^{\prime}}\right) \\
& =2 \sum_{i^{\prime}<i} \sum_{j=1}^{m_{n}} \tau_{j}\left(U_{i}+\delta_{n}\left(Z_{i}\right)\right) f_{j}\left(W_{i}\right)\left(\left(U_{i^{\prime}}+\delta_{n}\left(Z_{i^{\prime}}\right)\right) f_{j}\left(W_{i^{\prime}}\right)-\left[T \delta_{n}\right]_{j}\right) \\
& +\sum_{j=1}^{m_{n}} \tau_{j}\left[T \delta_{n}\right]_{j} \sum_{i=1}^{n}(i-1)\left(\left(U_{i}+\delta_{n}\left(Z_{i}\right)\right) f_{j}\left(W_{i}\right)-\left[T \delta_{n}\right]_{j}\right)+\varsigma_{m_{n}}^{-1} \sum_{j=1}^{m_{n}} \tau_{j}[T \delta]_{j}^{2} \\
& =I_{n}+I I_{n}+I I I_{n} .
\end{aligned}
$$

Due to Lemma A. 3 it holds $\left(\sqrt{2} \varsigma_{m_{n}} n\right)^{-1} I_{n} \xrightarrow{d} \mathcal{N}(0, \mathcal{V})$. In addition, $\left(\sqrt{2} \varsigma_{m_{n}} n\right)^{-1} I I I_{n}=$ $\varsigma_{\infty}^{-1}\|T \delta\|_{\tau}^{2}+o_{p}(1)$. Thereby, the result follows from $I I_{n}=o_{p}(n)$ since

$$
\begin{aligned}
& n^{-2} \mathbb{E} I I_{n}^{2} \leqslant n^{-2}\left(\sum_{j=1}^{m_{n}}\left[T \delta_{n}\right]_{j}^{2}\right) \sum_{j=1}^{m_{n}} \tau_{j}^{2} \sum_{i=1}^{n}(i-1) \mathbb{E}\left|\left(U_{i}+\delta_{n}\left(Z_{i}\right)\right) f_{j}\left(W_{i}\right)-\left[T \delta_{n}\right]_{j}\right|^{2} \\
& \leqslant n^{-1}\|T \delta\|_{W}^{2} \sum_{j=1}^{m_{n}} \tau_{j}^{2}\left(\mathbb{E}\left|U f_{j}(W)\right|^{2}+\mathbb{E}\left|\delta_{n}(Z) f_{j}(W)\right|^{2}\right)=o(1)
\end{aligned}
$$

where we used $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1), \mathbb{E}\left|U f_{j}(W)\right|^{2} \leqslant \sigma^{2}$, and $\mathbb{E}|\delta(Z)|^{4}<\infty$.
Proof of Proposition 2.5. Since $\varsigma_{m_{n}} \lambda_{n}+\mu_{m_{n}}=o(n)$ it is sufficient to show $S_{n}=$ $\left\|T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2}+o_{p}(1)$. We make use of the decomposition

$$
\begin{aligned}
& S_{n}=\sum_{j=1}^{m_{n}} \tau_{j}\left|n^{-1} \sum_{i=1}^{n}\left(Y_{i}-\varphi_{0}\left(Z_{i}\right)\right) f_{j}\left(W_{i}\right)-\left[T\left(\varphi-\varphi_{0}\right)\right]_{j}\right|^{2} \\
&+2 \sum_{j=1}^{m_{n}} \tau_{j}\left(n^{-1} \sum_{i=1}^{n}\left(Y_{i}-\varphi_{0}\left(Z_{i}\right)\right) f_{j}\left(W_{i}\right)-\left[T\left(\varphi-\varphi_{0}\right)\right]_{j}\right)\left[T\left(\varphi-\varphi_{0}\right)\right]_{j}+\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2} \\
&=I_{n}+I I_{n}+I I I_{n}
\end{aligned}
$$

Due to condition $\mathbb{E}\left|Y-\varphi_{0}(Z)\right|^{4}<\infty$ it is easily seen that $I_{n}+I I_{n}=o_{p}(1)$. On the other hand $I I I_{n}=\left\|T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2}+o(1)$, which proves the result.

Proof of Proposition 2.6. We make use of the decomposition

$$
\begin{aligned}
& \mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}-\mu_{m_{n}}\right)>q_{1-\alpha}\right) \\
& \quad \geqslant \mathbb{P}\left(\left\|n^{-1 / 2} \sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}+\left\|n^{-1 / 2} \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}-\mu_{m_{n}}\right. \\
& \left.\quad>\sqrt{2} \varsigma_{m_{n}} q_{1-\alpha}+2\left|\left\langle n^{-1} \sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle\right|\right)
\end{aligned}
$$

Uniformly over all $\varphi \in \mathcal{G}_{n}^{\rho}$ it holds

$$
\begin{equation*}
\left\langle n^{-1} \sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle=O_{p}\left(\sqrt{n}\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}\right) . \tag{A.3}
\end{equation*}
$$

Indeed, we observe

$$
\mathbb{E}\left|\sum_{j=1}^{m_{n}} \tau_{j} \mathbb{E}\left[\left(\varphi(Z)-\varphi_{0}(Z)\right) f_{j}(W)\right] \sum_{i=1}^{n} U_{i} f_{j}\left(W_{i}\right)\right|^{2} \leqslant \sigma^{2} n\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2}
$$

which yields (A.3). Thereby, for all $0<\varepsilon^{\prime}<1$ there exists some constant $C>0$ such that

$$
\begin{aligned}
& \mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}-\mu_{m_{n}}\right)>q_{1-\alpha}\right) \\
& \begin{aligned}
\geqslant \mathbb{P}\left(\| n^{-1 / 2} \sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\right. & \left(W_{i}\right)\left\|^{2}+\right\| n^{-1 / 2} \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right) \|^{2}-\mu_{m_{n}} \\
& \left.>\sqrt{2} \varsigma_{m_{n}} q_{1-\alpha}+C \sqrt{n}\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}\right)-\varepsilon^{\prime} .
\end{aligned}
\end{aligned}
$$

Note that $\left\|n^{-1 / 2} \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}=\mu_{m_{n}}+O_{p}\left(\varsigma_{m_{n}}\right)$ due to Theorem 2.1. Moreover,

$$
\begin{aligned}
& \left\|n^{-1 / 2} \sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2} \geqslant n\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2} \\
& -2 \mid\left\langle\sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)-n\left[L T\left(\varphi-\varphi_{0}\right)\right]_{\underline{m_{n}}},\left[L T\left(\varphi-\varphi_{0}\right)\right]_{\underline{m_{n}}}\right\rangle=I_{n}+I I_{n} .
\end{aligned}
$$

Consider $I I_{n}$. For $1 \leqslant j \leqslant m_{n}$ let $s_{j}=\tau_{j}\left[T\left(\varphi-\varphi_{0}\right)\right]_{j} /\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}$ then clearly $\sum_{j=1}^{m_{n}} s_{j}^{2}=1$ and thus $\mathbb{E}\left|\sum_{j=1}^{m_{n}} s_{j} f_{j}(W)\right|^{2}=1$. Further, $\operatorname{since} \sup _{z \in \operatorname{Supp}(Z)}\left|\varphi(z)-\varphi_{0}(z)\right|^{2} \leqslant$ $\rho$ we calculate

$$
\begin{aligned}
& \mathbb{E}\left|I I_{n}\right|^{2}=n \mathbb{E}\left|\sum_{j=1}^{m_{n}} \tau_{j}\left(\left(\varphi(Z)-\varphi_{0}(Z)\right) f_{j}(W)-\left[T\left(\varphi-\varphi_{0}\right)\right]_{j}\right)\left[T\left(\varphi-\varphi_{0}\right)\right]_{j}\right|^{2} \\
& \quad \leqslant n\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2} \mathbb{E}\left|\sum_{j=1}^{m_{n}} s_{j}\left(\varphi(Z)-\varphi_{0}(Z)\right) f_{j}(W)\right|^{2} \leqslant \rho\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2}
\end{aligned}
$$

and hence $I I_{n}=O_{p}(1)$. Note that $I_{n}-C \sqrt{n}\left\|F_{m_{n}} T\left(\varphi-\varphi_{0}\right)\right\|_{\tau} \geqslant I_{n} / 2$ for $n$ sufficiently large. Since on $\mathcal{G}_{n}^{\rho}$ we have $I_{n} \geqslant \rho \varsigma_{m_{n}}$ we obtain the result by choosing $\rho$ sufficiently large.

## A.2. Proofs of Section 3.

Proof of Theorem 3.1. The proof is based on the decomposition under $H_{\mathrm{p}}$

$$
\begin{align*}
& S_{n}^{\mathrm{p}}=\left\|n^{-1} \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}+2\left\langle n^{-1} \sum_{i=1}^{n} U_{i} f_{\underline{\underline{m}_{n}}}^{\tau}\left(W_{i}\right), n^{-1} \sum_{i=1}^{n}\left(\varphi_{0}\left(Z_{i}\right)-\breve{\varphi}_{k}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle \\
&+\| n^{-1} \sum_{i=1}^{n}\left(\left(\varphi_{0}\left(Z_{i}\right)-\breve{\varphi}_{k}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right) \|^{2}=I_{n}+2 I I_{n}+I I I_{n} .\right. \tag{A.4}
\end{align*}
$$

Due to Theorem 2.1 it holds $\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n I_{n}-\mu_{m_{n}}\right) \xrightarrow{d} \mathcal{N}(0,1)$. Consider $I I I_{n}$. We observe

$$
I I I_{n} \leqslant 2\left\|\varphi_{0}-\breve{\varphi}_{k}\right\|_{Z}^{2}\left(\sum_{l=1}^{k} \sum_{j=1}^{m_{n}} \tau_{j}[T]_{j l}^{2}+\sum_{l=1}^{k} \sum_{j=1}^{m_{n}} \tau_{j}\left(n^{-1} \sum_{i=1}^{n} e_{l}\left(Z_{i}\right) f_{j}\left(W_{i}\right)-[T]_{j l}\right)^{2}\right)
$$

For each $1 \leqslant l \leqslant k$ we have $\sum_{j=1}^{m_{n}}[T]_{j l}^{2} \leqslant\left\|T e_{l}\right\|_{W}^{2} \leqslant 1$ by applying Jensen's inequality. Moreover, we calculate

$$
\begin{equation*}
\sum_{l=1}^{k} \sum_{j=1}^{m_{n}} \mathbb{E}\left|n^{-1} \sum_{i=1}^{n} e_{l}\left(Z_{i}\right) f_{j}\left(W_{i}\right)-[T]_{j l}\right|^{2} \leqslant \frac{k m_{n}}{n} \sup _{j, l \geqslant 1} \mathbb{E}\left|e_{l}(Z) f_{j}(W)\right|^{2} \leqslant \eta^{4} \frac{k m_{n}}{n} \tag{A.5}
\end{equation*}
$$

These estimates together with $\left\|\varphi_{0}-\breve{\varphi}_{k}\right\|_{Z}=O_{p}\left(n^{-1 / 2}\right)$ imply $n I I I_{n}=o_{p}\left(\varsigma_{m_{n}}\right)$. We are left with the proof of $n I I_{n}=o_{p}\left(\varsigma_{m_{n}}\right)$. We observe for each $1 \leqslant l \leqslant k$

$$
\begin{aligned}
& \mathbb{E}\left|\sum_{j=1}^{m_{n}} \tau_{j}\left(\varsigma_{m_{n}}^{-1} n^{-1 / 2} \sum_{i=1}^{n} U_{i} f_{j}\left(W_{i}\right)\left(n^{-1} \sum_{i=1}^{n} e_{l}\left(Z_{i}\right) f_{j}\left(W_{i}\right)-[T]_{j l}\right)\right)\right| \\
& \leqslant \varsigma_{m_{n}}^{-1} n^{-1 / 2} \sum_{j=1}^{m_{n}} \tau_{j}\left(\mathbb{E}\left|U f_{j}(W)\right|^{2}\right)^{1 / 2}\left(\mathbb{E}\left|e_{l}(Z) f_{j}(W)\right|^{2}\right)^{1 / 2} \leqslant \sigma \eta^{4} \varsigma_{m_{n}}^{-1} n^{-1 / 2} \sum_{j=1}^{m_{n}} \tau_{j}=o(1)
\end{aligned}
$$

Now since $n^{1 / 2}\left(\left[\varphi_{0}\right]_{\underline{k}}-\left[\breve{\varphi}_{k}\right]_{\underline{k}}\right)=O_{p}(1)$ we infer

$$
n I I_{n}=n^{1 / 2} \sum_{l=1}^{k}\left(\left[\varphi_{0}\right]_{l}-\left[\breve{\varphi}_{k}\right]_{l}\right) \sum_{j=1}^{m_{n}} \tau_{j}\left(\varsigma_{m_{n}}^{-1} n^{-1 / 2} \sum_{i=1}^{n} U_{i} f_{j}\left(W_{i}\right)[T]_{j l}\right)+o_{p}(1)
$$

We observe for each $1 \leqslant l \leqslant k$

$$
\varsigma_{m_{n}}^{-2} n^{-1} \mathbb{E}\left|\sum_{j=1}^{m_{n}} \tau_{j} \sum_{i=1}^{n} U_{i} f_{j}\left(W_{i}\right)[T]_{j l}\right|^{2} \leqslant \varsigma_{m_{n}}^{-2} \sigma^{2} \sum_{j=1}^{m_{n}}[T]_{j l}^{2} \leqslant \varsigma_{m_{n}}^{-2} \sigma^{2}
$$

which implies $n I I_{n}=o_{p}\left(\varsigma_{m_{n}}\right)$ and thus, in light of decomposition (A.4), completes the proof.

Proof of Theorem 3.2. For $1 \leqslant j \leqslant m_{n}$ we make use of the following decomposition

$$
\begin{align*}
n^{-1 / 2} \sum_{i=1}^{n} f_{j}\left(W_{i}\right)\left(U_{i}+\sum_{l=1}^{k} e_{l}\left(Z_{i}\right)\right. & \left.\left(\left[\varphi_{0}\right]_{l}-\left[\breve{\varphi}_{k}\right]_{l}\right)\right)=n^{-1 / 2} \sum_{i=1}^{n}\left(f_{j}\left(W_{i}\right) U_{i}+\sum_{l=1}^{k}[T]_{j l} h_{l}\left(V_{i}\right)\right) \\
& +\sum_{l=1}^{k}\left(n^{-1} \sum_{i=1}^{n} f_{j}\left(W_{i}\right) e_{l}\left(Z_{i}\right)-[T]_{j l}\right)\left(n^{-1 / 2} \sum_{i=1}^{n} h_{l}\left(V_{i}\right)\right) \\
& +\sum_{l=1}^{k} n^{-1} \sum_{i=1}^{n} f_{j}\left(W_{i}\right) e_{l}\left(Z_{i}\right) r_{l}=A_{n j}+B_{n j}+C_{n j} \tag{A.6}
\end{align*}
$$

where $r_{\underline{k}}=\left(r_{1}, \ldots, r_{k}\right)^{t}$ is a stochastic vector satisfying $r_{\underline{k}}=o_{p}(1)$. Consequently, under $H_{\mathrm{p}}$ we have

$$
n S_{n}^{\mathrm{p}}=\sum_{j=1}^{m_{n}} \tau_{j} A_{n j}^{2}+2 \sum_{j=1}^{m_{n}} \tau_{j} A_{n j}\left(B_{n j}+C_{n j}\right)+\sum_{j=1}^{m_{n}} \tau_{j}\left(B_{n j}+C_{n j}\right)^{2}
$$

Clearly, for all $1 \leqslant i \leqslant n$ the random variables $U_{i} f_{j}^{\tau}\left(W_{i}\right)+\mathbb{E}\left[f_{j}^{\tau}(W) e_{\underline{k}}(Z)^{t}\right] h_{\underline{k}}\left(V_{i}\right), 1 \leqslant$ $j \leqslant m_{n}$, are centered with bounded fourth moment. Following line by line the proof of Lemma A. 2 it is easily seen that $\left(\sqrt{2} \varsigma_{m_{n}}^{\mathrm{p}}\right)^{-1}\left(\sum_{j=1}^{m_{n}} \tau_{j} A_{n j}^{2}-\mu_{m_{n}}^{\mathrm{p}}\right) \xrightarrow{d} \mathcal{N}\left(0, \mathcal{V}^{\mathrm{p}}\right)$. Exploiting inequality (A.5) it is easily seen that $\sum_{j=1}^{m_{n}} B_{n j}^{2}=O_{p}\left(m_{n} n^{-1}\right)=o_{p}(1)$. Since $\sum_{j=1}^{m_{n}}[T]_{j l}^{2} \leqslant 1$ we have $\left\|\mathbb{E}\left[f_{\underline{m}_{n}}(W) e_{\underline{k}}(Z)^{t}\right] r_{\underline{k}}\right\|^{2} \leqslant \sum_{j=1}^{m_{n}} \sum_{l=1}^{k}[T]_{j l}^{2}\left\|r_{\underline{k}}\right\|^{2} \leqslant k\left\|r_{\underline{k}}\right\|^{2}=o_{p}(1)$ and hence $\sum_{j=1}^{m_{n}} C_{n j}^{2}=o_{p}(1)$. Finally, condition $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$ implies $\mathbb{E}\left|\sum_{j=1}^{m_{n}} \tau_{j}^{2} A_{n j}\right|^{2} \leqslant$ $\sup _{j \geqslant 1}\left\{\mathbb{E} A_{n j}^{2}\right\}\left(\sum_{j=1}^{m_{n}} \tau_{j}^{2}\right)^{2}=O(1)$ and thereby, we have $\mathbb{E}\left|\sum_{j=1}^{m_{n}} \tau_{j} A_{n j}\left(B_{n j}+C_{n j}\right)\right|^{2} \leqslant$ $\sum_{j=1}^{m_{n}} \tau_{j}^{2} A_{n j}^{2} \sum_{j=1}^{m_{n}}\left(B_{n j}+C_{n j}\right)^{2}=o_{p}(1)$, which completes the proof.

Proof of Proposition 3.3. Consider the case $\varsigma_{m_{n}}^{-1}=o(1)$. Under the sequence of alternatives (2.5) the following decomposition holds true

$$
\begin{aligned}
& S_{n}^{\mathrm{p}}=S_{n}+2\left\langle n^{-1} \sum_{i=1}^{n}\left(U_{i}+\varsigma_{m_{n}}^{1 / 2} n^{-1 / 2} \delta\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), n^{-1} \sum_{i=1}^{n}\left(\varphi_{0}\left(Z_{i}\right)-\breve{\varphi}_{k}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle \\
&+\left\|n^{-1} \sum_{i=1}^{n}\left(\varphi_{0}\left(Z_{i}\right)-\breve{\varphi}_{k}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2} .
\end{aligned}
$$

Due to Proposition 2.3 and the proof of Theorem 3.1 it is sufficient to show

$$
\begin{equation*}
\left\langle n^{-1} \sum_{i=1}^{n} \delta\left(Z_{i}\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), n^{-1 / 2} \sum_{i=1}^{n}\left(\varphi_{0}\left(Z_{i}\right)-\breve{\varphi}_{k}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle=o_{p}\left(\sqrt{\varsigma_{m_{n}}}\right) . \tag{A.7}
\end{equation*}
$$

Since $\sum_{j=1}^{m_{n}}[T]_{j l}^{2} \leqslant 1$ we conclude

$$
\begin{aligned}
\sum_{j=1}^{m_{n}} \tau_{j}[T \delta]_{j} n^{-1 / 2} \sum_{i=1}^{n}\left(\varphi_{0}\left(Z_{i}\right)-\breve{\varphi}_{k}\left(Z_{i}\right)\right) f_{j}\left(W_{i}\right) & =\sum_{l=1}^{k} \sqrt{n}\left(\left[\varphi_{0}\right]_{l}-\left[\breve{\varphi}_{k}\right]_{l}\right) \sum_{j=1}^{m_{n}} \tau_{j}[T \delta]_{j}[T]_{j l}+o_{p}(1) \\
\leqslant & \sqrt{n}\|T \delta\|_{\tau}\left\|\varphi_{0}-\breve{\varphi}_{k}\right\|_{Z}+o_{p}(1)=O_{p}(1)
\end{aligned}
$$

and hence (A.7) holds true.
Consider the case $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$. We make use of decomposition (A.6) where $U_{i}$ is replaced by $U_{i}+n^{-1 / 2} \delta\left(Z_{i}\right)$. Similarly to the proof of Proposition 2.4 it is easily seen that $\left(\sqrt{2} \varsigma_{m_{n}}^{\mathrm{p}}\right)^{-1}\left(\sum_{j=1}^{m_{n}} \tau_{j} A_{n j}^{2}-\mu_{m_{n}}^{\mathrm{p}}\right) \xrightarrow{d} \mathcal{N}\left(\left(\sqrt{2} \varsigma_{\infty}^{\mathrm{p}}\right)^{-1}\|T \delta\|_{\tau}^{2}, \mathcal{V}^{\mathrm{p}}\right)$. Thereby, due to the proof of Theorem 3.2, the assertion follows.

Proof of Proposition 3.4. It is sufficient to prove $S_{n}^{\mathrm{p}}=\left\|T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2}+o_{p}(1)$. Consider the case $\varsigma_{m_{n}}^{-1}=o(1)$. Since $\| n^{-1} \sum_{i=1}^{n}\left(\left(\varphi_{0}\left(Z_{i}\right)-\breve{\varphi}_{k}\left(Z_{i}\right)\right) f_{m_{n}}^{\tau}\left(W_{i}\right) \|^{2}=o_{p}(1)\right.$ (cf. proof of Theorem 3.1) and $\left\|n^{-1} \sum_{i=1}^{n}\left(Y_{i}-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}=\left\|T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2}+o_{p}(1)$ (cf. proof of Proposition 2.5) the result follows. In case of $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$ we infer from the proof of Theorem 3.2 that $S_{n}^{\mathrm{p}}=\sum_{j=1}^{m_{n}} \tau_{j}\left|n^{-1} \sum_{i=1}^{n}\left(\left(Y_{i}-\varphi_{0}\left(Z_{i}\right)\right) f_{j}\left(W_{i}\right)+\sum_{l=1}^{k}[T]_{j l} h_{l}\left(V_{i}\right)\right)\right|^{2}+o_{p}(1)$. Since $h_{l}\left(V_{i}\right), 1 \leqslant l \leqslant k$, are centered random variables we obtain, similarly to the proof of Proposition 2.5, that $S_{n}^{\mathrm{p}}=\left\|T\left(\varphi-\varphi_{0}\right)\right\|_{\tau}^{2}+o_{p}(1)$.

Proof of Proposition 3.5. Consider the case $\varsigma_{m_{n}}^{-1}=o(1)$. Let $\varphi_{0} \in \mathcal{E}_{k}$ with estimator $\breve{\varphi}_{k}$. The basic inequality $(a-b)^{2} \geqslant a^{2} / 2-b^{2}, a, b \in \mathbb{R}$, yields

$$
\begin{align*}
& \mathbb{P}\left(\left(\sqrt{2} \varsigma_{m_{n}}\right)^{-1}\left(n S_{n}^{\mathrm{p}}-\mu_{m_{n}}\right)>q_{1-\alpha}\right) \\
& \geqslant \mathbb{P}\left(1 / 2\left\|n^{-1 / 2} \sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m}_{n}}^{\tau}\left(W_{i}\right)\right\|^{2}+\left\|n^{-1 / 2} \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}-\mu_{m_{n}}\right. \\
& >\sqrt{2} \varsigma_{m_{n}} q_{1-\alpha}+2\left|\left\langle n^{-1} \sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\breve{\varphi}_{k}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle\right| \\
& \left.\quad+\left\|n^{-1 / 2} \sum_{i=1}^{n}\left(\breve{\varphi}_{k}\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}\right) . \tag{A.8}
\end{align*}
$$

From the proof of Theorem 3.1 we infer $\left\|n^{-1 / 2} \sum_{i=1}^{n}\left(\breve{\varphi}_{k}\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{m_{n}}^{\tau}\left(W_{i}\right)\right\|^{2}=o_{p}\left(\varsigma_{m_{n}}\right)$ and

$$
\begin{aligned}
& \left\langle n^{-1} \sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\breve{\varphi}_{k}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle \\
& =\left\langle n^{-1} \sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle+o_{p}\left(s_{m_{n}}\right)
\end{aligned}
$$

uniformly over all $\varphi \in \mathcal{H}_{n}^{\rho}$. In addition, let $s_{j}$ be as in the proof of Proposition 2.6, then condition $\sup _{j \geqslant 1} \mathbb{E}\left[e_{j}^{2}(Z) \mid W\right] \leqslant \eta^{2}$ yields

$$
\mathbb{E}\left|\sum_{j=1}^{m_{n}} s_{j}\left(\varphi(Z)-\varphi_{0}(Z)\right) f_{j}(W)\right|^{2} \leqslant 2 \rho+2 \sum_{l=1}^{k}\left[\varphi_{0}\right]_{l}^{2} \sum_{l=1}^{k} \mathbb{E}\left|e_{l}(Z) \sum_{j=1}^{m_{n}} s_{j} f_{j}(W)\right|^{2}=O(1) .
$$

Thus, following line by line the proof of Proposition 2.6, the assertion follows. In case of $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$ the assertion follows similarly.

## A.3. Proofs of Section 4.

Let $\mathcal{A}_{k}=\left\{\left\|[\widehat{\mathrm{Id}}]_{k}^{-1}\right\| \leqslant 2\right\}$ and $\mathcal{B}_{k}=\left\{\left\|[\widehat{\mathrm{Id}}]_{\underline{k}}-[\mathrm{Id}]_{\underline{k}}\right\| \leqslant 1 / 2\right\}$. Their complements are denoted by $\mathcal{A}_{k}^{c}$ and $\mathcal{B}_{k}^{c}$, respectively. By the usual Neumann series argument we observe on $\mathcal{B}_{k}$ that $\left\|[\widehat{\mathrm{Id}}]_{\underline{k}}^{-1}\right\| \leqslant\left(1-\left\|[\widehat{\mathrm{II}}]_{\underline{k}}-[\mathrm{Id}]_{\underline{\underline{ }}}\right\|\right)^{-1} \leqslant 2$ and hence $\mathcal{B}_{k} \subset \mathcal{A}_{k}$.

Proof of Theorem 4.1. The proof is based on the decomposition (A.4) where the estimator $\breve{\varphi}_{k}$ is replaced by $\bar{\varphi}_{k_{n}}$ given in (4.1). It holds $n I I I_{n}=o_{p}\left(\varsigma_{m_{n}}\right)$, which can be seen as follows. We make use of
$I I I_{n} / 2 \leqslant\left\|\frac{1}{n} \sum_{i=1}^{n}\left(E_{k_{n}} \varphi_{0}\left(Z_{i}\right)-\bar{\varphi}_{k_{n}}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}+\left\|\frac{1}{n} \sum_{i=1}^{n}\left(E_{k_{n}}^{\perp} \varphi_{0}\right)\left(Z_{i}\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}=: A_{n 1}+A_{n 2}$.
Consider $A_{n 1}$. We observe

$$
\begin{array}{r}
A_{n 1} \leqslant 2\left\|T\left(E_{k_{n}} \varphi_{0}-\bar{\varphi}_{k_{n}}\right)\right\|_{W}^{2}+2\left\|E_{k_{n}} \varphi_{0}-\bar{\varphi}_{k_{n}}\right\|_{Z}^{2} \sum_{j=1}^{m_{n}} \tau_{j} \sum_{l=1}^{k_{n}}\left|n^{-1} \sum_{i=1}^{n} e_{l}\left(Z_{i}\right) f_{j}\left(W_{i}\right)-[T]_{j l}\right|^{2} \\
=: 2 B_{n 1}+2 B_{n 2} . \tag{A.9}
\end{array}
$$

We have $\mathbb{E} e_{\underline{k_{n}}}(Z) e_{\underline{k_{n}}}(Z)^{t}=[\operatorname{Id}]_{\underline{k_{n}}}$. For $B_{n 1}$ we evaluate due to Jensen's inequality

$$
\begin{aligned}
B_{n 1} \leqslant & \left\|E_{k_{n}} \varphi_{0}-\bar{\varphi}_{k_{n}}\right\|_{Z}^{2} \leqslant 2\left\|[\widehat{\mathrm{Id}}]_{\underline{k_{n}}}\left[\varphi_{0}\right]_{\underline{k_{n}}}-n^{-1} \sum_{i=1}^{n} Y_{i} e_{\underline{k_{n}}}\left(Z_{i}\right)\right\|^{2} \mathbb{1}_{\mathcal{A}_{k_{n}}} \\
& +8\left\|[\widehat{\mathrm{Id}}]_{\underline{k_{n}}}-[\operatorname{Id}]_{\underline{k_{n}}}\right\|^{2}\left\|[\hat{\mathrm{Id} d}]_{\underline{k_{n}}}\left[\varphi_{0}\right]_{\underline{k_{n}}}-n^{-1} \sum_{i=1}^{n} Y_{i} e_{\underline{k_{n}}}\left(Z_{i}\right)\right\|^{2}+\left\|E_{k_{n}} \varphi_{0}\right\|_{Z}^{2} \mathbb{1}_{\mathcal{A}_{k_{n}}^{c}} .
\end{aligned}
$$

Since the spectral norm of a matrix is bounded by its Frobenius norm it holds

$$
\left.\mathbb{E} \|[\widehat{\mathrm{II}}]_{\underline{k_{n}}}-[\mathrm{Id}]\right]_{\underline{k_{n}}} \|^{2} \leqslant n^{-1} \sum_{l, l^{\prime}=1}^{k_{n}} \mathbb{E}\left|e_{l}(Z) e_{l^{\prime}}(Z)\right|^{2} \leqslant \eta^{4} n^{-1} k_{n}^{2}
$$

and condition $\varphi \in \mathcal{F}_{\gamma}^{\rho}$ together with $\sum_{l=1}^{k_{n}} \gamma_{l}^{-1} \leqslant \pi^{2} / 6$ for $n$ sufficiently large yields

$$
\begin{aligned}
& \mathbb{E}\left\|[\widehat{\mathrm{Id}}]_{\underline{k_{n}}}\left[\varphi_{0}\right]_{\underline{k_{n}}}-n^{-1} \sum_{i=1}^{n} Y_{i} e_{\underline{k_{n}}}\left(Z_{i}\right)\right\|^{2} \leqslant n^{-1} \sum_{j=1}^{k_{n}} \mathbb{E}\left|e_{j}(Z) \sum_{l=1}^{k_{n}}\left[\varphi_{0}\right] e_{l}(Z)-Y e_{j}(Z)\right|^{2} \\
& \leqslant 2 n^{-1}\left\|\varphi_{0}\right\|_{\gamma}^{2} \sum_{j=1}^{k_{n}} \mathbb{E}\left[e_{j}^{2}(Z) \sum_{l=1}^{k_{n}} \gamma_{l}^{-1} e_{l}^{2}(Z)\right]+2 n^{-1} k_{n} \eta^{2} \mathbb{E}\left[Y^{4}\right] \leqslant 2 \eta^{2}\left(\frac{\pi^{2} \eta^{2} \rho}{6}+\mathbb{E}\left[Y^{4}\right]\right) n^{-1} k_{n} .
\end{aligned}
$$

Moreover, $\mathbb{1}_{\mathcal{A}_{k_{n}}^{c}}=o_{p}(1)$ since $\mathbb{P}\left(\mathcal{B}_{k_{n}}^{c}\right) \leqslant 4 \mathbb{E}\left\|[\hat{\mathrm{Id}}]_{\underline{\underline{k}_{n}}}-[\operatorname{Id}] \underline{{\underline{k_{n}}}}\right\|^{2}=o(1)$ and $\mathcal{B}_{k_{n}} \subset \mathcal{A}_{k_{n}}$. Consequently,

$$
\begin{equation*}
n\left\|E_{k_{n}} \varphi_{0}-\bar{\varphi}_{k_{n}}\right\|_{Z}^{2}=O_{p}\left(k_{n}\right) \tag{A.10}
\end{equation*}
$$

and since $k_{n}=o\left(\varsigma_{m_{n}}\right)$ we proved $n B_{n 1}=o_{p}\left(\varsigma_{m_{n}}\right)$. In addition, applying inequality (A.5) together with equation (A.10) yields $n B_{n 2}=o_{p}\left(\varsigma_{m_{n}}\right)$. Consequently, $n A_{n 1}=o\left(\varsigma_{m_{n}}\right)$. Consider $A_{n 2}$. Jensen's inequality gives

$$
\mathbb{E}\left\|n^{-1} \sum_{i=1}^{n}\left(E_{k_{n}}^{\perp} \varphi_{0}\right)\left(Z_{i}\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2} \leqslant 2\left\|E_{k_{n}}^{\perp} \varphi_{0}\right\|_{Z}^{2}+2 n^{-1} \sum_{j=1}^{m_{n}} \mathbb{E}\left|E_{k_{n}}^{\perp} \varphi_{0}(Z) f_{j}(W)\right|^{2} .
$$

Note that condition (4.2) implies $k_{n}^{2}<\sigma_{m_{n}}^{2} \leqslant \sigma^{4} m_{n}$ for $n$ sufficiently large. Due to the Cauchy Schwarz inequality

$$
\begin{align*}
\sum_{j=1}^{m_{n}} \mathbb{E}\left|E_{k_{n}}^{\perp} \varphi_{0}(Z) f_{j}(W)\right|^{2} \leqslant \sum_{j=1}^{m_{n}} \sum_{l>k_{n}} l^{2}\left[\varphi_{0}\right]_{l}^{2} & \sum_{l>k_{n}} l^{-2} \mathbb{E}\left|e_{l}(Z) f_{j}(W)\right|^{2} \\
& \leqslant \eta^{4} \frac{\pi^{2}}{6} \frac{m_{n} k_{n}^{2}}{\gamma_{k_{n}}}\left\|E_{k_{n}}^{\perp} \varphi_{0}\right\|_{\gamma}^{2}=o\left(\varsigma_{m_{n}}\right) \tag{A.11}
\end{align*}
$$

and $n\left\|E_{k_{n}}^{\perp} \varphi_{0}\right\|_{Z}^{2} \leqslant n \gamma_{k_{n}}^{-1}\left\|E_{k_{n}}^{\perp} \varphi_{0}\right\|_{\gamma}^{2}=o\left(\varsigma_{m_{n}}\right)$. Hence, $n I I I_{n}=o_{p}\left(\varsigma_{m_{n}}\right)$. Consider $I I_{n}$. We
calculate

$$
\begin{align*}
& n I I_{n} \leqslant\left|\sum_{j=1}^{m_{n}} \tau_{j} \sum_{i=1}^{n} U_{i} f_{j}\left(W_{i}\right)\left(\left[\varphi_{0}\right]_{\underline{k_{n}}}-[\bar{\varphi}]_{\underline{k_{n}}}\right)^{t}\left(n^{-1} \sum_{i=1}^{n} e_{\underline{k_{n}}}\left(Z_{i}\right) f_{j}\left(W_{i}\right)-\mathbb{E}\left[e_{\underline{k_{n}}}(Z) f_{j}(W)\right]\right)\right| \\
& +\left|\sum_{j=1}^{m_{n}} \tau_{j} \sum_{l=1}^{k_{n}}\left(\left[\varphi_{0}\right]_{l}-[\bar{\varphi}]_{l}\right)\left(\sum_{i=1}^{n} U_{i} f_{j}\left(W_{i}\right)[T]_{j l}\right)\right| \\
& +\left|\sum_{j=1}^{m_{n}} \tau_{j}\left(\sum_{i=1}^{n} U_{i} f_{j}\left(W_{i}\right)\right)\left(n^{-1} \sum_{i=1}^{n} E_{k_{n}}^{\perp} \varphi_{0}\left(Z_{i}\right) f_{j}\left(W_{i}\right)-\mathbb{E}\left[E_{k_{n}}^{\perp} \varphi_{0}(Z) f_{j}(W)\right]\right)\right| \\
& \quad+\left|\sum_{j=1}^{m_{n}} \tau_{j}\left(\sum_{i=1}^{n} U_{i} f_{j}\left(W_{i}\right)\right) \mathbb{E}\left[E_{k_{n}}^{\perp} \varphi_{0}(Z) f_{j}(W)\right]\right|=C_{n 1}+C_{n 2}+C_{n 3}+C_{n 4} . \tag{A.12}
\end{align*}
$$

Consider $C_{n 1}$. Applying twice the Cauchy Schwarz inequality gives

$$
\begin{aligned}
& C_{n 1} \leqslant\left(\sum_{j=1}^{m_{n}} \tau_{j}^{2}\left|\sum_{i=1}^{n} U_{i} f_{j}\left(W_{i}\right)\right|^{2}\right)^{1 / 2}\left\|E_{k_{n}} \varphi_{0}-\bar{\varphi}_{k_{n}}\right\| Z \\
& \times\left(\sum_{j=1}^{m_{n}} \sum_{l=1}^{k_{n}}\left|n^{-1} \sum_{i=1}^{n} e_{l}\left(Z_{i}\right) f_{j}\left(W_{i}\right)-\mathbb{E}\left[e_{l}(Z) f_{j}(W)\right]\right|^{2}\right)^{1 / 2}
\end{aligned}
$$

From $\mathbb{E}\left|\sum_{i=1}^{n} U_{i} f_{j}\left(W_{i}\right)\right|^{2} \leqslant n \sigma^{2}$, relation (A.10), and inequality (A.5) we infer $C_{n 1}=$ $o_{p}\left(\varsigma_{m_{n}}\right)$ due to condition (4.2). For $C_{n 2}$ we evaluate

$$
C_{n 2} \leqslant\left\|E_{k_{n}} \varphi_{0}-\bar{\varphi}_{k_{n}}\right\|_{z}\left(\sum_{l=1}^{k_{n}}\left|\sum_{j=1}^{m_{n}} \sum_{i=1}^{n} U_{i} f_{j}\left(W_{i}\right)[T]_{j}\right|^{2}\right)^{1 / 2}
$$

Estimate $\sum_{j=1}^{m_{n}} \sum_{l=1}^{k_{n}}[T]_{j l}^{2} \leqslant k_{n}$ together with (A.10) yields $C_{n 2}=o_{p}(1)$. Consider $C_{n 3}$. Since $\mathbb{E}\left[U^{2} \mid W\right] \leqslant \sigma^{2}$ we conclude similarly as in inequality (A.11) that

$$
\begin{aligned}
& \mathbb{E} C_{n 3} \leqslant \sum_{j=1}^{m_{n}} \tau_{j}\left(\mathbb{E}\left|U f_{j}(W)\right|^{2}\right)^{1 / 2}\left(\mathbb{E}\left|E_{k_{n}}^{\perp} \varphi_{0}(Z) f_{j}(W)\right|^{2}\right)^{1 / 2} \\
& \leqslant \eta^{2} \frac{\pi \sigma}{\sqrt{6}} \frac{k_{n}}{\sqrt{\gamma_{k_{n}}}}\left\|E_{k_{n}}^{\perp} \varphi_{0}\right\|_{\gamma} \sum_{j=1}^{m_{n}} \tau_{j}=o\left(s_{m_{n}}\right)
\end{aligned}
$$

where we used $\sum_{j=1}^{m_{n}} \tau_{j} \leqslant \sqrt{m_{n}}\left(\sum_{j=1}^{m_{n}} \tau_{j}^{2}\right)^{1 / 2}$. Consider $C_{n 4}$. We calculate

$$
\mathbb{E}\left|C_{n 4}\right|^{2} \leqslant n \sigma^{2} \sum_{j=1}^{m_{n}}\left[T E_{k_{n}}^{\perp} \varphi_{0}\right]_{j}^{2} \leqslant n \sigma^{2}\left\|T E_{k_{n}}^{\perp} \varphi_{0}\right\|_{W}^{2} \leqslant n \gamma_{k_{n}}^{-1} \sigma^{2}\left\|E_{k_{n}}^{\perp} \varphi_{0}\right\|_{\gamma}^{2}=o\left(\varsigma_{m_{n}}\right) .
$$

Consequently, in light of decomposition (A.12) we obtain $n I I_{n}=o\left(\varsigma_{m_{n}}\right)$, which completes the proof.

Proof of Theorem 4.2. Employing $[\hat{\mathrm{Id}}]_{\underline{k_{n}}}^{-1}=[\mathrm{Id}] \underline{k_{n}}-[\hat{\mathrm{Id}}]_{\underline{k_{n}}}^{-1}\left([\hat{\mathrm{Id}}]{\underline{\underline{k_{n}}}}-[\mathrm{Id}]{\underline{k_{n}}}^{n}\right)$ and $[\hat{\mathrm{Id}}]_{\underline{k_{n}}}\left[\varphi_{0}\right]_{\underline{k_{n}}}-$ $n^{-1} \sum_{i=1}^{n} Y_{i} e_{\underline{k_{n}}}\left(Z_{i}\right)=n^{-1} \sum_{i=1}^{n} e_{\underline{k_{n}}}\left(Z_{i}\right)\left(E_{k_{n}} \varphi\left(Z_{i}\right)-Y_{i}\right)$ we obtain for all $1 \leqslant j \leqslant m_{n}$

$$
\begin{align*}
& n^{-1 / 2} \sum_{i=1}^{n} f_{j}\left(W_{i}\right)\left(U_{i}+e_{\underline{k_{n}}}\left(Z_{i}\right)^{t}\left(\left[\varphi_{0}\right] \underline{k_{n}}-[\widehat{\mathrm{Id}}] \underline{k_{n}}-1 \frac{1}{n} \sum_{i=1}^{n} Y_{i} e_{\underline{k_{n}}}\left(Z_{i}\right)\right)+E_{\underline{k_{n}}}^{\perp} \varphi_{0}\left(Z_{i}\right)\right) \\
& =n^{-1 / 2} \sum_{i=1}^{n}\left(f_{j}\left(W_{i}\right) U_{i}+\mathbb{E}\left[f_{j}(W) e_{\underline{k_{n}}}(Z)^{t}\right] e_{\underline{k_{n}}}\left(Z_{i}\right)\left(E_{k_{n}} \varphi_{0}\left(Z_{i}\right)-Y_{i}\right)\right) \\
& +n^{-1 / 2} \sum_{i=1}^{n} \mathbb{E}\left[f_{j}(W) e_{\underline{k_{n}}}(Z)^{t}\right][\widehat{\mathrm{Id}}]_{\underline{k_{n}}}^{-1}\left([\hat{\mathrm{Id}}]_{\underline{k_{n}}}-[\mathrm{Id}]_{\underline{k_{n}}}\right) e_{\underline{k_{n}}}\left(Z_{i}\right)\left(E_{k_{n}} \varphi_{0}\left(Z_{i}\right)-Y_{i}\right) \\
& +\left(n^{-1} \sum_{i=1}^{n} f_{j}\left(W_{i}\right) e_{l}\left(Z_{i}\right)-\mathbb{E}\left[f_{j}(W) e_{\underline{k_{n}}}(Z)^{t}\right]\right) \sqrt{n}\left(\left[\varphi_{0}\right]_{\underline{k_{n}}}-[\widehat{\mathrm{Id}}]_{\underline{k_{n}}}^{-1} \frac{1}{n} \sum_{i=1}^{n} Y_{i} e_{\underline{k_{n}}}\left(Z_{i}\right)\right) \\
& +n^{-1 / 2} \sum_{i=1}^{n} E_{k_{n}}^{\perp} \varphi_{0}\left(Z_{i}\right) f_{j}\left(W_{i}\right)=A_{n j}+B_{n j}+C_{n j}+D_{n j} . \tag{A.13}
\end{align*}
$$

For all $1 \leqslant i \leqslant n$ the random variables $U_{i} f_{j}^{\tau}\left(W_{i}\right)+\left(E_{k_{n}} \varphi_{0}\left(Z_{i}\right)-Y_{i}\right) \mathbb{E}\left[f_{j}^{\tau}(W) e_{\underline{k_{n}}}(Z)^{t}\right] e_{\underline{k_{n}}}\left(Z_{i}\right)$, $1 \leqslant j \leqslant m_{n}$, are centered under $H_{\mathrm{p}}$ with bounded fourth moment. More precisely, due to condition $\mathbb{E}\left[U_{Z}^{4} \mid Z\right] \leqslant \sigma^{4}$ where $U_{Z}=E_{k_{n}} \varphi_{0}(Z)-Y$ we calculate for all $1 \leqslant j \leqslant m_{n}$

$$
\begin{aligned}
\mathbb{E}\left|U f_{j}(W)+\sum_{l=1}^{k_{n}}[T]_{j l} e_{l}(Z) U_{Z}\right|^{4} \leqslant 8 \mathbb{E}\left|U f_{j}(W)\right|^{4} & +8 \mathbb{E}\left|\left(E_{k_{n}} T^{*} f_{j}\right)(Z) U_{Z}\right|^{4} \\
& \leqslant 8 \sigma^{4} \eta^{4}+8 \sigma^{4} \mathbb{E}\left|\left(E_{k_{n}} T^{*} f_{j}\right)(Z)\right|^{4}
\end{aligned}
$$

which is bounded since $\mathbb{E}\left|\left(E_{k_{n}} T^{*} f_{j}\right)(Z)\right|^{4} \leqslant \mathbb{E}\left|\left(T^{*} f_{j}\right)(Z)\right|^{4} \leqslant \mathbb{E}\left|f_{j}(W)\right|^{4} \leqslant \eta^{4}$ by using well known properties of projections on Banach spaces. Now following line by line the proof of Lemma A. 2 it is easily seen that $\left(\sqrt{2} \varsigma_{m_{n}}^{e}\right)^{-1}\left(\sum_{j=1}^{m_{n}} \tau_{j} A_{n j}^{2}-\mu_{m_{n}}^{e}\right) \xrightarrow{d} \mathcal{N}\left(0, \mathcal{V}^{\mathrm{e}}\right)$. Moreover, similarly to the proof of Theorem 4.1 it is easily seen that $\sum_{j=1}^{m_{n}} B_{n j}^{2}=O_{p}\left(n^{-1} m_{n} k_{n}^{2}\right)=$ $o_{p}(1), \sum_{j=1}^{m_{n}} C_{n j}^{2}=o_{p}(1)$ and $\sum_{j=1}^{m_{n}} D_{n j}^{2}=o_{p}(1)$. Since $\mathbb{1}_{\mathcal{A}_{k_{n}}}=1+o_{p}(1)$ the result follows similarly to the proof of Theorem 3.2.

Proof of Proposition 4.3. Consider the case $\varsigma_{m_{n}}^{-1}=o(1)$. Similar to the proof of Proposition 3.3 it is sufficient to show

$$
\begin{equation*}
\left\langle n^{-1} \sum_{i=1}^{n} \delta\left(Z_{i}\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), n^{-1 / 2} \sum_{i=1}^{n}\left(\varphi_{0}\left(Z_{i}\right)-\bar{\varphi}_{k_{n}}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle=o_{p}\left(\sqrt{\varsigma_{m_{n}}}\right) . \tag{A.14}
\end{equation*}
$$

By employing Jensen's inequality and estimate (A.10) we obtain

$$
\begin{aligned}
\sum_{j=1}^{m_{n}} \tau_{j}[T \delta]_{j} \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(E_{k_{n}} \varphi_{0}\left(Z_{i}\right)\right. & \left.-\bar{\varphi}_{k_{n}}\left(Z_{i}\right)\right) f_{j}\left(W_{i}\right) \\
& \leqslant \sqrt{n}\|T \delta\|_{\tau}\left\|T\left(E_{k_{n}} \varphi_{0}-\bar{\varphi}_{k_{n}}\right)\right\|_{W}+o_{p}(1)=o_{p}\left(\varsigma_{m_{n}}\right)
\end{aligned}
$$

Similarly to the upper bounds of $C_{n 3}$ and $C_{n 4}$ in the proof of Theorem 4.1 it is straightforward to see that $\sum_{j=1}^{m_{n}} \tau_{j}[T \delta]_{j} n^{-1 / 2} \sum_{i=1}^{n} E_{k_{n}}^{\perp} \varphi_{0}\left(Z_{i}\right) f_{j}\left(W_{i}\right)=o_{p}\left(\varsigma_{m_{n}}\right)$ and, hence equation (A.14) holds true. Consider the case $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$. We make use of decomposition
(A.13) where $U_{i}$ is replaced by $U_{i}+n^{-1 / 2} \delta\left(Z_{i}\right)$. Similarly to the proof of Proposition 2.4 it is easily seen that $\left(\sqrt{2} \varsigma_{m_{n}}^{\mathrm{e}}\right)^{-1}\left(\sum_{j=1}^{m_{n}} \tau_{j} A_{n j}^{2}-\mu_{m_{n}}^{\mathrm{e}}\right) \xrightarrow{d} \mathcal{N}\left(\left(\sqrt{2} \varsigma_{\infty}^{\mathrm{p}}\right)^{-1}\|T \delta\|_{\tau}^{2}, \mathcal{V}^{\mathrm{e}}\right)$. Thereby, due to the proof of Theorem 4.2, the assertion follows.

Proof of Proposition 4.4. Similar to the proof of Proposition 3.4.
Proof of Proposition 4.5. We make use of inequality (A.8) where $\breve{\varphi}_{k}$ is replaced by $\bar{\varphi}_{k_{n}}$. From the proof of Proposition 4.1 we infer $\left\|n^{-1 / 2} \sum_{i=1}^{n}\left(\bar{\varphi}_{k_{n}}\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}=$ $o_{p}\left(\varsigma_{m_{n}}\right)$ and

$$
\begin{aligned}
&\left\langle n^{-1} \sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\bar{\varphi}_{k_{n}}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle \\
&=\left\langle n^{-1} \sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle+o_{p}\left(\varsigma_{m_{n}}\right)
\end{aligned}
$$

uniformly over all $\varphi \in \mathcal{I}_{n}^{\rho}$. In addition, let $s_{j}$ be as in the proof of Proposition 2.6 then condition $\sup _{j \geqslant 1} \mathbb{E}\left[e_{j}^{2}(Z) \mid W\right] \leqslant \eta^{2}$ yields

$$
\begin{equation*}
\mathbb{E}\left|\sum_{j=1}^{m_{n}} s_{j}\left(\varphi(Z)-\varphi_{0}(Z)\right) f_{j}(W)\right|^{2} \leqslant\left\|\varphi-\varphi_{0}\right\|_{\gamma}^{2} \sum_{l=1}^{\infty} \gamma_{l}^{-1} \mathbb{E}\left|e_{l}(Z) \sum_{j=1}^{m_{n}} s_{j} f_{j}(W)\right|^{2}=O(1) \tag{A.15}
\end{equation*}
$$

Thus, following line by line the proof of Proposition 2.6, the assertion follows. In case of $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$ the assertion follows similarly.

## A.4. Proofs of Section 5.

Proof of Theorem 5.1. For the proof we make use of decomposition (A.4) where the estimator $\breve{\varphi}_{k}$ is replaced by $\widehat{\varphi}_{k_{n}}$ given in (5.1). Consider $I I I_{n}$. Observe

$$
\begin{align*}
& I I I_{n} \leqslant 2\left\|n^{-1} \sum_{i=1}^{n}\left(\varphi_{k_{n}}\left(Z_{i}\right)-\widehat{\varphi}_{k_{n}}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2} \\
&  \tag{A.16}\\
& \quad+2\left\|n^{-1} \sum_{i=1}^{n}\left(\varphi_{k_{n}}\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}=2 A_{n 1}+2 A_{n 2}
\end{align*}
$$

Consider $A_{n 1}$. We evaluate by applying Cauchy Schwarz inequality

$$
A_{n 1} \leqslant 2\left\|T\left(\varphi_{k_{n}}-\widehat{\varphi}_{k_{n}}\right)\right\|_{W}^{2}+2\left\|\varphi_{k_{n}}-\widehat{\varphi}_{k_{n}}\right\|_{v}^{2} \sum_{j=1}^{m_{n}} \tau_{j} \sum_{l=1}^{k_{n}} v_{l}^{-1}\left|n^{-1} \sum_{i=1}^{n} e_{l}\left(Z_{i}\right) f_{j}\left(W_{i}\right)-[T]_{j l}\right|^{2}
$$

The link condition $T \in \mathcal{T}_{d, D}^{v}$ yields $\left\|T\left(\widehat{\varphi}_{k_{n}}-\varphi_{k_{n}}\right)\right\|_{W}^{2} \leqslant d\left\|\widehat{\varphi}_{k_{n}}-\varphi_{k_{n}}\right\|_{v}^{2}$. From Theorem 2.6 of Johannes and Schwarz [2010] and condition (5.4) we infer $n\left\|\widehat{\varphi}_{k_{n}}-\varphi_{k_{n}}\right\|_{v}^{2}=$ $O_{p}\left(\max \left(n v_{k_{n}} \gamma_{k_{n}}^{-1}, k_{n}\right)\right)=o_{p}\left(\varsigma_{m_{n}}\right)$. This together with estimate (A.5) implies $n A_{n 1}=$
$o_{p}\left(\varsigma_{m_{n}}\right)$. Consider $A_{n 2}$. We observe

$$
\left.\begin{array}{l}
\mathbb{E} A_{n 2} \leqslant 2\left\|T\left(\varphi_{k_{n}}-\varphi_{0}\right)\right\|_{W}^{2}+2 n^{-1} \mathbb{E}\left\|\left(\varphi_{k_{n}}(Z)-\varphi_{0}(Z)\right) f_{m_{n}}^{\tau}(W)\right\|^{2} \\
\leqslant 2 d\left\|\varphi_{k_{n}}-\varphi_{0}\right\|_{v}^{2}+2 n^{-1} \sum_{l \geqslant 1} l^{2}\left(\left[\varphi_{k_{n}}\right]_{l}-\left[\varphi_{0}\right]_{l}\right)^{2} \sum_{j=1}^{m_{n}} \tau_{j} \sum_{l \geqslant 1} l^{-2} \mathbb{E}\left|e_{l}(Z) f_{j}(W)\right|^{2} \\ \tag{A.17}
\end{array} \quad \leqslant 8 D d^{2} \rho\left(\frac{v_{k_{n}}}{\gamma_{k_{n}}}\left\|\varphi_{k_{n}}-\varphi_{0}\right\|_{\gamma}^{2}+\frac{\pi^{2}}{6} \eta^{4}\left\|\varphi_{k_{n}}-\varphi_{0}\right\|_{\gamma}^{2} \frac{k_{n}^{2}}{n \gamma_{k_{n}}} \sum_{j=1}^{m_{n}} \tau_{j}\right) . \quad \text { (A.17) }\right)
$$

where we used Lemma A. 2 of Johannes and Schwarz [2010], i.e., $\left\|\varphi_{k_{n}}-\varphi_{0}\right\|_{w}^{2} \leqslant 4 D d \rho w_{k_{n}} \gamma_{k_{n}}^{-1}$ for a nondecreasing sequence $w$. Condition (5.4) together with the estimate $k_{n}^{2} \leqslant \sigma^{4} \sum_{j=1}^{m_{n}} \tau_{j}$ for $n$ sufficiently large implies $n A_{n 2}=o_{p}\left(\varsigma_{m_{n}}\right)$. Consequently, due to (A.16) we have shown $n I I I_{n}=o_{p}\left(\varsigma_{m_{n}}\right)$. The proof of $n I I_{n}=o_{p}\left(\varsigma_{m_{n}}\right)$ is based on decomposition (A.12) where $\bar{\varphi}_{k_{n}}$ and $E_{k_{n}}^{\perp} \varphi_{0}$ are replaced by $\widehat{\varphi}_{k_{n}}$ and $\varphi_{k_{n}}-\varphi_{0}$, respectively. Consider $C_{n 1}$. We calculate

$$
C_{n 1} \leqslant\left\|\widehat{\varphi}_{k_{n}}-\varphi_{k_{n}}\right\|_{v} \sum_{j=1}^{m_{n}} \tau_{j}\left|\sum_{i=1}^{n} U_{i} f_{j}\left(W_{i}\right)\right|\left(\sum_{l=1}^{k_{n}} v_{l}^{-1}\left|n^{-1} \sum_{i=1}^{n} e_{l}\left(Z_{i}\right) f_{j}\left(W_{i}\right)-[T]_{j l}\right|^{2}\right)^{1 / 2}
$$

Since $\sqrt{n}\left\|\widehat{\varphi}_{k_{n}}-\varphi_{k_{n}}\right\|_{v}=o_{p}\left(\varsigma_{m_{n}}^{1 / 2}\right)$ we obtain, similarly as in the proof of Theorem 4.1, $C_{n 1}=o_{p}\left(\varsigma_{m_{n}}\right)$. Consider $C_{n 2}$. Again similarly to the proof of Theorem 4.1 we observe

$$
\begin{aligned}
& \mathbb{E} C_{n 2}=\mathbb{E}\left|\sum_{j=1}^{m_{n}} \tau_{j} \sum_{l=1}^{k_{n}}[T]_{j l}\left(\left[\widehat{\varphi}_{k_{n}}\right]_{l}-\left[\varphi_{k_{n}}\right]_{l}\right)\left(\sum_{i=1}^{n} U_{i} f_{j}\left(W_{i}\right)\right)\right| \\
& \leqslant\left(n \mathbb{E}\left\|\widehat{\varphi}_{k_{n}}-\varphi_{k_{n}}\right\|_{v}^{2}\right)^{1 / 2}\left(\sigma^{2} \sum_{l=1}^{k_{n}} v_{l}^{-1} \sum_{j=1}^{m_{n}}[T]_{j l}^{2}\right)^{1 / 2}=o\left(\varsigma_{m_{n}}\right)
\end{aligned}
$$

by exploiting $\sum_{j=1}^{m_{n}}[T]_{j l}^{2}=\left\|T e_{l}\right\|_{W}^{2} \leqslant d v_{l}$. Consider $C_{n 3}$. Since $\mathbb{E}\left[U^{2} \mid W\right] \leqslant \sigma^{2}$ we conclude similarly as in inequality (A.11) using Lemma A. 2 of Johannes and Schwarz [2010]
$\mathbb{E} C_{n 3} \leqslant \sigma \sum_{j=1}^{m_{n}} \tau_{j}\left(\mathbb{E}\left|\left(\varphi_{k_{n}}(Z)-\varphi_{0}(Z)\right) f_{j}(W)\right|^{2}\right)^{1 / 2} \leqslant \eta^{2} \frac{\pi \sigma}{\sqrt{6}} \frac{k_{n}}{\sqrt{\gamma_{k_{n}}}}\left\|\varphi_{k_{n}}-\varphi_{0}\right\|_{\gamma} \sum_{j=1}^{m_{n}} \tau_{j}=o\left(\varsigma_{m_{n}}\right)$.
Consider $C_{n 4}$. Again exploring the link condition $T \in \mathcal{T}_{d, D}^{v}$ and Lemma A. 2 of Johannes and Schwarz [2010] we calculate

$$
\begin{aligned}
& \mathbb{E}\left|C_{n 4}\right|^{2} \leqslant n \sigma \sum_{j=1}^{m_{n}}\left[T\left(\varphi_{k_{n}}-\varphi_{0}\right)\right]_{j}^{2} \leqslant n \sigma\left\|T\left(\varphi_{k_{n}}-\varphi_{0}\right)\right\|_{W}^{2} \\
& \leqslant n \sigma d\left\|\varphi_{k_{n}}-\varphi_{0}\right\|_{v}^{2} \leqslant 4 D d \rho \sigma \frac{n v_{k_{n}}}{\gamma_{k_{n}}}\left\|\varphi_{k_{n}}-\varphi_{0}\right\|_{\gamma}^{2}=o\left(\varsigma_{m_{n}}\right) .
\end{aligned}
$$

Consequently, the estimates for $C_{n 1}, C_{n 2}, C_{n 3}$, and $C_{n 4}$ imply $n I I_{n}=o_{p}\left(\varsigma_{m_{n}}\right)$, which completes the proof.
Proof of Theorem 5.2. For all $k \geqslant 1$ let us denote $\Omega_{k}:=\left\{\left\|[\widehat{T}]_{\underline{k}}^{-1}\right\| \leqslant \sqrt{n}\right\}$ and $\mho_{k}:=$ $\left\{\left\|Q_{k}\right\|\left\|[T]_{\underline{k}}^{-1}\right\| \leqslant 1 / 2\right\}$ where $Q_{k}=[\widehat{T}]_{\underline{k}}-[T]_{\underline{k}}$. Let $\varphi_{k_{n}}(\cdot):=e_{\underline{k_{n}}}(\cdot)[T]_{\underline{k_{n}}}^{-1}[g]_{\underline{k_{n}}}$. Observe

$$
\left.[\widehat{T}]_{\underline{k_{n}}}\left[\varphi_{k_{n}}\right]_{\underline{k_{n}}}-[\widehat{g}]\right]_{\underline{k_{n}}}=n^{-1} \sum_{i=1}^{n} f_{\underline{k_{n}}}\left(W_{i}\right)\left(\varphi_{k_{n}}\left(Z_{i}\right)-Y_{i}\right) \text { and hence, for all } 1 \leqslant j \leqslant m_{n}
$$

$$
\begin{array}{r}
\left.n^{-1 / 2} \sum_{i=1}^{n} f_{j}\left(W_{i}\right)\left(U_{i}+e_{\underline{k_{n}}}\left(Z_{i}\right)^{t}\left(\left[\varphi_{k_{n}}\right] \underline{k_{\underline{n}}}-[\widehat{T}]_{\underline{k_{n}}}^{-1}[\widehat{g}]\right]_{k_{n}}\right)+\varphi_{0}\left(Z_{i}\right)-\varphi_{k_{n}}\left(Z_{i}\right)\right) \\
=n^{-1 / 2} \sum_{i=1}^{n}\left(f_{j}\left(W_{i}\right) U_{i}+\mathbb{E}\left[f_{j}(W) e_{\underline{k_{n}}}(Z)^{t}\right][T]_{\underline{k_{n}}}^{-1} f_{\underline{k_{n}}}\left(W_{i}\right)\left(\varphi_{k_{n}}\left(Z_{i}\right)-Y_{i}\right)\right) \\
\left.-n^{-1 / 2} \sum_{i=1}^{n} \mathbb{E}\left[f_{j}(W) e_{\underline{k_{n}}}(Z)^{t}\right][T]_{\underline{k_{n}}}^{-1} Q_{k_{n}} \widehat{T}\right]_{\underline{k_{n}}}^{-1} f_{\underline{k_{n}}}\left(W_{i}\right)\left(\varphi_{k_{n}}\left(Z_{i}\right)-Y_{i}\right) \\
+\left(n^{-1} \sum_{i=1}^{n} f_{j}\left(W_{i}\right) e_{k_{\underline{k_{n}}}}\left(Z_{i}\right)^{t}-\mathbb{E}\left[f_{j}(W) e_{\underline{k_{n}}}(Z)^{t}\right]\right)[\widehat{T}]_{\underline{k_{n}}}^{-1}\left(n^{-1 / 2} \sum_{i=1}^{n} f_{\underline{k_{n}}}\left(W_{i}\right)\left(\varphi_{k_{n}}\left(Z_{i}\right)-Y_{i}\right)\right) \\
\quad+n^{-1 / 2} \sum_{i=1}^{n}\left(\varphi_{0}\left(Z_{i}\right)-\varphi_{k_{n}}\left(Z_{i}\right)\right) f_{j}\left(W_{i}\right)=A_{n j}+B_{n j}+C_{n j}+D_{n j} . \quad \text { (A.18) } \tag{A.18}
\end{array}
$$

Consider $A_{n j}$. The random variables $U_{i} f_{j}^{\tau}\left(W_{i}\right)+\mathbb{E}\left[f_{j}^{\tau}(W) e_{\underline{k_{n}}}(Z)^{t}\right][T]_{\underline{k_{n}}}^{-1} f_{\underline{k_{n}}}\left(W_{i}\right)\left(\varphi_{k_{n}}\left(Z_{i}\right)-\right.$ $\left.Y_{i}\right), 1 \leqslant j \leqslant m_{n}$, are centered with bounded second moment. More precisely, condition $T \in \mathcal{T}_{d, D}^{v}$ together with Lemma A. 1 of Breunig and Johannes [2011] yields

$$
\mathbb{E}\left|\mathbb{E}\left[f_{j}(W) e_{\underline{k_{n}}}(Z)^{t}\right][T]_{\underline{k_{n}}}^{-1} f_{\underline{k_{n}}}(W)\left(\varphi_{k_{n}}(Z)-Y\right)\right|^{2} \leqslant 2 D \sum_{l=1}^{k_{n}} v_{l}^{-1}[T]_{j l}^{2}\left(\sigma^{2}+C(\gamma) \eta^{2}\left\|\varphi-\varphi_{k_{n}}\right\|_{\gamma}^{2}\right) .
$$

Moreover, exploiting condition $T \in \mathcal{T}_{d, D}^{v}$ yields $\sum_{l=1}^{k_{n}} v_{l}^{-1}[T]_{j l}^{2}=\left\|F_{k_{n}} \sqrt{\nabla_{1 / v}} T^{*} f_{j}\right\|_{W}^{2} \leqslant$ $\left\|T \sqrt{\nabla_{1 / v}^{*}}\right\|^{2} \leqslant d$. In addition we calculate for all $1 \leqslant j \leqslant m_{n}$

$$
\mathbb{E}\left|U f_{j}^{\tau}(W)+\mathbb{E}\left[f_{j}^{\tau}(W) e_{\underline{k_{n}}}(Z)^{t}\right][T]_{\underline{k_{n}}}^{-1} f_{k_{n}}(W)\left(\varphi_{k_{n}}(Z)-Y\right)\right|^{4}=O\left(k_{n}\right)
$$

since $\left\|\mathbb{E}\left[f_{j}^{\tau}(W) e_{\underline{k_{n}}}(Z)^{t}\right]\left[\nabla_{v}\right]_{\underline{k_{n}}}^{-1 / 2}\right\|^{4}=\left(\sum_{l=1}^{k_{n}} v_{l}^{-1}[T]_{j l}^{2}\right)^{2} \leqslant d^{4}$ and $\mathbb{E}\left|f_{j}(W)\left(Y-\varphi_{k_{n}}(Z)\right)\right|^{4}=$ $O(1)$ (cf. Lemma A. 1 of Breunig and Johannes [2011]). Thus, with the fourth moment growing only at rate $k_{n}$, by following line by line the proof of Lemma A. 2 it is easily seen that $\left(\sqrt{2} \varsigma_{m_{n}}^{\mathrm{np}}\right)\left(\sum_{j=1}^{m_{n}} \tau_{j} A_{n j}^{2}-\mu_{m_{n}}^{\mathrm{np}}\right) \xrightarrow{d} \mathcal{N}\left(0, \mathcal{V}^{\mathrm{np}}\right)$. Note that $\mathbb{E} \mathbb{1}_{\Omega_{k_{n}}^{c}}=\mathbb{P}\left(\Omega_{k_{n}}^{c}\right)=o(1)(\mathrm{cf}$. proof of Proposition 3.1 of Breunig and Johannes [2011]) and, hence $\mathbb{1}_{\Omega_{k_{n}}}=1+o_{p}(1)$. Consider $B_{n j}$. By employing $\left\|[\widehat{T}]_{\underline{k}}^{-1}\right\| \mathbb{1}_{\gamma_{k}} \leqslant 2\left\|[T]_{\underline{k}}^{-1}\right\|$ and $\left\|[\widehat{T}]_{\underline{k}}^{-1}\right\|^{2} \mathbb{1}_{\Omega_{k}} \leqslant n$ for all $k \geqslant 1$ it follows

$$
\begin{aligned}
& \sum_{j=1}^{m_{n}} B_{n j}^{2} \mathbb{1}_{\Omega_{k_{n}}}=\sum_{j=1}^{m_{n}} B_{n j}^{2} \mathbb{1}_{\Omega_{k_{n}}}\left(\mathbb{1}_{\mho_{k_{n}}}+\mathbb{1}_{\vartheta_{k_{n}}^{c}}\right) \\
& \left.\leqslant \| \mathbb{E}\left[f_{\underline{m_{n}}}(W) e_{\underline{k_{n}}}(Z)^{t}\right][T]\right]_{\underline{k_{n}}}^{-1}\left\|^{2}(4 \|[T]]_{\underline{k_{n}}}^{-1}\right\|^{2}\left\|Q_{k_{n}}\right\|^{2}\left\|n^{-1 / 2} \sum_{i=1}^{n} f_{\underline{k_{n}}}\left(W_{i}\right)\left(\varphi_{k_{n}}\left(Z_{i}\right)-Y_{i}\right)\right\|^{2} \\
& \left.\quad+n\left\|Q_{k_{n}}\right\|^{2}\left\|n^{-1 / 2} \sum_{i=1}^{n} f_{\underline{k_{n}}}\left(W_{i}\right)\left(\varphi_{k_{n}}\left(Z_{i}\right)-Y_{i}\right)\right\|^{2} \mathbb{1}_{\vartheta_{k_{n}}^{c}}\right)
\end{aligned}
$$

Condition $T \in \mathcal{T}_{d, D}^{v}$ implies $\left\|\mathbb{E} f_{\underline{m_{n}}}^{\tau}(W) e_{\underline{k_{n}}}(Z)^{t}[T]_{\underline{k_{n}}}^{-1}\right\|^{2} \leqslant D\left\|\mathbb{E} f_{\underline{m_{n}}}^{\tau}(W) e_{\underline{k_{n}}}(Z)^{t}[\nabla v]_{\underline{k_{n}}}^{-1 / 2}\right\|^{2}$. Moreover, let $K$ be a linear operator on $\mathcal{L}_{Z}^{2}$ with eigenvalue decomposition $\left\{v_{j}^{1 / 2}, e_{j}\right\}_{j \geqslant 1}$
and let $\mathcal{S}_{k_{n}}=\left\{\phi \in \mathcal{E}_{k_{n}},\|\phi\|_{Z}=1\right\}$, then by the spectral theorem

$$
\begin{aligned}
\left\|\mathbb{E} f_{\underline{m_{n}}}(W) e_{\underline{k_{n}}}(Z)^{t}[\nabla v]_{\underline{k_{n}}}^{-1 / 2}\right\|^{2}=\sup _{\phi \in \mathcal{S}_{k_{n}}} \sum_{j=1}^{m_{n}}\left|\sum_{l=1}^{k_{n}}[T]_{j l} v_{l}^{-1 / 2}[\phi]_{l}\right|^{2} \\
=\sup _{\phi \in \mathcal{S}_{k_{n}}} \sum_{j=1}^{m_{n}}\left[T K^{-1} \phi\right]_{j}^{2} \leqslant \sup _{\phi \in \mathcal{S}_{k_{n}}}\left\|T K^{-1} \phi\right\|_{W}^{2} \leqslant d \sup _{\phi \in \mathcal{S}_{k_{n}}}\left\|K^{-1} \phi\right\|_{v}^{2}=d .
\end{aligned}
$$

Now $n\left\|Q_{k_{n}}\right\|^{2}=O_{p}\left(k_{n}^{2}\right)$ and $\left\|n^{-1 / 2} \sum_{i=1}^{n} f_{\underline{k_{n}}}\left(W_{i}\right)\left(\varphi_{k_{n}}\left(Z_{i}\right)-Y_{i}\right)\right\|^{2}=O_{p}\left(k_{n}\right)$ due to Lemma A. 1 of Breunig and Johannes [2011]. In addition similarly to their proof of Proposition 3.1 it can be seen that $n\left\|Q_{k_{n}}\right\|^{2}\left\|n^{-1 / 2} \sum_{i=1}^{n} f_{\underline{k_{n}}}\left(W_{i}\right)\left(\varphi_{k_{n}}\left(Z_{i}\right)-Y_{i}\right)\right\|^{2} \mathbb{1}_{\mho_{k_{n}}^{c}}=o_{p}(1)$. Consequently, $\sum_{j=1}^{m_{n}} B_{n j}^{2} \mathbb{1}_{\Omega_{k_{n}}}=o_{p}(1)$. Similarly, it is easily seen that $\sum_{j=1}^{m_{n}} C_{n j}^{2} \mathbb{1}_{\Omega_{k_{n}}}=o_{p}(1)$ and $\sum_{j=1}^{m_{n}} D_{n j}^{2}=o_{p}(1)$. Hence, since $\mathbb{1}_{\Omega_{k_{n}}}=1+o_{p}(1)$ the result follows similarly to the proof of Theorem 3.2.

Proof of Proposition 5.3. Consider the case $\varsigma_{m_{n}}^{-1}=o(1)$. Similar to the proof of Proposition 3.3 it is sufficient to show

$$
\begin{equation*}
\left\langle n^{-1} \sum_{i=1}^{n} \delta\left(Z_{i}\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), n^{-1 / 2} \sum_{i=1}^{n}\left(\varphi_{0}\left(Z_{i}\right)-\widehat{\varphi}_{k_{n}}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle=o_{p}\left(\sqrt{\varsigma_{m_{n}}}\right) . \tag{A.19}
\end{equation*}
$$

Due to the link condition $T \in \mathcal{T}_{d, D}^{v}$ we obtain

$$
\sum_{j=1}^{m_{n}} \tau_{j}[T \delta]_{j} \frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(\varphi_{k_{n}}\left(Z_{i}\right)-\widehat{\varphi}_{k_{n}}\left(Z_{i}\right)\right) f_{j}\left(W_{i}\right) \leqslant \sqrt{d n}\|T \delta\|_{\tau}\left\|\varphi_{k_{n}}-\widehat{\varphi}_{k_{n}}\right\|_{v}+o_{p}(1)=o_{p}\left(\varsigma_{m_{n}}\right)
$$

As in the proof of Theorem 5.1 it can be seen $\sum_{j=1}^{m_{n}} \tau_{j}[T \delta]_{j} \sum_{i=1}^{n}\left(\varphi_{0}\left(Z_{i}\right)-\varphi_{k_{n}}\left(Z_{i}\right)\right) f_{j}\left(W_{i}\right)=$ $o_{p}\left(\sqrt{n} \varsigma_{m_{n}}\right)$ and, hence equation (A.19) holds true. Consider the case $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$. We make use of decomposition (A.18) where $U_{i}$ is replaced by $U_{i}+n^{-1 / 2} \delta\left(Z_{i}\right)$. Similarly to the proof of Proposition 2.4 it is seen that $\left(\sqrt{2} \varsigma_{m_{n}}^{\mathrm{np}_{n}}\right)^{-1}\left(\sum_{j=1}^{m_{n}} \tau_{j} A_{n j}^{2}-\mu_{m_{n}}^{\mathrm{np}}\right) \xrightarrow{d}$ $\mathcal{N}\left(\left(\sqrt{2} \varsigma_{\infty}^{\mathrm{np}}\right)^{-1}\|T \delta\|_{\tau}^{2}, \mathcal{V}^{\mathrm{np}}\right)$. Thereby, due to the proof of Theorem 3.2, the assertion follows.

Proof of Proposition 5.4. Similar to the proof of Proposition 3.4.
Proof of Proposition 5.5. We make use of inequality (A.8) where $\breve{\varphi}_{k}$ is replaced by $\widehat{\varphi}_{k_{n}}$. From the proof of Proposition 5.1 we infer $\left\|n^{-1 / 2} \sum_{i=1}^{n}\left(\widehat{\varphi}_{k_{n}}\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\|^{2}=$ $o_{p}\left(\varsigma_{m_{n}}\right)$ and

$$
\begin{aligned}
&\left\langle n^{-1} \sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\widehat{\varphi}_{k_{n}}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle \\
&=\left\langle n^{-1} \sum_{i=1}^{n}\left(\varphi\left(Z_{i}\right)-\varphi_{0}\left(Z_{i}\right)\right) f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right), \sum_{i=1}^{n} U_{i} f_{\underline{m_{n}}}^{\tau}\left(W_{i}\right)\right\rangle+o_{p}\left(\varsigma_{m_{n}}\right)
\end{aligned}
$$

uniformly over all $\varphi \in \mathcal{J}_{n}^{\rho}$. Consequently, by using inequality (A.15) and following line by line the proof of Proposition 2.6, the assertion follows. In case of $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$ the assertion follows similarly.

## A.5. Technical assertions.

Let us introduce $X_{i i^{\prime}}:=\sqrt{2}\left(\varsigma_{m_{n}} n\right)^{-1} \sum_{j=1}^{m_{n}} U_{i} U_{i^{\prime}} f_{j}^{\tau}\left(W_{i}\right) f_{j}^{\tau}\left(W_{i^{\prime}}\right)$ and

$$
Q_{n i}:= \begin{cases}\sum_{l=1}^{i-1} X_{l i}, & \text { for } i=2, \ldots, n,  \tag{A.20}\\ 0, & \text { for } i=1 \text { and } i>n .\end{cases}
$$

Then clearly

$$
\begin{array}{r}
\left(\sqrt{2} \varsigma_{m_{n}} n\right)^{-1} \sum_{i \neq i^{\prime}} \sum_{j=1}^{m_{n}} U_{i} U_{i^{\prime}} f_{j}^{\tau}\left(W_{i}\right) f_{j}^{\tau}\left(W_{i^{\prime}}\right)=\sqrt{2}\left(\varsigma_{m_{n}} n\right)^{-1} \sum_{i<i^{\prime}} \sum_{j=1}^{m_{n}} U_{i} U_{i^{\prime}} f_{j}^{\tau}\left(W_{i}\right) f_{j}^{\tau}\left(W_{i^{\prime}}\right) \\
=\sum_{i<i^{\prime}} X_{i i^{\prime}}=\sum_{i=1}^{n} Q_{n i} .
\end{array}
$$

Let $\mathcal{B}_{n i}:=\mathcal{B}\left(\left(Z_{1}, Y_{1}, W_{1}\right), \ldots,\left(Z_{i}, Y_{i}, W_{i}\right)\right), 1 \leqslant i \leqslant n, n \geqslant 1$, be the $\sigma$-algebra generated by $\left(Z_{1}, Y_{1}, W_{1}\right), \ldots,\left(Z_{i}, Y_{i}, W_{i}\right)$. Since $U_{i} f_{j}^{\tau}\left(W_{i}\right), 1 \leqslant i \leqslant n$, are centered random variables it follows that $\left\{\left(\sum_{i^{\prime}=1}^{i} Q_{n i^{\prime}}, \mathcal{B}_{n i}\right), i \geqslant 1\right\}$ is a Martingale for each $n \geqslant 1$ and hence $\left\{\left(Q_{n i}, \mathcal{B}_{n i}\right), i \geqslant 1\right\}$ is a Martingale difference array for each $n \geqslant 1$. Moreover, it satisfies the conditions of Proposition A. 1 as shown in the following technical result.
Proposition A.1. If $\left\{\left(Q_{n i}, \mathcal{B}_{n i}\right), i \geqslant 1\right\}$ is a Martingale difference array for each $n \geqslant 1$ satisfying conditions

$$
\begin{align*}
& \sum_{i=1}^{\infty} \mathbb{E}\left|Q_{n i}\right|^{2} \leqslant 1 \quad \text { for all } n \geqslant 1,  \tag{A.21}\\
& \sum_{i=1}^{\infty} Q_{n i}^{2}=\nu+o_{p}(1) \quad \text { for some constant } \nu>0,  \tag{A.22}\\
& \sup _{i \geqslant 1}\left|Q_{n i}\right|=o_{p}(1) \tag{A.23}
\end{align*}
$$

then

$$
\sum_{i=1}^{\infty} Q_{n i} \xrightarrow{d} N(0, \nu) .
$$

Proof. See Awad [1981].
Note that this result has been also applied by Ghorai [1980] to establish asymptotic normality of an orthogonal series type density estimator.
Lemma A.2. Let $Q_{n i}$ be defined as in (A.20). Let Assumptions 1-4 be satisfied and assume $m_{n}\left(\sum_{j=1}^{m_{n}} \tau_{j}^{2}\right)^{2}=o(n)$. Then the conditions (A.21)-(A.23) hold true where $\nu=1$ if $\varsigma_{m_{n}}^{-1}=$ $o(1)$ and $\nu=1+\left(4 / 3 \varsigma_{\infty}^{4}\right) \sum_{j, j^{\prime}, l, l^{\prime}=1}^{\infty} \varsigma_{j j^{\prime}} \varsigma_{l l^{\prime}} \varsigma_{j l} \varsigma_{j^{\prime} l^{\prime}}$ if $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$.
Proof. Proof of (A.21). Observe that $\mathbb{E}\left[X_{1 i} X_{1 i^{\prime}}\right]=0$ for $i \neq i^{\prime}$ and thus, for $i=2, \ldots, n$ we have

$$
\begin{aligned}
\mathbb{E}\left|Q_{n i}\right|^{2}=\mathbb{E}\left|X_{1 i}+\cdots+X_{i-1, i}\right|^{2}= & (i-1) \mathbb{E}\left|X_{12}\right|^{2}=\frac{2(i-1)}{n^{2} \varsigma_{m_{n}}^{2}} \mathbb{E}\left|\sum_{j=1}^{m_{n}} U_{1} f_{j}^{\tau}\left(W_{1}\right) U_{2} f_{j}^{\tau}\left(W_{2}\right)\right|^{2} \\
& =\frac{2(i-1)}{n^{2} \varsigma_{m_{n}}^{2}} \sum_{j, j^{\prime}=1}^{m_{n}}\left(\mathbb{E} U^{2} f_{j}^{\tau}(W) f_{j^{\prime}}^{\tau}(W)\right)^{2}=\frac{2(i-1)}{n^{2}}
\end{aligned}
$$

by the definition of $\varsigma_{m_{n}}$. Thereby, we conclude

$$
\begin{equation*}
\sum_{i=1}^{n} \mathbb{E}\left|Q_{n i}\right|^{2}=\frac{2}{n^{2}} \sum_{i=1}^{n-1} i=\frac{n(n-1)}{n^{2}}=1-\frac{1}{n} \tag{A.24}
\end{equation*}
$$

which proves (A.21).
Proof of (A.22). We make use of the decomposition

$$
\begin{equation*}
\left|\sum_{i=1}^{n} Q_{n i}^{2}\right|^{2}=\sum_{i=1}^{n} Q_{n i}^{4}+\sum_{i \neq i^{\prime}} Q_{n i}^{2} Q_{n i^{\prime}}^{2}=: I_{n}+I I_{n} . \tag{A.25}
\end{equation*}
$$

Consider $I_{n}$. Observe that

$$
\begin{aligned}
& \mathbb{E}\left|Q_{n i}\right|^{4}=\mathbb{E}\left|\sum_{i^{\prime}=1}^{i-1} X_{i^{\prime}}\right|^{4}=\mathbb{E}\left|\frac{\sqrt{2}}{n \varsigma_{m_{n}}} \sum_{j=1}^{m_{n}} \tau_{j} U_{i} f_{j}\left(W_{i}\right) \sum_{i^{\prime}=1}^{i-1} U_{i^{\prime}} f_{j}\left(W_{i^{\prime}}\right)\right|^{4} \\
& \leqslant \frac{4 m_{n}}{n^{4} \varsigma_{m_{n}}^{4}}\left(\sum_{j=1}^{m_{n}} \tau_{j}^{2}\right)^{2} \sum_{j=1}^{m_{n}} \mathbb{E}\left|U f_{j}(W)\right|^{4} \mathbb{E}\left|\sum_{i^{\prime}=1}^{i-1} U_{i^{\prime}} f_{j}\left(W_{i^{\prime}}\right)\right|^{4} \\
&=\frac{4 m_{n}}{n^{4} \varsigma_{m_{n}}^{4}}\left(\sum_{j=1}^{m_{n}} \tau_{j}^{2}\right)^{2} \sum_{j=1}^{m_{n}} \mathbb{E}\left|U f_{j}(W)\right|^{4}\left((i-1) \mathbb{E}\left|U f_{j}(W)\right|^{4}+3(i-1)(i-2) \varsigma_{j j}^{2}\right)
\end{aligned}
$$

where we used that $\mathbb{E}\left[U f_{j}(W)\right]=0$. Since $\sum_{i=1}^{n} 3(i-1)(i-2)=n(n-1)(n-2)$ (proof by induction) and $\tau$ is nonincreasing with $\tau_{1}=1$ we conclude
$\sum_{i=1}^{n} \mathbb{E} Q_{n i}^{4} \leqslant \frac{4 m_{n}}{n^{4} \varsigma_{m_{n}}^{4}}\left(\sum_{j=1}^{m_{n}} \tau_{j}^{2}\right)^{2}\left(\frac{n(n-1)}{2} \sum_{j=1}^{m_{n}}\left(\mathbb{E}\left|U f_{j}(W)\right|^{4}\right)^{2}+n(n-1)(n-2) \sum_{j=1}^{m_{n}} \varsigma_{j j}^{2} \mathbb{E}\left|U f_{j}(W)\right|^{4}\right)$
By using Assumptions (1) and (2), i.e., $\sup _{j \in \mathbb{N}} \mathbb{E}\left[f_{j}^{4}(W)\right] \leqslant \eta^{4}$ and $\mathbb{E}\left[U^{4} \mid W\right] \leqslant \sigma^{4}$, we get $\max _{1 \leqslant j \leqslant m_{n}} \mathbb{E}\left|U f_{j}(W)\right|^{4} \leqslant \eta^{4} \sigma^{4}$ and thus, $\sum_{i=1}^{n} \mathbb{E}\left|Q_{n i}\right|^{4}=o(1)$. Consider $I I_{n}$. We calculate for $i<i^{\prime}$

$$
\begin{aligned}
Q_{n i}^{2} Q_{n i^{\prime}}^{2}=\left(\sum_{k=1}^{i-1} X_{k i}^{2}\right)\left(\sum_{k=1}^{i^{\prime}-1} X_{k i^{\prime}}^{2}\right)+\left(\sum_{k=1}^{i-1} X_{k i}^{2}\right)\left(\sum_{k \neq k^{\prime}}^{i^{\prime}-1} X_{k i^{\prime}} X_{k^{\prime} i^{\prime}}\right) \\
+\left(\sum_{k \neq k^{\prime}}^{i-1} X_{k i} X_{k^{\prime} i}\right)\left(\sum_{k=1}^{i^{\prime}-1} X_{k i^{\prime}}^{2}\right)+\left(\sum_{k \neq k^{\prime}}^{i-1} X_{k i} X_{k^{\prime} i}\right)\left(\sum_{k \neq k^{\prime}}^{i^{\prime}-1} X_{k i^{\prime}} X_{k^{\prime} i^{\prime}}\right) \\
=: A_{i i^{\prime}}+B_{i i^{\prime}}+C_{i i^{\prime}}+D_{i i^{\prime}} .
\end{aligned}
$$

Consider $A_{i i^{\prime}}$. By exploiting relation (A.24) we have

$$
\begin{equation*}
\mathbb{E}\left|\sum_{i=1}^{n} \sum_{k=1}^{i-1} X_{k i}^{2}-1\right|^{2}=\sum_{i, i^{\prime}=1}^{n} \mathbb{E} A_{i i^{\prime}}-2 \sum_{i=1}^{n}(i-1) \mathbb{E}\left|X_{12}\right|^{2}+1=\sum_{i, i^{\prime}=1}^{n} \mathbb{E} A_{i i^{\prime}}-1+o(1) . \tag{A.26}
\end{equation*}
$$

It is easily seen that $\mathbb{E} A_{i i^{\prime}}=2(i-1) \mathbb{E} X_{12}^{2} X_{23}^{2}+(i-1)\left(i^{\prime}-3\right)\left(\mathbb{E} X_{12}^{2}\right)^{2}$. Moreover, since $\sum_{i<i^{\prime}}(i-1)=\sum_{i^{\prime}=1}^{n} \sum_{i=1}^{i^{\prime}-1}(i-1)=\sum_{i^{\prime}=1}^{n}\left(i^{\prime}-1\right)\left(i^{\prime}-2\right) / 2=n(n-1)(n-2) / 6$ and
$\sum_{i<i^{\prime}}(i-1)\left(i^{\prime}-3\right)=\sum_{i^{\prime}=1}^{n}\left(i^{\prime}-3\right)\left(i^{\prime}-2\right)\left(i^{\prime}-1\right) / 2=n(n-1)(n-2)(n-3) / 8($ proof by induction) we obtain

$$
\begin{aligned}
& 2 \sum_{i<i^{\prime}} \mathbb{E} A_{i i^{\prime}}=4 \mathbb{E} X_{12}^{2} X_{23}^{2} \sum_{i<i^{\prime}}(i-1)+2\left(\mathbb{E} X_{12}^{2}\right)^{2} \sum_{i<i^{\prime}}(i-1)\left(i^{\prime}-3\right) \\
& =\frac{8 n(n-1)(n-2)}{3 n^{4} \varsigma_{m_{n}}^{4}}\left(\sum_{j, j^{\prime}, l, l^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} \varsigma l l^{\prime}\right. \\
& \left.\mathbb{E} U^{4} f_{j}^{\tau}(W) f_{j^{\prime}}^{\tau}(W) f_{l}^{\tau}(W) f_{l^{\prime}}^{\tau}(W)\right) \\
& \\
& +\frac{n(n-1)(n-2)(n-3)}{n^{4}} .
\end{aligned}
$$

Moreover, by applying Cauchy Schwarz's inequality twice

$$
\begin{array}{r}
\sum_{j, j^{\prime}, l, l^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} \varsigma_{l l^{\prime}} \mathbb{E} U^{4} f_{j}^{\tau}(W) f_{j^{\prime}}^{\tau}(W) f_{l}^{\tau}(W) f_{l^{\prime}}^{\tau}(W) \leqslant \max _{1 \leqslant j \leqslant m_{n}} \mathbb{E}\left|U f_{j}(W)\right|^{4}\left(\sum_{j, j^{\prime}=1}^{m_{n}} \sqrt{\tau_{j} \tau_{j^{\prime}}} \varsigma_{j j^{\prime}}\right)^{2} \\
\leqslant \sigma^{4} \eta^{4} \varsigma_{m_{n}}^{2} m_{n} \sum_{j=1}^{m_{n}} \tau_{j}^{2}
\end{array}
$$

Thereby, since $m_{n} \sum_{j=1}^{m_{n}} \tau_{j}^{2}=o(n)$ it holds $2 \sum_{i<i^{\prime}} \mathbb{E} A_{i i^{\prime}}=1+o(1)$. Obviously $\sum_{i=1}^{n} \mathbb{E} A_{i i}=$ $o(1)$. Hence decomposition (A.26) yields $2 \sum_{i<i^{\prime}} A_{i i^{\prime}}=1+o_{p}(1)$. Now consider $B_{i i^{\prime}}$. Since $\left(\sum_{l=1}^{m_{n}} \varsigma_{l l}\right)^{2} \leqslant m_{n} \sum_{l=1}^{m_{n}} \varsigma_{l l}^{2} \leqslant m_{n} \varsigma_{m_{n}}^{2}$ and $\varsigma_{j j^{\prime}}=\mathbb{E} U^{2} f_{j}^{\tau}(W) f_{j^{\prime}}^{\tau}(W)$ we conclude

$$
\begin{aligned}
& \left|\mathbb{E} B_{i i^{\prime}}\right|=\left|2 \sum_{k=1}^{i-1} \mathbb{E} X_{k i}^{2} X_{k i^{\prime}} X_{i i^{\prime}}\right| \\
& \leqslant \frac{8(i-1)}{n^{4} \varsigma_{m_{n}}^{4}} \sum_{j, j^{\prime}, l, l^{\prime}=1}^{m_{n}}\left|\varsigma_{l l^{\prime}} \mathbb{E} U^{3} f_{j}^{\tau}(W) f_{j^{\prime}}^{\tau}(W) f_{l}^{\tau}(W) \mathbb{E} U^{3} f_{j}^{\tau}(W) f_{j^{\prime}}^{\tau}(W) f_{l^{\prime}}^{\tau}(W)\right| \\
& \leqslant \frac{8(i-1)}{n^{4} \varsigma_{m_{n}}^{4}}\left(\sum_{l, l^{\prime}=1}^{m_{n}} \varsigma_{l l^{\prime}} \sqrt{\varsigma_{l l} \varsigma_{l^{\prime} l^{\prime}}}\right)\left(\sum_{j, j^{\prime}=1}^{m_{n}} \mathbb{E}\left|U^{2} f_{j}^{\tau}(W) f_{j^{\prime}}^{\tau}(W)\right|^{2}\right) \\
& \\
& \leqslant \frac{8(i-1)}{n^{4} \varsigma_{m_{n}}^{4}}\left(\sum_{l, l^{\prime}=1}^{m_{n}} \varsigma_{l l^{\prime}}^{2}\right)^{1 / 2}\left(\sum_{l=1}^{m_{n}} \varsigma_{l l}\right) \mathbb{E}\left\|U f_{\underline{m_{n}}}^{\tau}(W)\right\|^{4} \leqslant \frac{8(i-1) \sqrt{m_{n}}}{n^{4} \varsigma_{m_{n}}^{2}} \mathbb{E}\left\|U f_{\underline{m_{n}}}^{\tau}(W)\right\|^{4} .
\end{aligned}
$$

Estimate (A.1), i.e., $\mathbb{E}\left\|U f_{\underline{m_{n}}}^{\tau}(W)\right\|^{4} \leqslant \eta^{4} \sigma^{4} m_{n} \sum_{j=1}^{m_{n}} \tau_{j}^{2}$, yields $\sum_{i<i^{\prime}}\left|\mathbb{E} B_{i i^{\prime}}\right|=o(1)$ as $n \rightarrow \infty$. Also it is easily seen that $\mathbb{E} C_{i i^{\prime}}=0$ and hence $\sum_{i<i^{\prime}} \mathbb{E} C_{i i^{\prime}}=0$. For $D_{i i^{\prime}}$ we treat two cases seperately. First consider the case $\varsigma_{m_{n}}^{-1}=o(1)$. Using twice the law of iterated
expectation gives

$$
\begin{aligned}
& \mathbb{E} D_{i i^{\prime}}=\mathbb{E}\left(\sum_{k \neq k^{\prime}}^{i-1} X_{k i} X_{k^{\prime} i}\right)\left(\sum_{k \neq k^{\prime}}^{i^{\prime}-1} X_{k i^{\prime}} X_{k^{\prime} i^{\prime}}\right)=4 \sum_{k<k^{\prime}}^{i-1} \mathbb{E} X_{k i} X_{k^{\prime} i} X_{k i^{\prime}} X_{k^{\prime} i^{\prime}} \\
& =4 \sum_{k<k^{\prime}}^{i-1} \mathbb{E}\left[X_{k i} X_{k^{\prime} i} \mathbb{E}\left[X_{k i^{\prime}} X_{k^{\prime} i^{\prime}} \mid\left(Y_{k}, Z_{k}, W_{k}\right),\left(Y_{k^{\prime}}, Z_{k^{\prime}}, W_{k^{\prime}}\right),\left(Y_{i}, Z_{i}, W_{i}\right)\right]\right] \\
& =\frac{8}{n^{2} \varsigma_{m_{n}}^{2}} \sum_{k<k^{\prime}}^{i-1} \mathbb{E}\left[\mathbb{E}\left[X_{k i} X_{k^{\prime} i} \mid\left(Y_{k}, Z_{k}, W_{k}\right),\left(Y_{k^{\prime}}, Z_{k^{\prime}}, W_{k^{\prime}}\right)\right] \sum_{j, j^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} U_{k} f_{j}^{\tau}\left(W_{k}\right) U_{k^{\prime}} f_{j^{\prime}}^{\tau}\left(W_{k^{\prime}}\right)\right] \\
& =\frac{8}{n^{4} \varsigma_{m_{n}}^{4}} \mathbb{E}\left|\sum_{j, j^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} U_{1} f_{j}^{\tau}\left(W_{1}\right) U_{2} f_{j^{\prime}}^{\tau}\left(W_{2}\right)\right|^{2}(i-1)(i-2) \\
& =\frac{8}{n^{4} \varsigma_{m_{n}}^{4}} \sum_{j, j^{\prime}, l, l^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} \varsigma_{l l^{\prime}} \varsigma_{j l} \varsigma_{j^{\prime} l^{\prime}}(i-1)(i-2) .
\end{aligned}
$$

Since $\sum_{j, j^{\prime}, l, l^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} \varsigma_{l l^{\prime}} \varsigma_{j l} \varsigma_{j^{\prime} l^{\prime}} \leqslant \varsigma_{m_{n}}^{2}$ and $\varsigma_{m_{n}}^{-1}=o(1)$ we obtain

$$
\sum_{i<i^{\prime}} \mathbb{E} D_{i i^{\prime}} \leqslant \frac{8}{n^{4} \varsigma_{m_{n}}^{2}} \sum_{i<i^{\prime}}(i-1)(i-2)=\frac{2 n(n-1)(n-2)(n-3)}{3 \varsigma_{m_{n}}^{2} n^{4}}=o(1)
$$

and hence $2 \sum_{i<i^{\prime}} \mathbb{E} Q_{n i}^{2} Q_{n i^{\prime}}^{2}=1+o(1)$. Second, consider the case $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$. It holds

$$
\begin{equation*}
\sum_{i, i^{\prime}=1}^{n} D_{i i^{\prime}}=\left(2\left(n \varsigma_{m_{n}}\right)^{-2} \sum_{i=1}^{n} \sum_{j, j^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} \sum_{k \neq k^{\prime}}^{i-1} U_{k} U_{k^{\prime}} f_{j}^{\tau}\left(W_{k}\right) f_{j^{\prime}}^{\tau}\left(W_{k^{\prime}}\right)\right)^{2}+o_{p}(1) . \tag{A.27}
\end{equation*}
$$

Indeed, condition $\sum_{j=1}^{m_{n}} \tau_{j}^{2}=O(1)$ yields

$$
\begin{aligned}
& \mathbb{E}\left|\frac{2}{\left(n \varsigma_{m_{n}}\right)^{2}} \sum_{i=1}^{n} \sum_{j, j^{\prime}=1}^{m_{n}}\left(U_{i}^{2} f_{j}^{\tau}\left(W_{i}\right) f_{j^{\prime}}^{\tau}\left(W_{i}\right)-\varsigma_{j j^{\prime}}\right) \sum_{k \neq k^{\prime}}^{i-1} U_{k} U_{k^{\prime}} f_{j}^{\tau}\left(W_{k}\right) f_{j^{\prime}}^{\tau}\left(W_{k^{\prime}}\right)\right|^{2} \\
& \leqslant \frac{4}{\left(n \varsigma_{m_{n}}\right)^{4}} \sum_{i=1}^{n} \sum_{j, j^{\prime}=1}^{m_{n}} \tau_{j}^{2} \tau_{j^{\prime}}^{2} \mathbb{E}\left|U^{2} f_{j}(W) f_{j^{\prime}}(W)\right|^{2} \mathbb{E}\left|\sum_{k \neq k^{\prime}}^{i-1} U_{k} U_{k^{\prime}} f_{j}\left(W_{k}\right) f_{j^{\prime}}\left(W_{k^{\prime}}\right)\right|^{2} \\
& \leqslant \frac{4 \sigma^{8} \eta^{8}}{\left(n \varsigma_{m_{n}}\right)^{4}}\left(\sum_{j=1}^{m_{n}} \tau_{j}^{2}\right)^{2} \sum_{i=1}^{n}(i-1)(i-2)=o(1)
\end{aligned}
$$

which proves (A.27). Moreover, since

$$
\begin{aligned}
& \mathbb{E}\left|\frac{2}{\left(n \varsigma_{m_{n}}\right)^{2}} \sum_{i=1}^{n} \sum_{j, j^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} \sum_{k \neq k^{\prime}}^{i-1} U_{k} U_{k^{\prime}} f_{j}^{\tau}\left(W_{k}\right) f_{j^{\prime}}^{\tau}\left(W_{k^{\prime}}\right)\right|^{2} \\
& =\frac{4 n}{\left(n \varsigma_{m_{n}}\right)^{4}} \sum_{i=1}^{n} \sum_{k \neq k^{\prime}}^{i-1} \mathbb{E}\left|\sum_{j, j^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} U_{k} U_{k^{\prime}} f_{j}^{\tau}\left(W_{k}\right) f_{j^{\prime}}^{\tau}\left(W_{k^{\prime}}\right)\right|^{2}=\frac{4}{3 \varsigma_{m_{n}}^{4}} \sum_{j, j^{\prime}, l, l^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} \varsigma_{l l^{\prime}} \varsigma_{j l} \varsigma_{j^{\prime} l^{\prime}}+o(1)
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathbb{E}\left|\frac{2}{\left(n \varsigma_{m_{n}}\right)^{2}} \sum_{i=1}^{n} \sum_{j, j^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} \sum_{k \neq k^{\prime}}^{i-1} U_{k} U_{k^{\prime}} f_{j}^{\tau}\left(W_{k}\right) f_{j^{\prime}}^{\tau}\left(W_{k^{\prime}}\right)\right|^{4} \\
& =\frac{16}{n^{6} \varsigma_{m_{n}}^{8}} \sum_{i, i^{\prime}=1}^{n} \sum_{k \neq k^{\prime}}^{i-1} \sum_{l \neq l^{\prime}}^{i^{\prime}-1} \mathbb{E}\left|\sum_{j, j^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} U_{k} U_{k^{\prime}} f_{j}^{\tau}\left(W_{k}\right) f_{j^{\prime}}^{\tau}\left(W_{k^{\prime}}\right)\right|^{2}\left|\sum_{j, j^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} U_{l} U_{l^{\prime}} f_{j}^{\tau}\left(W_{l}\right) f_{j^{\prime}}^{\tau}\left(W_{l^{\prime}}\right)\right|^{2} \\
& =\frac{16}{n^{6} \varsigma_{m_{n}}^{8}} \sum_{i, i^{\prime}=1}^{n}(i-1)(i-2)\left(i^{\prime}-3\right)\left(i^{\prime}-4\right)\left(\mathbb{E}\left|U_{1} U_{2} \sum_{j, j^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} f_{j}^{\tau}\left(W_{1}\right) f_{j^{\prime}}^{\tau}\left(W_{2}\right)\right|^{2}\right)^{2}+o(1) \\
& =\frac{16}{9 \varsigma_{m_{n}}^{8}}\left(\sum_{j, j^{\prime}, l, l^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} \varsigma_{l l^{\prime}} \varsigma_{j l} \varsigma_{j^{\prime} l^{\prime}}\right)^{2}+o(1)
\end{aligned}
$$

it holds

$$
\mathbb{E}\left|\left(\frac{2}{\left(n \varsigma_{m_{n}}\right)^{2}} \sum_{i=1}^{n} \sum_{j, j^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} \sum_{k \neq k^{\prime}}^{i-1} U_{k} U_{k^{\prime}} f_{j}^{\tau}\left(W_{k}\right) f_{j^{\prime}}^{\tau}\left(W_{k^{\prime}}\right)\right)^{2}-\frac{4}{3 \varsigma_{m_{n}}^{4}} \sum_{j, j^{\prime}, l, l^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} \varsigma l l^{\prime} \varsigma_{j l} \varsigma_{j^{\prime} l^{\prime}}\right|^{2}=o(1) .
$$

In light of equality (A.27) we have shown

$$
\sum_{i, i^{\prime}=1}^{n} D_{i i^{\prime}}=\frac{4}{3 \varsigma_{m_{n}}^{4}} \sum_{j, j^{\prime}, l, l^{\prime}=1}^{m_{n}} \varsigma_{j j^{\prime}} \varsigma l l^{\prime} \varsigma_{j l j^{\prime} l^{\prime}}+o_{p}(1) .
$$

Consequently, $2 \sum_{i<i^{\prime}} \mathbb{E} Q_{n i}^{2} Q_{n i^{\prime}}^{2}=1+\left(4 / 3 \varsigma_{\infty}^{4}\right) \sum_{j, j^{\prime}, l, l^{\prime}=1}^{\infty} \varsigma_{j j^{\prime}} \varsigma l_{l} \varsigma_{j l} \varsigma_{j^{\prime} l^{\prime}}+o(1)$ which, in light of decomposition (A.25), completes the proof (A.22).
Proof of (A.23). Note that $\mathbb{P}\left(\sup _{i \geqslant 1}\left|Q_{n i}\right|>\varepsilon\right) \leqslant \sum_{i=1}^{n} \mathbb{P}\left(Q_{n i}^{2}>\varepsilon^{2}\right)$ and, hence the assertion follows from the Markov inequality.

Consider the function $\delta \in L_{Z}^{4}$ introduced in Subsection 2.3. Let us denote
$\widetilde{Q}_{n i}=\sqrt{2}\left(\varsigma_{m_{n}} n\right)^{-1} \sum_{i^{\prime}=1}^{i-1} \sum_{j=1}^{m_{n}} \tau_{j}\left(U_{i}+n^{-1 / 2} \delta\left(Z_{i}\right)\right) f_{j}\left(W_{i}\right)\left(\left(U_{i^{\prime}}+n^{-1 / 2} \delta\left(Z_{i^{\prime}}\right)\right) f_{j}\left(W_{i^{\prime}}\right)-n^{-1 / 2}[T \delta]_{j}\right)$.
Lemma A.3. Under the conditions of Theorem 2.2 the process $\left\{\left(\widetilde{Q}_{n i}, \mathcal{B}_{n i}\right), i \geqslant 1\right\}$ satisfies the conditions of Proposition A.1.
Proof. From the definition of $\widetilde{Q}_{n i}$ we infer that $\left\{\left(\sum_{i^{\prime}=1}^{i} \widetilde{Q}_{n i^{\prime}}, \mathcal{B}_{n i}\right), i \geqslant 1\right\}$ is a Martingale and, in particular $\left\{\left(\widetilde{Q}_{n i}, \mathcal{B}_{n i}\right), i \geqslant 1\right\}$ forms a Martingale difference array. Moreover, following line by line the proof of Lemma A. 2 it is easy to see that $\widetilde{Q}_{n i}$ satisfies conditions (A.21)-(A.23). Now Proposition A. 1 yields $I_{n} \xrightarrow{d} \mathcal{N}(0, \nu)$ where $\nu=$ $1+\left(4 / 3 \varsigma_{\infty}^{4}\right) \sum_{j, j^{\prime}, l, l^{\prime}=1}^{\infty} \varsigma_{j j^{\prime}} \varsigma_{l l^{\prime}} \varsigma_{j l} \varsigma_{j^{\prime} l^{\prime}}$, which completes the proof.
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