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1 GENERAL INTRODUCTION

“The questionnaire designer must understand thelne@retest, pretest,

and then pretest some more.”

AMERICAN STATISTICAL ASSOCIATION (1999, p. 11)

The survey is a cornerstone in the toolbox of theiad sciences (Groves et al.,
2009). A respondent’s answers about facts, pexptibeliefs, values, opinions,
attitudes, or behaviors are not only used to meggublic opinion and to understand
the workings of a group or society but also to infgolitical decisions (e.g., Foddy,
1993; Fowler, 2013; Groves et al., 2009). Thus,stjaes asked in surveys should
produce data that are valid, reliable, and unbigBed/ler, 2013; Fowler & Cannell,
1996; Schober & Conrad, 1997). A critical stephis &nd is to design the survey in
a way that (i) each respondent comprehends thetigngs (i) all respondents
understand the questions in the same way, andfigpdlgi (iii) understand them as
the researcher intended them to be understoodiditi@n, the questions should only
ask for information that respondents have availabig can retrieve. This is the task
of surveypretestingand evaluation(Collins, 2015; De Leeuw, Hox, & Dillman,
2007; Fowler, 1995, 2013; Madans et al., 2011;evijiip014).

Survey methodologists have a broad and growingokehethods at their
disposal (see section 12)Thus, a key question with which any pretester is
confronted is which methods, or which compoundsna@thods, are maximally
productive (and eventuallyefficien) in detecting potential problems with survey
items. The present thesis contributes to the utalaigg of this vital issue by
presenting novel experimental results on the privdtic of eye trackingin survey
pretesting, both as a stand-alone technique ancbmjunction with the standard

method of cognitive interviewing.

! Examples are conventional pretests, cognitiveniigers, behavior coding, response latency
measurement, formal respondent debriefings, an@érexpviews. See Presser et al. (2004) for an
overview.
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Eye tracking is one of the most recent additionsht® survey pretester’'s toolbox.
During eye tracking, the position of respondenigsis observed, to detect where
they are looking. While being recognized as a psimgi technique to indicate
potential problems with survey items and obtainigints into the underlying
cognitive processes (Galesic & Yan, 2011), theréttie resilient evidence on its
productivity. The research presented in this thssgesigned to address this gap in
the current literature.

The core part of the thesis consists of three otlatt experiments, which are
presented in chapters 2 through Zhe first two studies examine eye tracking in
conjunction with cognitive interviewing, which isicently the most frequently used
method in survey pretesting (Beatty & Willis, 20@Ptesser et al., 2004), such that a
joint implementation of eye tracking and cognitiveerviewing appears to be a
natural point of departure. Chapter 2 reports arethod comparison experiment that
is designed to examine whether a cognitive intevvgupplemented with eye
tracking is more productive in detecting potengiedblems than cognitive interviews
alone. Chapter 3 compares two eye-tracking-supgpodegnitive interviewing
technigues with respect to their productivity. Tl study (chapter 4) utilizes eye
tracking as a stand-alone technique to add nosgéihits on the cognitive processing
of forced-choice vs. check-all-that-apply quesfiommats.

The remainder of the present chapter is devotédet@xposition of a concise
framework for the three original contributions. @t 1.1 briefly reviews the
fundamental problem that motivates pretesting, mammeasurement error
Specifically, the cognitive processes that are lvea in question response and the
associated sources of response error are discuSsetion 1.2 introduces the set of
standard pretesting methods. For later referendecus is set on eye tracking and
cognitive interviewing. Section 1.3 is devoted tmare detailed outline of the main

research questions addressed within the thesisaaunmary of its findings. The

2 Variants of two of these chapters have been phddisin thelnternational Journal of Social
Research Methodolodgghapter 2) and th8ocial Science Computer Revi@hapter 3). A version of
chapter 4 is currently under reviewragld Methods
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final section concludes with a discussion of thditytof eye tracking in survey

pretesting and suggests directions for future rekea

1.1 Measurement error and the question-response pcess

There are many factors that can have an impacthenquality of a survey, for
example, coverage, data collection, or data praogsdn the field of survey
methodology, these factors are often framed bycthecept oftotal survey error
(Groves et al., 2009; Groves & Lyberg, 2010). Bakye this concept differentiates
between the quality of measurement and the qualitige representation of the target
population (see Figure 1.1)During each of the steps, there is a risk of error
(represented by ellipses, Groves et al., 2009).

One type of error that occurs during the measur¢pr@cess isneasurement
error or error of observation. Measurement error can appethe response process
while a question is being answered by the survepaedents. It is defined as the
deviation of the provided response from the truduevathat the measurement
instrument is designed to measure. These errorkl dm random or systematic,
resulting in variance or bias, respectively. Systeendeviationan result in biased
estimates of all respondents or of a specific sulHg of respondents (Groves et al.,
2009).

According to Biemer et al. (1991), there are thmeain sources of
measurement error:. the questionnaire, the methodlatd collection, and the
respondent.Each of these sources can introduce error separhte they can also

interact. The following section describes how regfemts produce an answer by

% In an earlier work, Groves (1989) distinguisheswieen errors of nonobservation (coverage,
sampling, nonresponse errors) and errors of obSenvderrors arising from the mode of data
collection, interviewers, measurement instrumeotgtand respondents themselves). Groves (1989,
p.11) defines observational errors as “deviatidith® answer of respondents from their true vabfes
measurement” and non-observational errors as ‘®rldsing because measurements were not taken
on part of the whole population.” Errors of nonatva¢ion are not discussed here.

“ Using interviewers introduces a fourth sourcerofre However, eye tracking is especially useful fo
visually presented, self-administered questionsaifor this reason, | will concentrate on the
questionnaire, the respondent, and their intenactio
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reviewing the cognitive processes underlying surkesponses and how this can

affect measurement accuracy.

Measurement Regentation

Construct Inferential Population

- v Target Population
Measurement - Coverage
< Error

Measurement Sampling Frame
Error 4 - Sampling
Response v Error
Sample
Processing Nonresponse
Error v Error

Edited Data Respondents

\/

Survey Statistic

Figure 1.1. Total survey error components linkedteps in the measurement and
representational inference process (Groves & Lyli#0dO0, p. 856).

With the entrance of cognitive psychology into fledd of survey methodology in
the early 1980s — which is typically referred to “asgnitive aspects of survey
methodology” (CASM) — more emphasis has been plameadognitive aspects in
guestion evaluation, to improve the quality of deddection (Fowler, 2013; Miller,
2014). The CASM approach assumes that, when respprid survey questions,
respondents are required to go through a seriesowiplex cognitive processes.
Understanding these processes is pivotal to quedésign and the classification and
reduction of the different types of response ef8nhwarz, 2007; Tourangeau, Rips,
& Rasinski, 2000; Willis, 2005).

Tourangeau’s four-stage question-answer modeldasnibst widely cited. It
divides the response process into four distincpsstthat respondents have to
complete in order to answer a question. Responadeuass comprehend the question
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or item, retrieve relevant information, make usetlo¢ information to form a
judgment, and report to the question or item bg&elg a response (Bradburn, 2004;
Collins, 2015; Schwarz, 2007; Tourangeau, 1984 fOur steps won’t necessarily
be followed in a linear sequence, beginning witmpeehension of the question and
ending with reporting an answer. This process, et involves moving back and
forth, multiple iterations, and overlaps betweeesth steps (as illustrated in Figure
1.2). Some of the processes may even be skippegletsty (Bradburn, 2004;
Tourangeau et al., 2000).

LN N

Question Information Judgment & .| Reporting an
comprehension > retrieval > estimation g answer

o> >

Figure 1.2. A model of the four-step survey respgm®cess (Groves et al., 2009, p.
218).

Accurate responses can only be expected when résptsn move carefully and
thoroughly through all four steps of answering aegjion (termedoptimizing
respondent behavior, Krosnick & Alwin, 1987; Kroski 1991). Depending on the
question, this can be quite demanding, requiririgstguntial cognitive effort from the
respondents. In contrasttisficingoccurs if respondents take shortcuts and perform
the response steps only superficially, for exampleen selecting neutral response
categories, searching their memories less thorgughlwhen giving random guesses
(Tourangeau & Bradburn, 2010). Satisficing can atsmcur in the form of
acquiescence bias: the tendency to agree, regsrdfethe content (Schuman &
Presser, 1981). How much cognitive effort respotglare willing to invest at each
of the four stages and the likelihood of satisficidepends on the difficulty and
complexity of the task involved (e.g. question idiffty), respondent’s cognitive
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ability, and respondent’s motivation (Biemer & Lyge2003; Cannell et al., 1981;
Groves et al., 2009; Krosnick, 1991; Schwarz & Hi#pp1991). Each of the steps
and the corresponding difficulties will be outlined more detail in the following.
This provides a useful framework to describe whargnitive pretesting methods
have to be applied to uncover sources of erronduguestion completion.

Comprehensionin the first stage of the question-answer procesgsiestion
comprehension — respondents have to understandinhtargret the meaning of the
question and the underlying response task. Compdéhg a question involves not
only decoding thditeral meaning of the question, but also to infer whydhestion
is being asked (the question designer’s intentam) what constitutes an appropriate
answer to this question, which is referred to as ghagmatic meaning of the
question (Clark & Schaeffer, 1989; Schwarz, Gra&e3chuman, 1995). Difficulties
at this stage may arise because respondents mawptice or understand instructions
given to answer the question or, having noticedytmay not bother to read or
follow them.

The question may include terms that are unfamitidhe respondent or terms
that are vague or undefined, which can then be rstwh in different ways by
different respondents. If respondents differ inrtk@derstanding or interpretation of
the question’s intent, or of single words, comparsbetween their answers will not
be valid. Misunderstandings can even occur in guestusing common terms, such
as “weekday”, “children” or “regularly” (Belson, 82). Additionally, respondents
may simply ignore definitions of unfamiliar or tewbal terms when they are
provided with the question (Conrad, Couper, Toueangy & Peytchev, 2006).
Further types of comprehension problems might oeduen words have different
meanings (lexical ambiguity) or are used in différevays (structural ambiguity)
(Bradburn, 2004).

How well a question is understood also dependshergtiestion length. It is
generally recommended to ask short and simple igmsstind to avoid long or
complex questions, to increase question comprebiétysie.g., Belson, 1981). If a
guestion is too complex, it may simply overload ttwgnitive resources of the

respondents, so that the likelihood that they wik able to perform the
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comprehension process accurately and thoroughlyedses (Tourangeau et al.,
2000). On the other hand, long questions may hedpandents by providing more
information, e.g., through explanations or clanfyi clauses. Question designers
therefore face a trade-off between designing stpoestions and being more precise
and, thus, making the questions more complex affidudi to understand (Bradburn
& Sudman, 1991). Another type of problem involvagesfions that may contain
presuppositions or assumptions that are not apitefyr or are not accepted by the
respondent (so-called faulty presuppositions, GCsateal., 2009).

If respondents have problems in understanding astoue they might
interpret all kinds of design features as a soofdaformation that determines what
is expected of them and helps them to solve thaitieg tasks required to give an
answer; these design features include the posittbnthe question in the
questionnaire, the number and order of respons®rgptand the visual design
(Schwarz & Hippler, 1991; Sudman & Bradburn, 198Respondents also use
pictures (Couper, Conrad, & Tourangeau, 2007) c@ tlesponse -categories
themselves (e.g., Winkielman, Knauper, & Schwa@88) as information to clarify
the question’s meaning. Thereby, respondents censidt the question designer has
selected the response categories carefully, toiggowore information about what
the researcher is interested in and what is apiatepto be reportédBradburn &
Sudman, 1991; Schwarz & Hippler, 1991). An esskmianponent to minimize
systematic and variable errors when using quesigsn®easures in surveys is, thus,
to ensure that all respondents are able to unaerdtee questions unambiguously
(Collins, 2015; Tourangeau & Bradburn, 2010).

Retrieval of informationOnce respondents have comprehended the question,
they then (usually) have to retrieve the neededrimétion from memory. This step
involves adopting a recall strategy, generatingeeal cues that help to recall the
information needed, recalling memories, and recao8hg partial memories

through inference (Tourangeau et al., 2000). Wiretepting survey questions, key

® Schwarz et al. (1985) showed that the range gforese frequencies, presented either as high- or
low-frequency response alternatives, served agrirgtion about what is considered to be “normal”
TV consumption, which thus affected respondentsheges.



GENERAL INTRODUCTION 16

issues are to assess whether and how well infoomatn be recalled — What types
of information does the respondent need to reratyder to answer the question? —
and the recall strategy the respondent uses tevetthe information (Krosnick &
Presser, 2010; Willis, 2005).

Difficulties in providing the information being ragsted occur because
respondents are either not willing or able to exipre cognitive effort necessary to
thoughtfully search their memory (Tourangeau et aD00). How successful
respondents are in retrieving the information resgiiand how accurate their
memories are is determined by several factorst, Fivs distinctiveness or salience of
the events is an important aspect. Events that emaional, important, or remained
unique are easier to recall because the memory isaben stronger and less effort is
necessary. Second, it is easier to retrieve infoamaf there is a fit between the
terms used in the question and the original expeeeor event and if the question
contains cues that support the respondent’s owall retcategies. Further factors that
affect the ability to retrieve accurately are themory sources — is it firsthand
experience or not — the recall order, and how lagg the events occurred. Events
that happened long ago are generally harder tdl f@aaurangeau et al., 2000). In
addition, all the information relating to the quest(question wording, precoded lists
of response alternatives, preceding questionsetargntext in which the question is
asked, survey material, images, emotions, etcveseas retrieval cues that activate
and guide the memory search process to the infwmaeing requested (Bradburn,
2004; Bradburn & Sudman, 1991). When taking respatsl willingness into
account, it cannot be assumed that respondentstimiere cognitive effort than
necessary. Rather, they simply search their mesdoierelevant information until
they reach some sort of estimate. Commonly, this i information that is most
easily accessible at this moment (Krosnick, 1991).

Judgment and estimatiom the third stage of the question-answer process,
respondents have to combine and integrate allnmdition that they have retrieved
from memory to come to a judgment. According to remgeau at al. (2000), this
process involves cognitive tasks such as evaludtiagelevance and completeness

of the recalled information, drawing inferencesdsh®n the information that was
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available most directly, adjusting for what is nmgs(memory gaps), or combining
and integrating the information retrieved. If a sfien asks for chronically accessible
information that is well rehearsed, or for whicle ttrespondents have a pre-defined
position, respondents may retrieve the answerscttiire In contrast, when
respondents are asked questions about behaviatsitades that they have never or
rarely thought about, they have to form an opin@ncome up with an answer
immediately. Further problems may arise if the infation being requested is
incomplete, for example, due to insufficient recat if forming a judgment requires
complex estimations or difficult mental calculatsorn these cases, respondents may
either be unable to provide the information or hmg to devote sufficient mental
effort to answering the question accurately andughtfully (Willis, 2005).
Consequently, respondents may take short cuts raplgiinterpret a question
superficially. The crucial point at this stageascheck whether respondents are able
to provide the information being requested anddorelase task difficulty, to obtain
more accurate respondent self-reports (Krosnick&sser, 2010).

Responsdn the final stage of the question-answer procespondents have
to select and communicate an answer. This stagavies two separate processes
when responding to a questidormatting andediting the response (Tourangeau et
al., 2000). Having formed a judgment, the respotslare asked to fit their internally
generated answer to the response categories pdowgiehe survey question or,
although less often, to report it in their own wertsh an open format. Before
reporting the answer, respondents may want to ieddr reasons of consistency
(Clark & Schober, 1992), social desirabifityand self-presentation (Schwarz &
Oyserman, 2001).

Even if respondents know how they want to answea tuestion, they may
encounter problems during the formatting and eglitetage (Tourangeau et al.,
2000). The internally generated answer might, f@meple, not fit into the response

options given, or the presented options might ke wague or too broad. If the

® Social desirability is more common in intervievagtministered modes and can be reduced by
having respondents complete a self-administeredstmumaire or by procedures such as the
randomized response technique (Tourangeau & Y&i)20
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answer options provided do not match the respostigrdgments or if more than
one response option may present a reasonable ansgpondents may choose
undesirable approaches, in order to provide a respd-or example, they may then
choose the first response that seems to be actepbaimeet the question’s perceived
requirements and then continue with the next qoestlisregarding the remaining
response options (Groves et al., 2009; Krosniclg11¥Krosnick & Alwin, 1987,
Smyth, Dillman, Christian, & Stern, 2006), provideneutral response (e.g., neither
nor), or choose other short cuts such as sayingttiey simply do not know the
answer (Krosnick, 1991; Tourangeau & Bradburn, 200durangeau et al., 2000).
Therefore, how respondents decide to answer aggnwestion depends strongly on
the choice of response options provided (Schwatdigpler, 1991). Moreover, the
selection of response options may affect the erguestion-answer process, in
particular, the way inwvhich participants comprehend and interpret thestjoe
asked, how they recall information, and which ju@ginstrategies they use (Collins,
2015; Schwarz & Oyserman, 2001).

Using questionnaires in a self-completion formaftlies further sets of
pitfalls, because respondents not only have to nstaled the question but also
related instructions, definitions, visual aspesisch as the graphical layout of the
questionnaire, and other navigational issues sadki@g patterns in paper-and-pencil
questionnaires (Jenkins & Dillman, 1997; Tourang&aBradburn, 2010). Because
an interviewer is not present, no one can clarifesgions related to the entire
guestionnaire or individual questions, provide #ddal advice, or explain unclear
terms. Opportunities to probe for incomplete or aubus information are also not
available (Biemer & Lyberg, 2003). To avoid errosgyveral recommendations for
the design of self-administered questionnaires Hmen proposed (e.g. Jenkins &
Dillman, 1997; Couper, 2008, for web surveys). N#haess, the graphical and
visual design of self-administered questionnaired #&s potential consequences
should be included in question testing (Couper,82@0esser et al., 2004; Schwarz
& Oyserman, 2001).

To summarize,the only way to minimize respondents’ contributiom

measurement error is to reduce the respondentdehuaind to minimize the chance
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of respondents’ adopting response strategies tigttraffect data quality adversely
(e.g., satisficing, Krosnick, 1991). This can b&iaced by reducing the difficulty
and cognitive effort required to comprehend andvansa survey question (Biemer
& Lyberg, 2003). Therefore, survey researchers h&wecheck for cognitive

difficulties and identify what causes these diffims by pretesting their

guestionnaire (De Leeuw et al., 2007; Fowler, 204ier, 2014).

1.2 Cognitive pretesting methods

The awareness of survey researchers about thetoeddck whether questions are
understood as intended, how difficult they are, whéther they pose other cognitive
problems for the respondents prior to fielding thieas increased in recent decades
(Conrad & Blair, 2009; Presser et al., 2004). Whsreonventional pretests assume
that problems with questions will be indicated bgpondents’ answers (e.g. refusals,
response of don’'t know) or by other overt behaylwsitation, discomfort during
responding), cognitive pretesting methods aimatabng potential problems during
the question-response process, so that measuremealty meet the intended
objectives (Presser et al.,, 2004). For example, itlbent of a question can be
misunderstood by a respondent without any sigrfads indicate that a problem
exists. Cognitive question evaluation methods aezlio expose these problems and
to point to potential solutions (Conrad & Blair,) Yan, Kreuter & Tourangeau,
2012). They classify questions as either problemnathaving problems that require
revision of the question — or non-problematic (Yeinal., 2012). To identify question
flaws and assess task difficulty, survey methodstsghave several methods at hand,
such as cognitive interviews, behavior coding, oese latency measurement, formal
respondent debriefings, interviewer debriefings] ampert reviews (Presser et al.,
2004). Each method has a different focus and pesvifferent information about
potential question problems (Collins, 2015; Kro&nid999). In addition, the
methods differ with regard to timing in the datdlection process and whether or not
they are byproducts of the answer process (ColR045). For example, response
latency analysis, which measures the time lapsevdsgt the presentation of a



GENERAL INTRODUCTION 20

question to the respondent and the indicationreSponse, can be directly integrated
into the data collection process. Response laterarie then used as an indicator of
task difficulty. The underlying assumption is thaiore complex questions, or
questions that require more cognitive effort, hboreger response latencies (Bassili,
1996; Collins, 2003; Draisma & Dijkstra, 2004). time following, | will focus, in
particular, on eye tracking because it can be egbdr in conjunction with cognitive
interviewing or as a stand-alone method. For lagéerence, | will also briefly

introduce cognitive interviewing.

1.2.1 Eye Tracking

The aim of this section is to describe what eyekiray is and how it can be used for
question pretest and evaluation.

Eye tracking is a techniqgue whereby people’s eyeements are recorded
and measured while they move across visual stirsutth as texts, images,
computers, videos, etc., to provide informationtloa distribution of visual attention
and information processing. Eye-tracking data ré¢be exact location of eye gaze,
the duration of fixation, and the sequence of egzeg. It hence provides information
where respondents look at any given time, for homglthey look at, and in what
order (Romano Bergstrom & Schall, 2014).

The use of eye tracking has a long tradition imitwg cognitive processing
during reading and other information processinggdasuch as scene perception or
usability testing (Duchowski, 2003, for a reviewayRer, 1998). More recently, the
technigue has also been introduced into the fiélsuovey methodological research
to study cognitive processes during survey respundEye tracking makes it
possible to observe and record respondents’ eyeements in real-time while they
are completing a questionnaire. Specifically, epeking enables the researcher to
see where and for how long respondents look whadimg and answering survey
items. This feature can be used to detect questiwisare difficult to understand or
that are otherwise flawed (Galesic & Yan 2011; Gsae et al., 2006).

The relationship between eye movements and cognrecessing is based
on two key assumptions that were presented by &u&arpenter (1980): the
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immediacy assumptioand theeye-mind assumptionThe immediacy assumption
postulates a close connection between the visyatbbewed and the content being
thought about, meaning that words or visual objdtas are fixated by the eyes are
immediately processed (the mind follows the eydije $econd assumption, tbge-
mind assumptignstates that words or visual objects are fixatedoag as they are
being processedAccording to this assumption, what is being fixated the eyes
indicates what is being processed in the mind é&pe follows the mind, Just &
Carpenter, 1980). Taken together, these two assmmsptsuggest that eye
movements provide direct information about whatpteare currently processing
and how much cognitive effort is involved: the tim@espondent spends fixating a
word or a particular area of the screen can bentalsea measure of the processing
time associated with that word or area (Just & €aigr, 1980; Staub & Rayner,
2007). Or as Just & Carpenter (1980) put it: “Resdieterpret a word while they are
fixating it, and they continue to fixate it unthdy have processed it as far as they
can” (1980, p. 350).

Consequently, increased cognitive demand or proagsgifficulties are
reflected in patterns of repetitive fixations, fixas located close together, or
patterns of increased fixation duration (Raynealet1981). Rayner (1998) observed
that, when text is difficult to process, the freqog of regressions (i.e., backward eye
movements through the text) and the duration cdtidons increase. Furthermore,
unusual or low-frequency words are fixated longenbiguous or unfamiliar words
are read multiple times, and highly predictable dgoare often skipped (Rayner &
Pollatsek, 2006; Rayner, 2009).

For questionnaire pretesting, this means that guesthat are difficult to
comprehend should take longer to process and Husld be reflected in longer
fixation times. Respondents trying to make sensewbrd or an entire question will
re-read it and backtrack as they scan and rescdmuts, eye tracking can point to
words in a question that take longer to proceshgms because they are complex or
more difficult to understand (Graesser et al., 2086lleman & Murre, 2008;
Lenzner, Kaczmirek, & Galesic, 2011).
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In addition to indicating questions that are difficto understand, eye tracking can
also be used to find out whether respondents feaduestions and response options
in the intended order, whether they skip (parts quigstions, whether they read
questions to the end or rather skim the questighaed then move immediately to
the response options, and whether respondentsatiesebponse options thoroughly,
or just quickly scan them, to provide an answee Eyvements also reveal whether
respondents actually read instructions and defimiti that are important for
answering a survey question without having to miyrespondents’ awareness of or
willingness to report whether they have read themaoo.

When evaluating questions, respondents’ eye movesnoam also be used to
answer practical usability questions (Galesic & ,Ya@ll) or questions regarding
the visual layout or specific visual design elersemsed to create surveys, e.g. the
use of colors or pictures, but also where to plaeportant information, how to
design the screen or the arrangement of long bstsesponse options (Couper,
2008). Data about eye movements, furthermore, geovinformation on how
respondents work with a questionnaire and how eagyifficult it is for them to
navigate through the questions and to provide tbkguested information.
Additionally, eye-tracking data provide objectivefarmation about what visual
aspects of a question (e.g. layout of instructisasponse options, questions) draw
the initial and most attention and helps to idgnéifeas or elements on a screen that
are given too much or too little attention (Gale&i¥an, 2011).

Because recording respondents’ eye movementsativediy unobtrusive, eye
tracking is an objective way of collecting infornwat about how respondents are
interacting with a questionnaire (their true resgomehavior) and how they are
processing the response task. Thereby, eye trackimglependent of respondents’
memory, verbal abilities, problem awareness, argestive judgments (Galesic &
Yan, 2011; Romano Bergstrom & Schall, 2014).

In survey methodology, eye tracking was first idtroed with a study by
Redline & Lankford (2001), who evaluated visualiges of routing instructions in a
self-administered paper questionnaire. They founad the notification of branching

instructions depends on the position and is re@aghbest if respondents observe the
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instruction immediately before or after markingithenswers. Galesic et al. (2008)
and Kunz & Fuchs (2012) extended work on clarifmatfeatures in web surveys.
By comparing whether definitions of survey concegtiould be always visible or
only on request when rolling the mouse over a téadesic et al. (2008) found that
the chances of being read are higher if importafindions are always visible on the
screen. Kunz & Fuchs (2012) used eye tracking\tedtigate the optimal position of
definitions, retrieval cues, and formatting instras for supporting respondents in
answering open-ended questions within differenggegaof the question-answer
process. Their results suggested that instructsghmaild be placed directly where
respondents need them. Definitions, for exampleulshbe displayed before the
question text, whilst formatting instructions shiblle placed next to the answer
options (Kunz & Fuchs, 2012).

Eye tracking has also been used to explore vidtexiteon and design in web
surveys, for example, to evaluate response ordectsf(Galesic et al., 2008), to
explore the visual design of response formats (henzKaczmirek, & Galesic,
2014), or for comparing how often and long respotsiéooked at the labels in either
fully-labeled or end-labeled rating scales withefior seven categories, respectively
(Menold et al., 2014). Thereby, the analysis of -ggeking patterns provides
insights into how respondents’ attention can berawed, depending on visual
aspects of a questionnaire. Galesic et al. (2008hd that primacy effects occur
because respondents spent more time processingnesspptions presented in the
first half of a list than response options presgéntethe second half, regardless of
their content. Moreover, they observed that sonspaedents did not read the last
response option at all. With the help of eye-tragkiechnology, the authors were
able to demonstrate visually what had been longught to occur. Another
experimental study used eye movements to examieghehanswer boxes should be
placed to the left or to the right of the answetias in web surveys (Lenzner et al.,
2014). The authors found that placing answer bdadbe left of response options
decreases response latencies, decreases fixat@s tand counts on the answer
boxes, and decreases the number of gaze switchesdreanswer boxes and answer

options. They concluded that placing the answeebdg the left enhances usability



GENERAL INTRODUCTION 24

by making it easier for respondents to select awan which thus facilitates the
overall response task.

A few studies have used eye movements to evalbateffects of question
wording on question comprehensibility (Graessealgt2006; Lenzner et al., 2011;
Kamoen et al., 2011). Graesser et al. (2006),xXanmple, collected eye-tracking data
while respondents answered questions that had ideatified either as problematic
(containing difficult text features) or not. Theguhd that questions identified as
problematic were processed differently than the-mablematic ones: Content
words with unfamiliar technical terms had longetatdixation times, longer first
fixation times, and more fixation counts than wottat were defined to be non-
technical terms. When questions contained a conmgielfficult syntax, respondents
tend to give up answering by using an early exitfrreading the question. Lenzner
et al. (2011) added to this line of research: thiha@s investigated the processing of
two versions of similar questions containing eitlbee of seven problematic text
features (e.g., low frequency words, vague or imipee relative terms, complex
syntax) or none (text feature version vs. conteision) by examining respondents’
fixation times and counts. The results revealed téspondents had longer fixation
times and more fixation counts in the text featguestions than in the control
questions, which indicates higher cognitive eff@ye tracking methods were also
used by Kamoen et al. (2011) to examine the cogniprocesses involved in
answering contrastive survey questions. The reseltsaled that negatively worded
questions and their response options were rereaé fequently than positively
formulated questions (Kamoen et al., 2011).

Recently, Kaminska & Foulsham (2014) explored, irsraall feasibility
study, the use of real-world eye tracking, to corapasual attention in different
survey modes (SAQ, web, and PAPI). Due to changgsosture of participants,
which resulted in insufficient data quality, SAQdh#o be excluded from data
analysis and could not be compared. However, thi@oasiwere able to detect some
differences in how respondents process survey igussin PAPI and web. They
found, for example, that the time spent on questonding does not differ largely
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whether an interviewer reads a question out lousvloether a respondent reads a
guestion in web mode.

While initial eye-tracking equipment was often iswke and caused
discomfort to the users, for example, by placingesal electrodes on the skin
surrounding the eye or by using contact lensesimgld mirror next to the pupil,
there are now apparatuses that do not need anydbspecial lenses and electrodes
(Galesic & Yan, 2011; Hammoud & Mulligan, 2008) aar@ relatively reliable, less
intrusive, and easy to Us@lacob & Karn, 2003). Most of the eye trackergently
used in usability labs are based on the pupil ceaeal reflection method to
follow and track the eyes while they move; they also calledvideo-basedeye
trackers. These eye trackers usually operate wigar)infrared light and a video
camera to image the eye. The camera is placedr aithgerneath or next to a
computer monitor on which the participant is perforg a task (remotely mounted)
or mounted on the participant’s head (head-mouht&dith the pupil center/corneal
reflection method, near-infrared light is directedo the eye where it meets the
retina and causes a reflection. The back-reflelafd is then sensed by the infrared-
sensitive camera. The image captured by the camersed to identify the center of
the pupil and the location of the corneal reflecti@he separation of these two
features is analyzed (using advanced image praoxgesdgorithms) to determine
where the user is looking (Duchowski, 2003; Jacoka&n, 2003). In order to set the
eye tracker up for each respondent and to lessee gacking errors due to
individual differences, a calibration procedurereguired, in which the respondent

looks at dots appearing on the screen. During #regmal calibration process, the

" Currently, vendors of eye tracking systems prosidiéware for set up of the apparatus, calibration
procedures, and for data analysis. This developim@nimade data collection and extraction less time
consuming and labor-intensive (Jacob & Karn, 2003).

8 Head-mounted eye trackers allow more freedom ofem®nt, but are more invasive, whilst remote
eye trackers can be completely unobtrusive andrare@ comfortable for the participants. Moreover,
they allow a more natural experience for the us@rsthe negative side, unobtrusive eye tracking is
less precise in recording and it might not be @eanough to determine exactly which words
respondents read when the words are presentedrimahfont size (Galesic & Yan, 2011; Jacob &
Karn, 2003). However, the available accuracy anecipion are satisfactory for most practical
applications (Galesic & Yan, 2011; Hammoud & Mudlig 2008).
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eye tracking system measures characteristics afgbes eyes and records the pupil-
center/corneal reflection and the value that cpoeds to each gaze position (as x-y
coordinates; Duchowski, 2003).

There are different types of eye movements that bananalyzed to
understand visual attention (Rayner, 1998). Thenmaeasurements typically
analyzed are fixations and saccades. Fixationsaraents in which the eyes remain
relatively motionless and pause on a specific aseahe visual field. During
fixations, meaningful information is extracted andw information is encoded.
Fixations can be measured by the frequency andHesfgime with which an object
is viewed. Saccades are rapid eye movements oegurdatween fixations. Saccades
serve to reorient the eye and to move target wintdsfoveal focus, so that they can
be fixated and processed. No information is obthidering saccades (Duchowski,
2003; Rayner, 1998; Staub & Rayner, 2007).

Besides analyzing metrics such as time to firsatfon, fixation duration, or
fixation count, an eye tracker also allows reseansho generate heat maps that can
be used to visualize specific areas of interesasthat received too little attention,
or so-called gaze plots. Gaze plots show the addrsequence of respondents’ eye
movements as they move across the screen and efid tor illustrating typical
behaviors displayed when navigating and completimigne questionnaires (Romano
Bergstrom & Schall, 2014).

1.2.2 Cognitive Interviewing

Since the mid 1980s, cognitive laboratory techrsgum particular cognitive
interviews, have emerged from the CASM movementat®e& Willis, 2007;
Forsyth & Lessler, 1991; Willis & Miller, 2011). B&y & Willis (2007) define
cognitive interviewing as “the administration ofaéir survey questions while
collecting additional verbal information about seyvresponses, which is used to
evaluate the quality of the response or to helgrdéhe whether the question is
generating the information that its author intend2007, p. 287). Cognitive
interviewing focuses on respondents’ thought preegswhile answering survey

questions, and errors that may arise during thexges (Beatty & Willis, 2007;
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Miller, 2011; Willis & Miller, 2011). The verbal marial gathered by the interviews
Is used to diagnose problems and to evaluate thktyjof the questions (Beatty &
Willis, 2007; Presser et al., 2004). The goal isise this information to find better
ways of constructing, formulating, and asking syrgeestions and to find out how
they should be modified to make them easier to angforsyth and Lessler, 1991;
Willis & Miller, 2011). By identifying problems wit particular questions and
providing hints on how to revise them, cognitiveemiewing contributes to reducing
measurement error (Conrad & Blair, 2009; Forsythe&sler, 1991; Willis, 2005).
The cognitive interview is typically a semi-structd, in-depth interview with
small sample sizes of 10 to 30 people. When conmycognitive interviews, the
most commonly used techniques #rmk aloudandverbal probing(Willis, 2005).
During think aloud, respondents are askedefoort everything that comes to their
mind while they are forming an answer. During végrabing, the interviewer asks
direct questions or probes, after administering theestions, to obtain more
information about how respondents interpreted arsdvared them or about how they
interpreted specific terms (Beatty & Willis, 200®illis, 2005). In practice, often a
combination of both variants is applied, as theyttfigether very naturally” (Willis,
2005, p. 57). When conducting cognitive interviethg interviewers normally use a
cognitive interview protocol consisting of the gtiess to be tested and pre-scripted
probes to search for problems (Willis & Miller, 201 The cognitive techniques can
either be administered immediately after the sulijas answered the targeted survey
guestion (concurrent probing) or at the end ofititerview (retrospective probing;
Collins, 2003; Willis, 2005; Willis & Miller, 2011) Probing questions are often
designed to investigate a specific cognitive pred@sg., there are comprehension
probes, recall probes, and so’)orin addition to pre-scripted probing questions that
are developed prior to the interview, emergent ppiglguestions can be asked in
case problems that had been unanticipated arisegdtire interview. Such probes

are flexible and reactive because the intervieweoses spontaneously what to ask

° An example of a probe targeting the response ssagdow easy or difficult was it to find your
answer on that list?” (Willis, 2005).
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in response to what the participant says (Willisg&ler, 2011). After the interview,
the verbal reports produced have to be analyzedrderpreted to define whether or
not a question poses a problem for respondentgtgB&anillis, 2007)*° To analyze
the data, the comments of the participants areessoely aggregated (Willis, 2005)
and summarized for each survey item. Occasionpiiyhlem classification schemes
(DeMaio & Landreth, 2004; Presser & Blair, 1994¢ applied that classify problems
according to the four stages of the survey resppresess (Willis & Miller, 2011).

Although there is general agreement about the vabiie cognitive
interviewing, it has also some limitations (Colli2015; Presser et al., 2004). First, it
Is a qualitative method that produces verbal dash have to be interpreted by the
researcher and that are, therefore, subjectivetiB&anillis, 2007; Conrad & Blair,
2009). Second, some respondents find it difficaltekpress themselves verbally
(Graesser et al., 2006) and to report on their itiwgrprocesses, because not all such
processes are conscious (Collins, 2015; Willis 4200 particular, respondents with
relatively low levels of education and cognitivellskoften find it difficult to report
on these processes (Galesic & Yan, 2011; SudmaagbBrn, & Schwarz, 1996).
Moreover, respondents may not always themselveawae of having a problem
with answering or comprehending the question (Caraltia2008). And, finally, the
cognitive techniques and the behavior of the ingsvers may have an impact on the
ways respondents answer the questions (Beatty &isyWR007; Conrad & Blair,
2009; Willis, 2005).

1.3 Contributions at a glance

Using three novel experiments, the next chapterssiigate the productivity of eye
tracking in question design and problem detectibath in combination with
cognitive interviewing or as a stand-alone techeiqUhis section summarizes the

three studies and the key results.

% For more practical information on cognitive iniewing and its varieties, see Willis (2005) and
Collins (2015).
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Chapter 2 (“Incorporating eye tracking into cogretinterviewing to pretest survey
guestions”) and chapter 3 (“A comparison of two rdtge pretesting techniques
supported by eye tracking”) are concerned with ggeking in combination with
cognitive interviewing.

The former chapter presents a controlled experirdesigned to test whether
a joint implementation of eye tracking and cogmtiaterviewing is more productive
in pretesting self-administered questionnaires tetandard cognitive interviews
alone by comparing both the total number of prolsletatected and the number of
questions identified as flawed. In the control atiod, a cognitive interview was
conducted using a standardized interview prototol.the treatment condition,
respondents’ eye movements were tracked while ¢cbaypleted an online version of
the questionnaire. In the subsequent cognitiveriige, interviewers used the data
to identify potential problems and ask targetedbprg questions in addition to the
probes scripted in the interview protocol. The Hssushow that cognitive
interviewing and eye tracking complement each odffiectively. The hybrid method
detected more problems and identified more questasnproblematic than applying
cognitive interviewing alone. With regard to thedg of problems detected, both
experimental conditions produced almost identieaults.

Chapter 3 builds upon the previous study by examgiow eye tracking
assists cognitive interviewing most effectively. Tois end, two retrospective
probing techniques are compared: Retrospectiveimgobased on observed eye
movements (as used in chapter 2) and gaze videbret®spective probing. In the
latter, a video of their own eye movements is shéwvithe respondents during the
cognitive interview. The motivating hypothesis st this technique could be more
productive because respondents are reminded of Hrmswer process by the
additional visual cue. The two conditions are coragawith regard to the number
and types of problems identified and the way thesdate respondents when
commenting on their behavior. The results show ltled techniques did not differ in
terms of the total number of problems identifiecdwéver, video cued retrospective
probing identified fewer unique problems and fevigyes of problems than pure

retrospective probing. Additionally, when seeing valeo of their own eye
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movements, participants commented more on whatwleegdoing and less on what
they werehinkingwhen answering questions.

In chapter 4, eye-tracking data are used to gafarnmation about the
cognitive processes underlying respondents’ belhavien answering questions in
two different response formats (check-all-that-gppls. forced-choice) and,
accordingly, whether and why one of those formatsore susceptible to problems
in the response process. Both question formatc@mgpared using the amount of
attention paid to the questions and the cognitiferte(operationalized by response
latencies, fixation times, and fixation counts)p@sdents spent while answering one
factual and one opinion question, respectively dii@rence in cognitive effort spent
on the factual question was found, whereas, foraji@ion question, respondents
invested more cognitive effort in the forced-chotban in the check-all-that-apply
condition. The observation of participants’ readibghavior did not reveal
differences in the number of options read acrogstipn formats.

Versions of chapters 2 and 3 have been publishadaapted for publication as:

1. Neuert, C. E., & Lenzner, T. (2015). Incorporateyg tracking into cognitive
interviewing to pretest survey questiohgernational Journal of Social
Research Methodologynline first.

2. Neuert, C. E., & Lenzner, T. (2015). A comparisditva cognitive
pretesting techniques supported by eye tracl&ogial Science Computer
Reviewonline first.

A version of chapter 4 is under review as:

3. Neuert, C. E. (under reviewprocessing forced-choice versus check-all-that-
apply question formats - Evidence from eye tracking
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1.4 Conclusion

It is generally acknowledged that new questionsurvey instruments require some
form of pre-evaluation before they are actuallyideel, in order to check their
validity and minimize measurement error. This is thsk of questionnaire pretesting.
The present thesis contributes to survey pretestiathodology by examining the
productivity of eye tracking in problem detectiondaquestion design. Several
insights can be drawn from the research preserges h

Overall, the studies provide evidence that eyekingcis a valuable addition
to the methodological toolbox in questionnaire gesand pretesting. Two reasons
are highlighted:

First, eye tracking can supplement cognitive inamng. With instant access
to respondents’ eye movements, the cognitive irdemr or survey researcher
obtains a richer picture of the response processisarable to ask more targeted
probing questions. This contributes to the valustahdard cognitive interviewing: it
helps to detect problems that are not conscioygbarent to the respondents, and
illustrates problems visually that are difficult express verbally by the subjects
themselves. Monitoring respondents’ eye movemens® germits to testing
hypotheses regarding response strategies, sudtisficgg in the setting of chapter
4.

Second, eye movement recordings are a source eftolg data that can be
analyzed quantitatively. The verbal data gatherethfthe cognitive interviews can
be compared with the eye-movement data to croskdaret confirm the conclusions
drawn. Additionally, they can be used as an ingicaf cognitive effort.

There are some caveats, thotlglFirst, the setup costs of an eye tracker are
relatively high. It seems advisable to assess vendtte expected additional insights

are worth the financial investment required. Forgéa specialized pretesting

" There are also some specific limitations to thpeeixnents outlined in chapters 2 to 4. These are
addressed in the specific chapter discussions.
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laboratories, this is naturally more likely tharr femall ones or for researchers
planning one-shot pretests.

Second, there are technical limitations in recaydiaccuracy for some
participants, such as wearers of glasses or colglasés. This demands more effort
for gathering a suitable sample of participantg.(eolder adults are more likely to
wear eye glasses and do not track as well as yoyag8cipants; Loos & Romano
Bergstrom, 2014). Inaccuracy of recordings or systec shifts of eye movements
that prevent a precise (quantitative) analysihefdata can also occur if respondents
change their position substantially while filling-the questionnaire. The calibration
and tracking process therefore needs to be carahdhitored in order to minimize
such errors.

Third, eye tracking is limited to visually presemtgtimuli and thus to pretest
visual survey instruments, such as web or self-att@red questionnaires. In
contrast, other pretesting methods such as cognitterviewing can be used with all
modes of questioning (including personal-oral ¢eghbone).

Fourth, the interpretation of eye-movement data net always
straightforward. Eye movements alone can only pamtdifficulties, but they
generally do not provide complete information abthé kind and the cause of the
problem. Peculiar reading patterns, such as repetlye movements could indicate
that a problem exists, but this may be due to uili@nerms, complex syntactical
structures, incorrect presuppositions, or otherstioe flaws. Moreover, peculiar
reading patterns are not problematic per se. Theildcalso indicate a respondents’
increased interest in the question or a relatiwelgscientious response style, as is
shown by respondents who optimize (Lenzner et28l1,1). Thus, the interpretation
of eye movement metrics depends strongly on théezband the underlying task.

Fifth, this thesis is based on the premises thatetls a direct link between
eye movements and cognitive processes (as presémtedction 1.2.1, Just &
Carpenter, 1980). Those assumptions are genexapted in the current literature,
and are supported by direct evidence (Aslin & McMyr 2004; Balota, Pollatsek &
Rayner, 1985; Just & Carpenter 1976, 1980; Lassi&r11990; Poole & Ball, 2005;
Rotting, 1999; 2001; Schroiff, 1986; Velichkovsik001). Nevertheless, there may
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be some issues, e.g., a covert shift of attentiand(ay, 2005) or when people are
“looking without seeing” (Joos, Rotting, & Velichksky, 2003). According to
Duchowski (2003) “An eye tracker can only track theert movement of the eyes,
however, it cannot track the covert movement ofiaisattention. Thus, in all eye
tracking work, [...] we assume that attention is teui to foveal gaze direction, but
we acknowledge that this may not always be so” 820014)"?

There are several interesting avenues for futwseareh. First, the use of (i)
more specific probes (specifically designed to stiggate a particular cognitive
process), (ii) different probing techniques (thalkud, retrospective vs. concurrent
probing), or probing styles (standardized vs. nftaeble), (iii) the use of different
eye-tracking procedures (gaze replays with or withlgaze overlay), or (iv) testing
survey questions with more complex or dynamic fat®s (e.g. lookup databases)
could be examined with the hybrid approach developehapter 2.

Second, the approach could also be extended ta ¢bhes of method
integration, for example, pure eye-tracking sessifwllowed by a time lag to
analyze the quantitative data and delayed followprgbing techniques designed to
gather possible explanations for patterns observéte quantitative data.

A third line of research worth investigating would to develop an automatic
coding system for peculiar reading patterns to agteoblems in survey questions
based on the reading behavior. This system codd be used to link eye-tracking
measures to types of question problems. Moreoteguld be assessed whether it is
possible to define peculiar eye movements and imett these to specific problem
types. These findings could then be integratediwdifferent stages of the question-
response process (e.g., first pass reading tintteeadjuestion text as a measure of the
comprehension process) to deepen our understanfithg ongoing processes.

Fourth, it could be fruitful to supplement eye-kimg data with other
physiological measures, for example, collectingadamn pupil dilation. Many eye

trackers are able to collect pupil dilation data amcluding this data could provide

12 An interesting avenue for future research woulddoest this fundamental hypothesis by means of
brain imaging technology.
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additional information regarding attention, intéres mental workload (Igbal et al.,
2004; Tullis & Albert, 2008) compared to eye moveingata alone. This could thus
provide an even deeper understanding of the respprecess and the underlying
task difficulty when answering survey questions.

Fifth, eye-tracking data could also be used toystbd optimal design and the
comprehensibility of survey invitations, cover &#, survey instructions (long vs.
short, providing much or little information regamdi the questionnaire), consent
forms, or welcome pages (e.g., what to put on thees and where to put the most
important information). How respondents perceivel amerpret various kinds of
supplementary material for a survey could proviagartant information how this
affects their general motivation to participate.

Sixth, recent technological advancements, suchyastracking glasses or
technical solutions for mobile devices, allow foredracking research outside the
laboratory in (more) natural settings (see also Kaka & Foulsham, 2014). This
could be especially interesting for surveys usingxeeh modes, since the
respondents’ tasks should be identical indepenaiewnthether they answer a paper-
and-pencil questionnaire or a web questionnaireithrer a desktop PC, smartphone,
or tablet PC. It would be possible to test whethertask remains the same or which
adaptations should be made.

To summarize and conclude, eye tracking is a usedillin survey pretesting
that helps to indicate question difficulties andwpdes an accurate representation
and understanding of respondents’ eye movementviwhand the underlying
survey response processes. It allows investigatoobserve respondents’ behavior
instead of guessing what could have occurred oris bafsa respondent’s overt
behavior or having to rely on indirect measurepdreed responses, response times,
and mouse movements). Thereby, eye tracking peinsights that other methods
cannot offer and provides added value to test oegge research questions that
target uncovering respondents’ cognitive processbge responding to survey
guestions. However, eye tracking will not yield wass to all theoretical questions
and will not replace other methods aimed at stuglyoognitive processes and

response behavior.
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2 INOCORPORATING EYE TRACKING INTO COGNITIVE
INTERVIEWING TO PRETEST SURVEY QUESTIONS **

2.1 Abstract

In this study, we investigated whether incorpo@teye tracking into cognitive
interviewing is effective when pretesting survesions. In the control condition, a
cognitive interview was conducted using a standadliinterview protocol that
included pre-defined probing questions for about-quarter of the questions in a
52-item questionnaire. In the experimental conditiparticipants’ eye movements
were tracked while they completed an online versmin the questionnaire.
Simultaneously, their reading patterns were moedofor evidence of response
problems. Afterward, a cognitive interview was cocigd using an interview
protocol identical to that in the control conditiowe compared both approaches
with regard to the number and types of problemyg tetected. We found support for
our hypothesis that cognitive interviewing and é&yeking complement each other
effectively. As expected, the hybrid method was enanoductive in identifying both
questionnaire problems and problematic questionan ttapplying cognitive

interviewing alone.

2.2 Introduction

Questionnaires are the most commonly used todtseiisocial sciences for collecting
data about people’s attitudes, values, and belay&roves et al., 2004). To ensure
that the data gathered through questionnaires fanggb quality, researchers must
formulate questions that are easily and consistémbrpreted by respondents in the

ways intended by the researchers (Collins, 2008ylétp 1995). This reasoning is

13 A version of this chapter has been published as:

Neuert, C. & Lenzner, T. (2015). Incorporating dyacking into cognitive interviewing to pretest
survey questiondnternational Journal of Social Research Methodglogline first.

Parts of this chapter were presented at the 5thfeGemce of the European Survey Research
Association (ESRA), July 15-19, 2013, Ljubljanag\#inia, and at the QUEST Workshop, April 09-
11, 2013, Washington DC.
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based on the underlying assumption that “questibas are easily understood and
that produce few other cognitive problems for tlespondents introduce less
measurement error than questions that are hardderstand or that are difficult to
answer for some other reason” (Groves et al., 2q04241). For example,
measurement error is introduced into the data spoadents misinterpret words,
concepts or entire questions, have difficultieseimieving the information sought, or
encounter problems when formatting their answeno\{&s et al., 2004, p. 209).
Therefore, survey researchers have to check faniteg difficulties posed by their
survey questions. This is not only important inesrtb improve data quality, but also
to evaluate whether the survey is measuring cottstin an adequate way (Collins,
2003).

Today, it is generally acknowledged that new goestior survey instruments
require some form of pre-evaluation before they aotually fielded. Survey
methodologists have several methods at hand foluavwag survey questions,
including conventional pretests, cognitive intewse behavior coding, response
latency measurement, formal respondent debriefiagd, expert reviews (Presser et
al., 2004). A relatively new approach to evaluatqugestionnaires is to incorporate
eye tracking into cognitive interviewing. Whereaggitive interviewing has become
a well-established and very popular pretesting outtbver the last few decades
(Beatty & Willis, 2007; Presser et al., 2004), dya&cking has only recently been
recognized as a promising method for evaluatinfyagihinistered questionnaires in
academic survey research (Galesic & Yan, 2011). Aiyeid method of cognitive
interviewing and eye tracking is currently beingedisby several questionnaire
pretesting laboratories such as those at the GeFudaral Statistical Office (Tries,
2010) and at the United States Census Bureau (Ron&anChen, 2011).
Incorporating eye tracking into cognitive intervieg is bound up with the hope that
the former method will offer additional insightstanquestion problems that would
remain undetected if only cognitive interviews weonducted. A second underlying
hope is that the supplementation with eye trackiilh increase the degree of
accuracy and precision with which problematic goest are detected in cognitive

interviews. To our knowledge, however, these unyitegl assumptions have not yet
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been tested explicitly in a controlled experimértie goal of this article was to fill
this void in the existing literature.

In this paper, we test whether incorporating eysking into cognitive
interviewing is indeed more effective in pretestsglf-administered questionnaires
than conducting standard cognitive interviews.he following background section,
we first present a brief review of both methods #meh describe what additional
insights eye tracking could provide when incorpedainto cognitive interviewing.
We then present and discuss the findings from &permental study in which we
compared both approaches with regard to the numbertypes of problems they
detect as well as the number of problematic questibey identify.

2.3 Background

2.3.1 Cognitive interviewing

The cognitive interview is typically a semi-struatd, in-depth interview that focuses
on respondents’ thought processes associated nstvesting survey questions. It is
based on the four-stage survey response processl megpondents follow when
answering survey questions (Tourangeau, 1984; Thgeau, Rips, & Rasinski,
2000). According to this model, when answering ey question respondentaust
(1) understand the questiof2) retrieve relevant information, (3) make usettos
information to form a judgment, and (4) select agygbrt an answehat matches the
response categories given by the survey questiom goal of cognitive interviewing
is to obtain information on these response proseqse., how respondents
understand a question and how they arrive at aweahsnd to identify difficulties
respondents have in performing them (Beatty & W,ilR0O07; Miller, 2011; Willis,
2004). By identifying problematic questions and yudong information about a
question’s need for revision, cognitive interviegircontributes to decreasing
measurement error (Forsyth & Lessler, 1991; WIRB)5).

The most commonly used techniques for obtainingorméation about
respondents’ cognitive processes and about poltepiestion problems artinking
aloud andverbal probing During thinking aloud, respondents are askedefmort
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everything that comes to their mind while they &weming an answer. During
probing, the interviewer asks direct questions wbps, after administering the
questions, to obtain more information about howpoeslents interpreted and
answered them. In practice, often a combinatiobath methods is applied (Willis,
2005).

2.3.2 Eye tracking

Eye tracking refers to the recording of people’s eyovements while they interact
with objects such as texts, images, humans, comgyutemachines. It has long been
used to study cognitive processing during readimd) @her information processing
tasks (Rayner, 1998). More recently, the technitpge also been introduced into the
field of survey methodology to study cognitive pgeses during survey responding.
For example, eye tracking has been used to evalusial designs of branching
instructions (Redline & Lankford, 2001) and respofamats (Lenzner, Kaczmirek,
& Galesic, 2014), to investigate response ordeectff (Galesic, Tourangeau,
Couper, & Conrad, 2008), to examine the effectgudstion wording on question
comprehensibility (Graesser, Cai, Louwerse, & Dar#006; Lenzner, Kaczmirek,
& Galesic, 2011), and to study cognitive processesanswering rating scale
guestions (Menold, Kaczmirek, Lenzner, & Neusad40In survey pretesting, eye
tracking makes it possible to observe and recaspaedents’ eye movements in real
time while they are completing a survey. Specificatye tracking enables the
researcher to see where and for how long respasidenk when reading and
answering questions. This feature can be usedtéxtdguestions that are difficult to
understand or that are otherwise flawed (Galesia&, 2011).

The link between eye movements and cognitive psiegss based upon two
assumptionsThe immediacy assumptigmostulates that words or visual objects that
are fixated by the eyes are immediately proces3dwt eye-mind assumption
assumes that words or objects are fixated as lsrilyey are being process@dist &
Carpenter, 1980). Taken together, these two assomsptsuggest that eye
movements provide direct information about whatpteare currently processing
and how much cognitive effort is involved. Whenttex difficult to process, the
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frequency of regressions (i.e., backward eye mowsheand the duration of

fixations increase (Rayner, 1998fonsequently, a question that is difficult to
comprehend should take longer to procasd this should be reflected in longer
fixation times and patterns of repetitive or muéifixations (Graesser et al., 2006;
Lenzner et al., 2011). Additionally, eye trackintpas for a precise observation of
participants reading patterns to reveal whethgyardents actually read instructions,
whether they skip (parts of) questions, and whetthey are likely to skim questions

or response options rather than read them thorgughl

2.3.3 The rationale behind incorporating eye trackig into cognitive

interviewing

The major strength of cognitive interviewing is ttha is an effective tool for
identifying problems with question comprehensiom anh most importantly — for
revealing the causes of these problems. Moreov@rpvides detailed insights into
the cognitive processes underlying survey respan@ollins, 2003). However, both
the techniques commonly used in cognitive intergiefive., thinking aloud and
verbal probing) as well as the more general behafithe interviewers can have an
impact on the ways respondents answer the quegBaadty & Willis, 2007; Conrad
& Blair, 2009). For example, if an interviewer agk®bing questions, even though
the respondent answered the survey question witlygpdrent problems, this could
affect the question answering process, which hadipusly occurred automatically,
in a way that forces the respondent into a padrc{unintended) direction (Conrad &
Blair, 2009).

In contrast, eye tracking as an unobtrusive methddsically non-reactive. It
allows the detection of respondents’ conscious @amzbnscious reactions to survey
guestions and provides objective information abooimv the question and answer
process proceeds under natural conditions and withe presence of a (cognitive)
interviewer.In practice, respondents can be seated in frominogéye tracker in the
laboratory and can be instructed to fill in a gimstaire at their usual pace.
Simultaneously, a cognitive interviewer can moniteg respondents’ actions and eye

movements in real time on a computer screen in dacent room and note
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peculiarities to be discussed after the respondastcompleted the survey. Asking
probing questions after the eye-tracking sessioly stdl potentially introduce
reactivity; however, this reactivity is at leasggered by behavior that has actually
been observed. This should reduce reactivity itamiad, Blair, & Tracy, 1999). In
conclusion, eye tracking can add a non-reactive poorant to the cognitive
interview.

Another limitation of cognitive interviewing is thénability of some
respondents to express themselves verbally (Graetssé., 2006) and to report on
their cognitive processes (Willis, 2004). Addititiga respondents may not be
consciously aware of all their cognitive processesthey may sometimes also not
be aware of the difficulties or problems they atijuaave encountered — or they may
not want to communicate their difficulties, to avoappearing ignorant to the
interviewer (National Center for Health Statisti@®89 cited in Campanelli, 2008).
Consequently, problems that are unconscious f@oretents and problems that they
cannot or do not want to express verbally have allsthance of being identified in
the cognitive interview (Blair & Conrad, 2011).

By contrast, eye tracking is independent of padénis’ verbal abilities
(Galesic & Yan, 2011). For example, eye tracking t@lp to ascertain whether
respondents actually read instructions and defimiti that are important for
answering a survey question without having to miyrespondents’ awareness of or
willingness to report whether they have or have resd them. Moreover, eye
movements can point to unfamiliar words and complgxestions because
respondents usually fixate these for a relativelygl time and reread them several
times (Lenzner et al., 2011).

Finally, the results of cognitive interviews areha reports that have to be
interpreted by the researcher and which are thexefabjective (Beatty & Willis,
2007; Conrad & Blair, 2009). Similar to behaviordotg, which is generally
characterized as providing objective and replicatd&a (Fowler & Cannell, 1996;
Groves et al., 2004), eye tracking is a more objeavay of collecting information
about the response processes (Galesic & Yan, 20h&yefore, eye tracking could

complement cognitive interviewing by providing atitahal quantitative data.
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However, for questionnaire pretesting, eye tracksgot suitable as a stand-alone
technique. Eye movements can indicate whether blgaro exists, but they do not
provide information about what the exact problenansl whatcausesthe problem.
For example, repetitive eye movements indicate ahagspondent has difficulties to
interpret and/or answer a question; however, thttepn does not reveal whether the
difficulties are due to unfamiliar words, vagueamnbiguous terms, or other question
flaws. Moreover, long fixations and rereadings douidicate problems with the
question, but they could also indicate a resporseincreased interest in the
guestion or a relatively conscientious responske gtyenzner et al., 2011). Thus, the
eye-tracking data must be enriched with additiom@irmation from the respondents,
so that researchers can verify their interpretatio@ognitive interviewing is
therefore obligatory after eye tracking when prtgsquestionnaires. The use of eye
tracking in combination with cognitive interviewimgethods, such as thinking aloud
or probing, has already been employed in otheinplises (e.g., web usability, Van
den Haak, De Jong, & Schellens, 2003, communicatod media science,

Holmquist, Holsanova, Barthelson, & Lundqvist, 2R03

2.4 Method

2.4.1 Design and hypotheses

The aim of this study was to assess whether eykitig can be an effective
supplement to cognitive interviewing in evaluatiengd improving survey questions.
We used a randomized between-subject design withdwnditions (eye tracking
yes/no). The dependent variables were the numbprafiiems identified, the types
of problems identified, and the number of problemajuestions identified. As
discussed above, we expected that incorporating tegeking into cognitive
interviewing (treatment condition) would identifyone problems (hypothesis 1) and
more problematic questions (hypothesis 2) than dpglication of cognitive

interviewing as usual (control condition).
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With regard to the types of problems identified, diel not expect differences
between the two conditions (hypotheses 3) becaa#e dpproaches are based on

cognitive interviewing as the basis pretesting raéth

2.4.2 Participants

We conducted this study in October and Novembef201he pretest laboratory at
GESIS - Leibniz-Institute for the Social Scienaedannheim, Germany. A total of
66 participants were recruited from the respongent maintained by the institute as
well as by word of mouth. These participants reegia compensation of 30 € after
participating in the study. Additionally, 18 coltpaes and student assistants who
worked primarily in non-scientific departments tietinstitute participated in the
study for free* One participant had to be excluded from the aealyseaving
effectively 83 respondents in the data set (4lhendontrol and 42 in the treatment
condition). Of these, 46% were male, 55% were betwE8 and 34 years old, 30%
were between 35 and 54 years old, and 15% wereeket®w5 and 76 years of age.
Participants’ mean age was 36 (SD = 14Sajty-eight percent had received twelve or
more years of schooling, twelve percent had recetea years, and twenty-one percent
had received nine or less years of schodlinlylost participants were experienced
computer and Internet users who used computergtenthternet on a daily basis

with 88% and 87%, respectively.

2.4.3 The questionnaire

The questionnaire contained 52 closed-ended itama wariety of topics, such as
politics, family, social inequality, and leisurent that could be administered to the
general populatidi. Most of the questions were adapted from varioxistiag

surveys, such as the International Social Surveyg@mme (ISSP), the German

4 Excluding these participants does not alter omchsions. The relevant results are available upon
request.

!5 Chi-squared analysis revealed no statisticallyifigant differences between both experimental
conditions regarding socio-demographic charactesissuch as gendex*(= .115, df = 1p = .734),
age §* = 3.696, df = 2p = .158), and educatiox{= .733, df = 2p = .693).

' The questionnaire can be found in Appendix B (sa@.9).
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General Social Survey (ALLBUS), and the Socio-Ecuimw Panel (SOEP). The
questionnaire included a variety of question fosnaingle-choice questions, grid
questions, and one check-all-that-apply questitre questions were selected on the
basis of anticipated problems with regard to the &tages of the response process.
Participants in the treatment condition first an®gethe questions on a computer
and later received a paper version of the questioenwith screenshots of the
questions, during the cognitive interview. Partifs in the control condition only
received the paper questionnaire with the screassbbd the questions. The
screenshots were printed with the same font sizeliae height as in the online
guestionnaire to keep the presentation of the guesstomparable across conditions.
A maximum of four items were presented per screeavbid vertical scrolling on
the computer and to ensure that the screenshold bewrinted on a DIN A4 page

of paper. The language of the questionnaire wam&er

2.4.4 Eye-tracking equipment

A Tobii T120 Eye Tracker was used to record pgtiots’ eye movements. The
Tobii T120 is a remote eye tracker embedded in”alEAM monitor (resolution 1280
x 1024) with two binocular infrared cameras placederneath the computer screen
providing unobtrusive recording of respondents’ ey@vements and permitting for
head movements within a range of 30 x 22 x 30 cye. lBovements were recorded
at a sampling rate of 120 Hz. The online questioenaas programmed with a font
size of 18 and 16 pixels and a line height of 4@ 32 pixels for the question text and

answer options, respectively.

2.4.5 Interview protocol and interviewer instructions

To conduct the cognitive interviews (in both treatrnand control condition), we
developed an interview protocol. The interview poatl included pre-scripted,
general probing questions, such &otild you please explain your answer a little
further?” and "How easy or difficult was it for you to come uphayour answer?
for 13 (one-quarter) of the 52 items. These 13 stavere selected randomly rather
than based on theoretical expectations and hypeghebout the presence of
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problems in individual questionBor the remaining 39 items, the interviewers were
instructed to use only conditional probes (i.ellof@-up questions that are only
asked if elicited by a particular respondent betvavConrad & Blair, 2004) instead
of asking probing questions proactively whémey themselves believed that a
problem existed. Allowing the interviewers to usgyoconditional probes for these
39 items has the advantage that the variation pemeance and behaviors across
interviewers is minimized and that participants dav greater chance to express
problems spontaneously and on their own. Probiregtipns in addition to the ones
specified in the interview protocol were only askegarticipants seemed to have
difficulties in answering a question during theemiew (conditional probing) or if —
in the treatment condition — peculiar reading patevere observed during the eye-
tracking session. Indicators for difficulties inetltognitive interviews consisted of
respondents needing a long time for answering astoue showing signs of
uncertainty (e.g., explicit cues such as “um”, “aldhd changing an answer),
choosing an objectively wrong answer, or requestiagfication (Conrad & Blair,
2001; Willis 2005, p. 91). Peculiar reading patsemm the eye-tracking session were
defined as particularly long or repeated fixati@msa word, rereadings of specific
words or text passages, regressions from answegsdstion text, correction of the
chosen response category, or skipping questiongedtiliar reading patterns were
observed during the eye-tracking session, thevi@eers were instructed to first ask
the general probing questions and to probe thelipeagading patterns explicitly
only if the general probes had not already uncal/¢he reasons for this peculiar
reading behavior.

Interviewers in the treatment condition were preddvith a coding scheme
for peculiar reading patterns where they had taklzebox if they observed one of
the five behaviors mentioned above. To assess rttezcoder reliability of the
peculiar reading patterns, all five interviewergdet a sample of six eye-tracking
sessions. Coding reliability was found to be adezmjuthe overall median Kappa
statistic was .64, which is generally classified‘sgbstantial” reliability (Landis &
Koch, 1977). Agreement between individual ratergyeal from .51 to .72.
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2.4.6 Procedure

Respondents in the treatment condition were saatédnt of the eye tracker. They
were instructed to fill in the questionnaire asytiuld in their normal environment
and to articulate problems or difficulties at amged they occurred. After completion
of a standard calibration procedure and two warnguestions, the actual survey
started and participants’ eye movements were tchcBemultaneously, their reading
patterns were monitored in real time by an intewge on a second screen in an
adjacent room. The interviewer used the coding reehalescribed above to
document any peculiar reading pattern he or sheroéd.

Immediately after respondents had completed thmerdurvey, a cognitive
interview was conducted. In addition to probing ttp@estions specified in the
cognitive interview protocol, interviewers were tmgted to probe those questions
for which they had noted peculiar reading pattelagng the eye-tracking session.
Because probing questions were not asked immeyliatedr they had responded to
the questions in the web survey, participants vested to answer those questions
that had been selected for probing once again, aperp before being asked to
respond to the probing questions. This procedurewsad to remind the participants
of their initial thoughts. In the control conditioonly a cognitive interview was
conducted. Respondents first received the questionEmper, one question at a time.
If probing questions for the individual questiongrer specified in the interview
protocol, these were asked immediately after ppetids had provided an answer. In
addition, conditional probing (for other questiomss applied if respondents needed
a long time to answer a question, showed signsoémtainty, chose an objectively
wrong answer, or requested clarification.

The interviews were conducted by five interviewéitgee researchers and
two student assistants) which had between 1 angled@s of experience in using
cognitive interviewing methods. The interviewersaiged specific training on
coding peculiar reading patterns with a trainindea. The individual interviewers
each conducted between 14 and 20 interviews antedavut an equal number of
interviews in both conditions. The average intewikength was 44 min in the

control condition and 60 min in the treatment cdindj including the completion of
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the online survey with a mean answer time of almb3tmin. All cognitive

interviews were videotaped.

2.5 Results

The analysis described below centers on three mies: the number of problems,
types of problems, and problematic questions ifledtby each method. Moreover,
we take a closer look at the severity of the pnaisiédentified by only one of the two
methods and examine whether the quantitative eyitrig data confirm the results

from the cognitive interviews.

2.5.1 Number and types of problems

For problem identification, all videotapes of thegnitive interviews were reviewed
by the first author and each questionnaire item,ef@ch interview, was given a
dichotomous score that reflected whether a probasiidentified in the question (1)
or not (0). A student assistant coded 10% of therwews for estimating interrater
reliability. Agreement between these two raters Wa% and the Kappa statistic
(Cohen, 1960), which accounts for chance, was fdonge Kappa = .69, which is
generally classified as “substantial” reliabilityafdis & Koch, 1977).

If an item was perceived as problematic, short migtsens about the nature of
the problem(s) were noted. In the next step, thescriptions were coded into
problem types using a problem classification schanhgpted from various existing
schemes (DeMaio & Landreth, 2004; Presser & BIldi®94). The problem
classification scheme included a total of 30 probt®des, which were grouped into
the four stages of the survey response processpfetrension, retrieval, judgment,
response selection; Tourangeau 1984; Tourangeail,e2000) and an additional
category for navigational problems (see sectionApPendix A). Individual items
could be assigned multiple problem codes.

Table 2.1 shows the total number of problems idieatiby each method and
the variants of probing that lead to the identiiima of these problems. Comparing

the total number of problems across treatmentsatedethat incorporating eye
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tracking into cognitive interviewing (treatment clition) detected more problems
than cognitive interviewing (control condition) al but this difference was not
statistically significant¥? = 2.08, df = 1p = .188)" In the next step, we examined
whether the problems found were identifieddrg-scriptedprobesor by conditional
probing based either on peculiar reading patterns or culge response behaviors.
If most problems were identified by conditional Ipiriy based on peculiar reading
patterns, this would suggest that eye tracking eddeffers additional insights into
question problemsOverall, 30.8% of the problems found where ideetifby pre-
scripted probes and 69.2% were identified by coonbl probing based on peculiar
response behavior in the control condition (29.9%)based on peculiar reading
patterns in the treatment condition (39.3%).

Table 2.1 Number of problems identified by method and by s/pEprobing
questions.

Cognitive Eye tracking and Total number
Types of probes interviewing  cognitive interviewing of problems
Pre-scripted 125 (36.2%) 102 (26.0%) 227 (30.8%)
Conditional based on
peculiar response 220 (63.8%) - 220 (29.9%)
behavior
Conditional based on
peculiar reading - 290 (74.0%) 290 (39.3%)
patterns
Total number of 345 (100%) 392 (100%) 737 (100%)

problems

Significantly more problems were identified by cdiwhal probing in the treatment

condition than in the control conditiog’(= 8.98, df = 1p = .005). These findings

" We did not expect our results to achieve statissignificance. A power analysig(test,a = .05)
indicated that a minimum sample size of N = 130Qidide required to detect any significant effects
of low size (0.1) or a minimum sample size of N 451to detect effects of medium size (0.3)
(G*Power 3, Faul, Erdfelder, Lang, & Buchner, 200REcruiting and testing so many participants
would be highly inefficient in an eye-tracking syudNevertheless, we use statistical tests for k#ari
purposes.
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suggest that respondents’ eye movements indeedahiguestion problems that
would remain undetected if no eye tracker was used.

With regard to the types of problems identified tfast majority of problems
were classified as comprehension problems in batiditions and the second largest
group of problems — only around one tenth of tlee sif the largest group — was
related to response selection (see Table 2.2),hwikim line with previous research
(e.g., DeMaio & Landreth, 2004; Presser & Blair,949 Here, no statistically
significant difference was found between the twaditions §° = 4.42, df = 4p =
.352).

Table 2.2. Types of problems identified by method.

Cognitive Eye tracking and Total rumber
Types of problems interviewing cognitive interviewing  of problems
Comprehension 84.6% (292) 86.5% (339) 85.6% (631)
Retrieval 2.3% (8) 1.0% (4) 1.6% (12)
Judgment 4.1% (14) 4.6% (18) 4.3% (32)
Response Selection 9.0% (31) 7.4% (29) 8.6% (60)
Navigation 0.0% (0) 0.5% (2) 0.3% (2)
Total 345 392 737

2.5.2 Number of problematic questions

In our next analysis step, we evaluated whethermathod is more effective than
the other in identifying problematic questions. @peally, we examined whether
both methods identify theameor differentquestions as problematic. To compare the
number of problematic questions across conditions, had to decide on a
quantitative threshold at which we defined a qoestis problematit® In accordance

with recommendations from behavior coding (BlailS&nath, 2008; Fowler, 1992),

18 Although Beatty and Willis (2007) state that thiexeo link between the evidence of problems and
the number of participants who indicate a probleva, follow the reasoningf Conrad and Blair
(2009) that “over a set of interviews, seriously flawedestions should produce more evidence of
problems than questions without flaws” (Conrad &iBI2009, p. 51).
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we coded a question as problematic if at least &6%e respondents had a problem
with the item’®

Table 2.3 shows the total number of problematicstjoes identified by each
method and whether these questions were identifje@re-scripted or conditional
probing. A larger number of problematic questioreyevidentified in the treatment
condition than in the control condition. In the trmhcondition, 20 flawed questions
were identified (16 attitudinal, 4 factual quesspnwhereas in the treatment
condition, 25 problematic questions were detected attitudinal, 4 factual
questions). This difference, however, was notstially significant x> = 0.98, df =
1, p = .645). In total, 18 of the flawed questions welentified in both conditions,
nine by pre-scripted probing questions and ninednditional probing, respectively.
In the control condition, two questions that showsal flaws in the treatment
condition were identified (by conditional probing); the treatment condition, seven
guestions were detected that were not identifiethe control condition. Of these
seven questions, five were identified by conditlopaobing triggered by the
observation of peculiar reading patterns. Thosestiues would not have been
identified if only a cognitive interview was condad. The remaining two questions
were identified by predefined probes. Hence, idieation of these latter two
problematic questions does not constitute a cauttob of eye tracking.

Table 2.3. Number of problematic questions idesdifoy method and by types of
probing questions.

_ Cog_niti\{e Ey_e_ tra_cking_anc_l Identified by
Types of probes interviewing  cognitive interviewing  poth methods
Pre-scripted probes 9 11 9
Conditional probes 11 14 9
Total number of 20 o5 18

problematic questions

9 To check the robustness of our results, we alson@ed the results using cutoffs at 10% and 20%.
In both cases, more problematic questions weretifdighin the treatment condition. Using the lower
cutoff, a larger number of problematic questionsemgetected, whereas at the higher cutoff, fewer
problematic questions were detected (in both candit respectively).
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2.5.3 Severity of problems

Given that some questions were only identified axblematic by one but not the
other method, the question arose whether these seei@us or only relatively minor
(and probably neglectable) problems. Thus, in aditiadtal exploratory analysis
step, we examined whether the problems identifiedrdy one of the two methods
vary in theirseverity(Blair & Conrad, 2011; Presser & Blair, 1994). 8ety was
defined as the effect of a question problem on eaehsurement (Blair & Conrad,
2011) and quantified according to the approach lafrBand Conrad (2011): three
guestionnaire design experts independently ratedptioblems identified in those
(nine) questions which were detected in one bubott conditions on a scale of one
(no or minor effects) to ten (extremely seriouseef$)* Subsequently, the ratings
were averaged across the expérts.

Table 2.4 lists the respective questions togethdér their severity ratings,
sorted by average question severity score (ranfgorg 0 2.5 to0 7.3). Problem
scores for the individual types of problems persgoa range from 1.0 (in Q11.1) to
8.7 (in Q10.1) and we divided the problems intoesity quartiles in which first-
quartile problems were defined as non-crucial cakveroblems and fourth-quartile
problems were defined as severe problems. One {QR&Othe two questions which
were only identified in the control condition reeed a high average scor@ (6.7)
and contained the most serious problem, with aesobr8.7, namely that the term
“corrupt” was unknown/unfamiliar to some respondenthe remaining types of
problems in question Q10.1 were middle quartileofms.

The second problematic question (Q8) that was skaly identified in the

control condition received a comparatively low ags severity score and contained

%0 |n contrast to Blair and Conrad (2011), who asirtexperts to rate the impact on data quality on
two dimensions, namely prevalence and severitydesgate from their approach for three reasons:
First, we are particularly concerned with a probteseverity and not with its prevalence. Second, fo
our purpose, the results are more intuitively imtetable if only a scale from one to ten is used an
the resulting values are not blurred by multiplythg ratings for severity and prevalence. Thira, th
evaluation of prevalence seems to be more subgeatid difficult for experts to rate than the seyeri
of the effect of a problem.

2L The intraclass correlation between experts was $#C@4, which is classified as fair agreement
(Cicchetti, 1994).
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two types of problems that were both in the lowgsartiie (0 2.5). One of the
problems concerned an unclear respondent instru¢sieverity = 2.0). The question
was a check-all-that-apply question and severdigyaants asked whether they are
allowed to tick more than one answer. The otheblera concerned one of the
response categories [sign a petition] and wasitiledss undefined/vague term and
rated with a severity score of 3.0. In Germamgn a petition” [Beteiligung an einer
Unterschriftensammlung] could be either interpreted signing a petition or as
collecting signatures for a petition, although tiésnot the case in the English
translation of the response category.

Five (Q11.1, Q11.2, Q7, Q6.3, and Q10.4) of theesgwoblematic questions
that were identified only in the treatment conditiexhibited (up to three) fourth-
quartile problem types and four of these receivedabove-average score (except
Q11.1). The remaining two questions (Q6.7, Qllddeived comparatively low
average scored]( 3.4; 4.3, respectively), and the types of probledentified in
these questions were mainly defined as lowest idgigroblems. As an example of a
severely problematic question, consider questiof.QWwhich received the highest
problem severity rating[{ 7.3) across all questions. In this question, thers
considered the fact that the question was misutasisas there was a misfit
between the response option chosen and the exiplargiven as the most serious
problem (severity = 8.3). Additional flaws were tthlhe question contained several
guestions in one (severity = 7.3), the respondeints not know which answer
category reflected their own opinion appropriat@gverity = 7.3), and the question
was found to be vague/unclear (severity = 6.0).

Overall, these results show that both methods iiyeptoblems that are
considered to have serious effects on data quaktgvaluated by three questionnaire
experts. Whereas in the control condition, onenaf uestions (50%) was found to
contain severe problems, five of seven questiofi%oj7contained such problems in

the treatment condition.



Table 2.4. Severity rating and problems identifigdnethod.

Question Identified in  Problem (code) Severity[]
Q8 If you wanted to have political influence ombake your Control 2.5
point of view felt on an issue which was importenyou: Condition  Undefined/vague term [sign a petition] (4) 3.0
which of the possibilities listed on these cardsildg/ou Unclear respondent instruction (9) 2.0
use? Which of them would you considé@ase select all
that apply.
* Express your opinion to friends and acquaintances
and at work
Q6.7 By and large, economic profits are nowadagsilduted Experimental 3.4
fairly in Germany. Condition  Vague/unclear question (1) 4.7
Completely agree — tend to agree — tend to disagree Knowl_edg'e may not exist (5) 37
completely disagree Quest!on is mlsunderstoo_d Q) 2.7
Undefined/vague term [fairly] (4) 2.7
Q11.6 People worry too much about human progressihg the Experimental 4.3
environment. Condition  Vague/unclear question (1) 6.7
: : Undefined/vague term [human progress] (4) 4.3
Agree strongly — agree — neither agree nor disagree .
disagree — disagree strongly ;I'the) response of others or of the general pubbslked 4.0
Too detailed or broad response categories (24) 2.0
Q11.1 We believe too often in science, and not enoudgkefings Experimental 4.8
and faith. Condition  Knowledge may not exist (5) 7.0
Agree strongly — agree — neither agree nor disagree \éggﬁgggﬁ:ﬁzg ?g)estlon () gg
disagree — disagree strongly Undefined/vague term [Science] (4) 5.3
Undefined/vague term [Faith] ( 4) 3.7
Unclear respondent instruction (9) 1.0

(Continued)



Question Identified in  Problem (code) Severityl]
Q11.2 Overall, modern science does more harm thad.g Experimental 5.7
Agree strongly — agree — neither agree nor disagree Condition 523353332%32&%&321(? ) ?13
disagree — disagree strongly Undefined/vague term [modern science] (4) 4.3
Q7 Suppose a law were being considered by [the @erm  Experimental 6.1
Bundestag] that you considered to be unjust or huritf Condition  Boundary lines (6) 7.7
such a case arose, how likely is it that you, gcéilone or Undefined/vague term [do something about it] (4) 6.3
together with others, would be able to try to dmething Undefined/vague term [unjust or harmful] (4) 53
about it? Complex or awkward syntax (11) 5.0
Q6.3  The State has to make sure that everyone joasaad that Experimental 6.6
prices remain stable, even if the freedom of emnémregurs Condition  Vague/unclear question (1) 7.3
has to be curtailed because of this. Vague/unclear question/Question is misunderstopd (1 6.7
_ B : Information overload , Question too long (10) 6.7
gg&nﬂﬁﬁlygg;efeetend to agree —tend to disagree Several questions in one or Multiple subjects (14) 6.7
P y 9 Complex topic (2) 6.0
Knowledge may not exist (5) 6.0
Q10.1 To get all the way to the top in Germany yogau have Control 6.7
to be corrupt. Condition  Undefined/vague term [corrupt] (4) 8.7
_ o : Vague/unclear question (1) 6.7
dSit;Zn?é)é zig;?ri n ?g(rjeifa rr;e;ther agree nor disagree Objectively wrong answer/question is misunderst@gd 6.7
g gy g Response categories not appropriate to questign (23 6.0
Knowledge may not exist (5) 5.3
Q10.4 In Germany people have the same chanceseo en Experimental 7.3
university, regardless of their gender, ethnicitygacial Condition  Objectively wrong answer/question is misunderst@gd 8.3
background. Several questions in one or multiple subjects (14) 7.3
Strongly agree — agree — neither agree nor disagree thrgertamty which answer category reflects own impin 7.3
disagree —strongly disagree Vague/unclear question (1) 6.0

Note: The original questions (in German) can beébin Appendix B (section 2.9). Bold figures ar@ged question severity scores.
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2.5.3 Quantitative eye-tracking data

The final question we investigated was whether ghantitative eye-tracking data
confirmed the results from the cognitive intervieWshis is the case, both cognitive
interviewing and eye-tracking data should identiifg same questions as problematic
and verify each other. As an indicator of questidgficulty, we used the eye-tracking
metric question fixation tinfé in the Tobii Studio 3.2.1 software and examines th
total time participants spent fixating a questiorluding the response options and
possible instructions). A perfect relationship bedw problematic questions (as
identified during the cognitive interview) and qties fixation time would mean that
all problematic questions would have longer fixatiimes than non-problematic
questions.

If participants exhibited data with too many datg@g due to miscalibration or
substantial positional changes while filling-in theestionnaire, they were excluded
from the fixation times analysis of the respectiygestions. This procedure left
between 35 and 41 participants per question iratfaysis. In order to compare the
eye-movement data with the findings from the cogaiinterviews, we sorted the
items by total fixation duration and divided thento quartiles: The top quartile
contained questions with relatively long fixatiamés and the lowest quartile with
short fixation times. When looking at questionghe top and bottom quartiles, we
found an agreement between question problems axaticin time of 77%,
respectively: The vast majority of questions in tipper quartile were identified as
problematic in the cognitive interview (10 of 1@kile in the lower quatrtile, the vast
majority were considered unproblematic (10 of 1&jhough this is not a perfect
relationship, the results of the eye-tracking asedyreveal that the problems found in
the cognitive interviews are actually groundedha eye-movement behavior of the
participants. On the one hand, this gives moreidente to the (real time) coding
judgments of the interviewers and, on the otherdhdo the interpretation and

analysis of the qualitative data, which can be wred to be more valid.

22 We also reran the analysis with the eye-trackingtrim question fixation count. All of our
conclusions remained unchanged (the results ailablaon request).
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2.6 Discussion and conclusion

The aim of this study was to test whether eye iragks an effective supplement to
cognitive interviewing in evaluating and improvirggirvey questions. We found
support for our hypotheses that incorporating eyacking into cognitive
interviewing is more productive in identifying bothQuestionnaire problems
(hypothesis 1) and problematic questions (hyposhedi than using cognitive
interviewing alone. Given that problem detectiorthe primary objective of most
pretesting methods (Conrad & Blair, 2004) and asamportant indicator for the
evaluation of pretesting methods, our results m@i¢hat eye tracking and cognitive
interviewing complement each other effectively.

With regard to the types of problems, both expentaleconditions produced
almost identical results. This is in line with hypesis 3 and, actually, not surprising,
given that in both conditions cognitive interviewirs the basic method used to gain
information about the causes of question problefisally, we did not find
differences between both conditions with respecthi severity of the problems
identified. With regard to those questions thatemelentified as problematic in one
condition but not in the other, both methods idesdiproblems that were considered
to have serious effects on data quality. In thattnent condition, five of seven
questions were judged to exhibit severe problenesicl, incorporating eye tracking
into cognitive interviewing helps to detect sevemloblematic questions that would
remain unnoticed if only cognitive interviewing wasnducted.

Apart from our findings that the hybrid method ofaitive interviewing and
eye tracking identified both more questionnairebpgms and more problematic
questions, there are considerable benefits fronorporating eye tracking into
cognitive interviewing when testing survey quessioRirst, as interviewers observe
the eye movements of the respondents in real timg,obtain a better understanding
of the participant’'s answer process and probleras lihve arisen while answering.
This is advantageous in several respects for theesjuent cognitive interview. First,
providing interviewers with additional insights anparticipants’ behavior helps them

to use relevant conditional probes. Second, alth@agticipants might not point to a
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problem because they are either not aware ofittistoo demanding to verbalize it,
their eye movements provide interviewers with infation that point to difficulties.
Thereby, eye tracking contributes to identifyingpldems that are not consciously
apparent to participants and have a small chand®iofy detected in the cognitive
interview. As an additional benefit, asking probogestions in a more targeted way
also increases the efficiency of pretesting, bez#usllows for testing a much larger
set of items within a given period of time. Andndlly, analyzing eye-tracking
metrics quantitatively, such as the total time ipgrants fixated on a question,
enables researchers to compare objective eye-maonetiaga with the verbal data
gathered from the cognitive interviews. Linkinguks from different data sources
permits researchers to compare and confirm thelgsioos made and to achieve
more objective and valid results.

Alongside these advantages, however, the use oftragking also brings
certain challenges with it. First, the setup cadtan eye tracker are comparatively
high. When using eye tracking, one needs to dewillether gaining additional
information about potential question problems paf against the financial
investment required. A further limitation is thaitreveryone’s eye movements can
be recorded accurately, for example, wearers @sgla And finally, eye movements
alone can only hint at problems but do not tellwlsat exactly the problem is.
Therefore, conducting a cognitive interview aftdre teye-tracking session is
obligatory.

One could argue that comparirmgly cognitive interviewing toonly eye
tracking would have been a more clear-cut appréachxamining the effectiveness
of both methods. Similarly, testing one group oftiggpants with eye tracking only
and one group with cognitive interviewing only mslyorten the time required for
conducting the individual interview sessions. Hoamras was mentioned above, eye
tracking is hardly usable as a stand-alone pregestiethod because it is not able to
reveal the causes of question problems. Additignalhe of the biggest benefits of
combining both methods, namely giving cognitiveemitewers additional cues about
what questions or question aspects they shouldepmwbuld be lost if eye tracking

was used exclusively.
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A limitation of this study is that the two condii® differed somewhat with regard to
the mode in which the questions were administereteryiewer present and
concurrent probing in control condition vs. intewer absent during eye tracking
session and hybrid of retrospective and concumenibing in treatment condition).
From a theoretical perspective, it would have beesirable to apply identical
procedures in both conditions. However, our desigoision was primarily guided

by practical considerations about the ways we waddmnally conduct cognitive

interviews (concurrent probing by an interviewendahow we envisioned the
application of cognitive interviewing supplementedth eye tracking (hybrid of

retrospective and concurrent probing with the weawer being absent during the
eye-tracking session). In order to evaluate thengths of both methods under
realistic conditions (and thereby to increase tktereal validity of the experiment),

we had to accept the risk that the different sg¢timay differently affect participants’
response processes. For example, while the tymoghitive interview setting

encourages respondents to spontaneously commdiné guuiestions, the eye-tracking
setting (without an interviewer present) does tibis possible that the cognitive
interview in the treatment condition did not praxidn account of all the problems
participants encountered. By the time the cognitnterview was conducted, some
respondents might already have resolved (or at thask they have resolved) some
of the problems they experienced during the eyeking session.

To mitigate this effect, respondents in the treatmeondition were
encouraged to articulate any problems they encoeshtammediately while
completing the web questionnaire. Moreover, anyfiadities the respondents
experienced during the eye-tracking sessions shbeldreflected in their eye
movements and thus followed up on later in the gogninterviews.

The current study clearly calls for future researéfrst, it would be
worthwhile to investigate the use of different exacking techniques and procedures
when incorporating it into cognitive interviews. rkexample, is there an additional
benefit if respondents are shown a video of thgrmovements during the cognitive
interview and are reminded of their answer procéss@cond line of research worth

investigating might be the development of an aut@@ding system for peculiar
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reading patterns to detect problems in survey gurestbased on the participants’
reading behavior.
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2.8 APPENDIX A. Classification scheme

Comprehension Retrieval
Question Content Retrieval from memory
1. Vague/unclear question 18ligh detail required or information
2. Complex topic unavailable
3. Topic carried over from earlier question 1%ng recall or reference period
4. Undefined/vague term
5. Knowledge may not exist
6. Boundary lines
7. Objectively wrong answer, question is

misunderstood

Question structure

8.
9.

10.
11.
12.
13.
14.
15.

Transition needed

Unclear respondent instruction

Information overload, question too long
Complex or awkward syntax
Erroneous/inappropriate assumption
Assumes constant behavior

Several questions in one, multiple subjects

The response of others or of the general public
is asked for

Reference period

16. Reference periods are missing or undefined
17. Reference period carried over from earlier
question
Judgment Response Selection
Judgment and evaluation Response terminology
20. Complex estimation, difficult mental 22. Undefined/vague term
calculation required
21. Potentially sensitive/ desirability bias Response Units

23. Response categories not appropriate to
guestion

24. Too detailed or broad response categories
25. Vague response categories
Response structure
26. Overlapping response categories
27. Missing response categories
28. No formally adequate answer

29. Uncertainty which answer category reflects
own opinion

Questionnaire Navigation

30.

Questionnaire Navigation
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2.9 APPENDIX B. Questionnaire

Warm-up questions:

Q1.

Q2.

Wie beurteilen Sie ganz allgemein die wirtschdfiéid.age in Deutschland?
Sehr gut — Gut — Teils gut/ teils schlecht — SdhlecSehr schlecht

Und was glauben Sie, wie wird die allgemeine whitgtliche Lage in einem
Jahr sein?

Wesentlich besser — Etwas besser — UnverdndervasEchlechter —
Wesentlich schlechter

Experimental guestions:

Q3.

Q4.

Q5.

Q6.

Alles in allem — wie zufrieden sind Sie mit den admatischen Einrichtungen
in unserem Land?
0 = Ganz und gar unzufrieden — 10 = Ganz und giaiezen

Wie zufrieden sind Sie mit der Krankenversicheruteg, Arbeitslosen- und
Rentenversicherung in der Bundesrepublik, alsademt, was man das ,Netz
der sozialen Sicherung“ nennt?

0 = Ganz und gar unzufrieden — 10 = Ganz und giaiezen

Inwieweit stimmen Sie den folgenden Aussagen zu?
Bitte in jeder Zeile eine Antwort auswahlen.

. Privatwirtschatft ist das beste Mittel zur Lésung we&tschaftlichen Probleme

Deutschlands.

. Es ist die Aufgabe des Staates, die Einkommensgftiede zwischen den

Leuten mit hohem Einkommen und solchen mit niedniggnkommen zu
verringern.

Stimme voll und ganz zu — Stimme zu — Weder no8tirmme nicht zu —
Stimme tUberhaupt nicht zu

Hier sind einige Meinungen uber Staat und WirtscimbDeutschland.
Inwieweit stimmen Sie den folgenden Meinungen zeradcht zu?
Bitte in jeder Zeile eine Antwort auswahlen.

. In unserer Gesellschaft muss jeder fur sich schalass er auf einen grinen

Zweig kommt. Es hilft nicht viel, sich mit andereasammenzuschlie3en, um
politisch oder gewerkschatftlich fir seine Sach&amupfen.

. Die Wirtschaft funktioniert nur, wenn die Unternedmgute Gewinne machen.

Und das kommt letzten Endes allen zugute.
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. Der Staat muss dafiir sorgen, dass jeder Arbeiirchtlie Preise stabil bleiben,

auch wenn deswegen Freiheiten der Unternehmersahginkt werden
mussen.

. Der Staat muss daftir sorgen, dass man auch beklkeanNot,

Arbeitslosigkeit und im Alter ein gutes Auskommaeat.h

. Wenn die Leistungen der sozialen Sicherung, wienfattizahlungen im

Krankheitsfall, Arbeitslosenunterstiitzung und F&itten, so hoch sind wie
jetzt, fihrt dies nur dazu, dass die Leute nichhmaebeiten wollen.

6. Alles in allem gesehen, kann ich in einem Land B&aitschland gut leben.

7. Die wirtschaftlichen Gewinne werden heute in Dellsed im GrolRen und

Q7.

Q8.

Ganzen gerecht verteilt.

. Selbst wenn man es wollte, kdnnte man die sozidtegieichheiten kaum

geringer machen, als sie bei uns in Deutschlard] sin

Stimme voll und ganz zu — Stimme zu — Weder no&irkame nicht zu —
Stimme Uberhaupt nicht zu

Stellen Sie sich vor, der Bundestag berat ein Gedasts Sie fur ungerecht
oder schadlich halten. Was meinen Sie, wie wahishtie ist es, dass Sie,
allein oder mit anderen zusammen, versuchen wietems dagegen zu
unternehmen?

Sehr wahrscheinlich — Einigermalf3en wahrscheinliblicht sehr
wahrscheinlich — Uberhaupt nicht wahrscheinlich

Wenn Sie politisch in einer Sache, die Ihnen wgtt, Einfluss nehmen,
Ihren Standpunkt zur Geltung bringen wollten: Welder folgenden
Moglichkeiten wirden Sie dann nutzen, was davonekfimSie in Frage?
Bitte alles auf Sie Zutreffende auswahlen.

Seine Meinung sagen, im Bekanntenkreis und am tsjlaiz

Sich an Wabhlen beteiligen

Sich in Versammlungen an 6ffentlichen Diskussiobeteiligen
Mitarbeit in einer Blrgerinitiative

In einer Partei aktiv mitarbeiten

Teilnahme an einer Demonstration

Sich aus Protest nicht an Wahlen beteiligen

Aus Protest einmal eine andere Partei wahlen alsdér man nahesteht
Beteiligung an einer Unterschriftensammliung

Aus politischen, ethischen oder Umweltgrinden Wé@ykottieren oder
kaufen
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Qo.

Q10.

Hier ist eine Liste mit verschiedenen Auffassundariber, wie es in
Deutschland mit den sozialen Unterschieden tatsdchussieht und wie es
sein sollte. Inwieweit stimmen Sie den folgendersgagen zu oder nicht zu?
Bitte in jeder Zeile eine Antwort auswahlen.

. Was man im Leben bekommt, hangt gar nicht so seiiden eigenen

Anstrengungen ab, sondern von der Wirtschaftskdegrel.age auf dem
Arbeitsmarkt, den Tarifabschlissen und den Soméliegen des Staates.

. Das Einkommen sollte sich nicht allein nach desstieig des Einzelnen

richten. Vielmehr sollte jeder das haben, was ¢érsginer Familie fur ein
anstandiges Leben braucht.

. Nur wenn die Unterschiede im Einkommen und im denidnsehen grof3

genug sind, gibt es einen Anreiz fur personlichistuagen.

. Die Rangunterschiede zwischen den Menschen sireptzel, weil sie im

Wesentlichen ausdriicken, was man aus den Charieanad hatte, gemacht
hat.

. Ich finde die sozialen Unterschiede in unserem Lian&roRen und Ganzen

gerecht.

Stimme voll zu — Stimme eher zu — Stimme eher racht Stimme Gberhaupt
nicht zu

Inwieweit stimmen Sie den folgenden Aussagen zu ot zu?
Bitte in jeder Zeile eine Antwort auswahlen.

1. Um in Deutschland heute ganz nach oben zu kommess man korrupt sein.

2. In Deutschland haben nur Schiiler der besten Gyemagsite Chancen zu

studieren.

. In Deutschland kénnen nur die Reichen ein Studiagahlen.

4. In Deutschland haben alle Menschen die gleichem&hau studieren,

Q11.

unabhangig von Geschlecht, nationaler oder etherddbrkunft oder sozialer
Schicht.

Stimme voll zu — Stimme eher zu — Stimme eher aoht Stimme Uberhaupt
nicht zu

Inwieweit stimmen Sie den folgenden Aussagen zu ot zu?
Bitte in jeder Zeile eine Antwort auswahlen.

. Wir vertrauen zu sehr der Wissenschaft und nichtigen unseren Geflhlen

und dem Glauben.

. Alles in allem schadet die moderne Wissenschaftrrakshsie niitzt.
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3. Die moderne Wissenschaft wird unsere Umweltproblbmelur geringer
Veranderung unserer Lebensweise losen.

4. Wir machen uns zu viele Sorgen Uber die Zukunftiarvelt und zu wenig
um Preise und Arbeitsplatze heutzutage.

5. Fast alle, was wir in unserer modernen Welt tuhadet der Umwelt.

6. Die Leute machen sich zu viele Sorgen, dass deschéohe Fortschritt der
Umwelt schadet.

Stimme voll und ganz zu — Stimme zu — Weder no8timmme nicht zu —
Stimme tberhaupt nicht zu

Q12. Inwieweit fAnden Sie es flr sich personlich akzeelaAbstriche von lhrem
Lebensstandard zu machen, um die Umwelt zu sch?itzen

Sehr akzeptabel — Eher akzeptabel — Weder akzéptatie inakzeptabel —
Eher inakzeptabel — Sehr inakzeptabel

Q13. Glauben Sie, dass man eine Familie braucht, umiahirgltcklich zu sein,
oder glauben Sie, man kann alleine glticklich leben?

Braucht Familie — alleine genauso gliicklich — Alkeglucklicher —
Unentschieden

Q14. Kinderreiche Familien sind selten geworden. Wakeei8ie, ist das Image
von Kinderreichen in unserer Gesellschaft. BittbegeSie dazu an, inwieweit
die folgenden Aussagen zutreffen oder nicht zwgreff
Bitte in jeder Zeile eine Antwort auswahlen.

1. Kinder zu haben ist etwas Wundervolles, davon kaan nie genug haben.
2. Kinderreiche gelten als asozial.
3. Mit vielen Kindern leben ist wie in den guten altésiten.
Trif;}t voll und ganz zu — Trifft eher zu — Triffther nicht zu — Trifft Gberhaupt
nicht zu

Q15. Wie oft waren Sie insgesamt in den letzten 12 Memaiber Nacht nicht zu
Hause, weil Sie im Urlaub waren oder auf BesuchHbeunden, Verwandten
usw.?

Ich war nicht Gber Nacht fort — 1-5 Nachte — 6-1&chte — 11-20 Nachte — 21-
30 Nachte — Mehr als 30 Nachte
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Q16.

Q17.

Q18.

Q109.

Q20.

Q21.

Mit wie vielen Menschen haben Sie im Durchschmteamem normalen
Wochentag Kontakt? Wir meinen Kontakte mit einzelRersonen, also wenn
sie mit jemandem reden oder diskutieren. Dies ksraonlich, telefonisch,
brieflich oder Gber das Internet sein. Zahlen Siedie Menschen, die Sie
kennen, und denken Sie bitte auch an die, mit d&meerusammenwohnen.

0-4 Personen — 5-9 Personen — 10-19 Personen 9 P@fdonen — 50 oder
mehr Personen

An wie vielen Tagen sehen Sie im Allgemeinen ireeM/oche — also an den 7
Tagen von Montag bis Sonntag — fern?

An allen 7 Tagen in der Woche — An 6 Tagen in decié — An 5 Tagen in
der Woche — An 4 Tagen in der Woche — An 3 TagatemWoche — An 2
Tagen in der Woche — An 1 Tag in der Woche — SeiterNie

An wie vielen Tagen sehen Sie im Allgemeinen ireeM/oche
Nachrichtensendungen von ARD oder ZDF?

An allen 7 Tagen in der Woche — An 6 Tagen in decié — An 5 Tagen in
der Woche — An 4 Tagen in der Woche — An 3 TagatemWoche — An 2
Tagen in der Woche — An 1 Tag in der Woche — SeiterNie

An wie vielen Tagen sehen Sie im Allgemeinen ireeM/oche
Nachrichtensendungen von den privaten Fernsehgsehder

An allen 7 Tagen in der Woche — An 6 Tagen in decié — An 5 Tagen in
der Woche — An 4 Tagen in der Woche — An 3 TagatemWoche — An 2
Tagen in der Woche — An 1 Tag in der Woche — SetterNie

Wie oft nutzen Sie im Allgemeinen das Internet, siah Gber Politik zu
informieren?

Taglich — Mindestens einmal jede Woche — Mindesensal jeden Monat —
Seltener — Nie

Wie oft wirden andere Leute bei passender Gelegerdrsuchen, Sie zu
Ubervorteilen oder aber versuchen, sich Ihnen gdgarfair zu verhalten?
Andere Leute wirden ...

fast immer versuchen, mich zu tUbervorteilen — reeswersuchen, mich zu
Ubervorteilen — meistens versuchen, sich mir gelgeniair zu verhalten — fast
immer versuchen, sich mir gegenuber fair zu veehalt
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Q22. Ganz allgemein, was meinen Sie: Kann man Mensciedgrauen oder kann
man im Umgang mit Menschen nicht vorsichtig geneiga Man kann ...

Menschen fast immer vertrauen — Menschen normaieewertrauen —
normalerweise nicht vorsichtig genug sein im UmgamigMenschen — fast nie
vorsichtig genug sein im Umgang mit Menschen.

Q23. Inwieweit achten Sie auf gesundheitsbhewusste Eomgir
Sehr stark — Stark — Ein wenig — Gar nicht

Q24. Wie haufig trinken Sie die folgenden alkoholisclt&etranke?

Bitte in jeder Zeile eine Antwort auswahlen.

. Bier

. Wein, Sekt

. Spirituosen (Schnaps, Weinbrand, etc.)

A W DN

. Mischgetranke (Alkopops, Cocktails, etc.)
Regelmalig — Ab und zu — Selten — Nie

Q25. Es gibt unterschiedliche Meinungen zum Sport. Inveié stimmen Sie den
folgenden Aussagen zu oder nicht zu?
Bitte in jeder Zeile eine Antwort auswahlen.

1. Sport zu treiben fordert die Charakterentwickluog Kindern.
2. Im Fernsehen kommt zu viel Sport.

3. Sport bringt unterschiedliche Gruppen in Deutsathl@imander ndher, etwa
Gruppen verschiedener nationaler oder ethnischexurié.

4. Internationale Sportwettkampfe erzeugen mehr Spayeruzwischen den
Landern als positive Geflhle.

5. In Deutschland sollte der Sport mehr durch 6ffehti Mittel gefordert
werden.

Stimme voll und ganz zu — Stimme zu — Weder no8tirmme nicht zu —
Stimme tberhaupt nicht zu
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3 A COMPARISON OF TWO COGNITIVE PRETESTING
TECHNIQUES SUPPORTED BY EYE TRACKING #®

3.1 Abstract

In questionnaire pretesting, supplementing cogaititerviewing with eye tracking
IS a promising new method that provides additiomaights into respondents’
cognitive processes while answering survey questidhen incorporating eye
tracking into cognitive interviewing, two retrospiee probing techniques seem to be
particularly useful. In the first technique retrospective probing- participants
complete an online questionnaire, while cognitivieiviewers monitor participants’
eye movements in an adjacent room and note dowmpecyliarities in their reading
patterns. Afterward, the interviewers ask targepeobing questions about these
peculiarities in a subsequent cognitive intervidw.the second technigue gaze
video cued retrospective probirgrespondents are additionally shown a video of
their eye movements during the cognitive intervidis video stimulus is supposed
to serve as a visual cue that may better enablgomeents to remember their
thoughts while answering the questions. We examitether one of the two
technigues is more effective when it comes to iflgngy problematic survey
guestions. In a lab experiment, participants’ eyevements (n = 42) were tracked
while they completed six questions of an onlinesjoenaire. Simultaneously, their
reading patterns were monitored by an interviewer évidence of response
problems. After completion of the online survey, cagnitive interview was
conducted. In the retrospective probing conditigrmbing questions were asked if
peculiar reading patterns were observed duringeyetracking session (e.g., re-
readings of specific words or text passages). énaotiher condition, participants were

shown a video of their recorded eye movements,daiti@an to receiving probing

23 A version of this chapter has been published as:

Neuert, C.E. & Lenzner, T. (2015).A comparisonwb tcognitive pretesting techniques supported by
eye trackingSocial Science Computer Revienline first.

Parts of this chapter were presented at the VI ji@ap Congress of Methodology, July 23-25, 2014,
Utrecht, Netherlands, and at the 16th General @riResearch Conference (GOR15), March 18-20,
2015, Cologne, Germany.
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guestions about the questions displayed. Result& shat both techniques did not
differ in terms of the total number of problemsntged. However, gaze video cued
retrospective probing identified fewer unique pesbs and fewer types of problems

than pure retrospective probing.

3.2 Introduction

The general goal of cognitive interviewing is totab information about the
cognitive processes underlying survey responding &m identify difficulties
respondents have in answering them. By identifyorgblematic questions and
providing information about how a question couldré@sed, cognitive interviewing
contributes to a better understanding of questipngespondents and thus decreases
measurement error (Forsyth & Lessler, 1991; WillB)05). For example,
measurement error is introduced into the data spoadents misinterpret words,
concepts, or entire questions, have difficultiesesimieving the information sought, or
encounter problems when formatting their answers\(€s et al., 2004, p. 209).

In questionnaire pretesting, supplementing cogaiiiverviewing with eye
tracking is a novel and promising approach thathimjgrovide additional insights
into respondents’ cognitive processes while answesurvey questions (Galesic &
Yan, 2011). Whereas cognitive interviews initialtpok place in pretesting
laboratoriesequipped with video and audio recording equipmémese labs are,
today, often additionally equipped with eye-trackiechnology (Campanelli, 2008);
for instance, those at the German Federal StatigDifice (Tries, 2010) and at the
United States Census Bureau (Romano & Chen, 20didgrporating eye tracking
into cognitive interviewing is based on the ideaadlirect relationship between eye
movements and cognitive processing. The so-calfeengnd hypothesis of Just and
Carpenter (1980) assumes a link between what peopléooking at and what they
are thinking. It postulates that words or objects fexated as long as they are being
processedJust & Carpenter, 1980). According to this assuompteye tracking
appears to be a natural supplement to cognitivenii@wing, because cognitive
interviewing is about obtaining information aboeoples’ thoughts while answering



A COMPARISON OF TWO COGNITIVE PRETESTING TECHNIQUERBJPPORTED 81
BY EYE TRACKING

a questionnaire (Willis, 2005). Observing the eyavements- where and for how
long respondents look when reading and answerirgstgqpns— helps to reach a
better understanding of the participant’s answecgss and can be used to detect
difficulties that may have arisen while answer{hguert & Lenzner, 2015). Because
eye tracking allows the detection of conscious ancdonscious reactions to survey
questions (Tries, Nebel & Blanke, 201#)might also point to difficulties that are
not consciously apparent to participants and haseall chance of being detected
(Blair & Conrad, 2011)As we have demonstrated in a previous study, ircratmg
eye tracking into cognitive interviewing is indeatbre productive in identifying
questionnaire problems than using cognitive ineimg alone (Neuert & Lenzner,
2015).

In the present article, we are interested in howe ésacking can be
implemented most effectively into cognitive suryagtesting studies. We compare
two eye tracking supported cognitive pretestindhbégques: Retrospective probing
based on observed eye movements and retrospectien@, which incorporates a
gaze video cue, that is, a video that shows thecgents’ eye movements while

they filled in an online questionnaire.

3.3 Background

The term “cognitive interviewing” usually refers aoministering draft questions of a
survey instrument to respondents who provide amttili verbal material about their
responses and their thoughts (Beatty & Willis, 20@Cbgnitive interviewing aims to
understand and to obtain information on respondehitsught processes while
answering these questions (i.e., how respondemtsrstand the questions, as well as
how they arrive at an answer) and to identify dpedifficulties respondents have
with the questionnaire (Beatty, 2004; Beatty & \§ill2007). The verbal material
about respondents’ thought processes that is gatherthe cognitive interviews is
used to evaluate the quality of the questions angbrovide information about
whether a question needs revision (Beatty & WiRB07).
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One of the most common techniques used in cognitierviews is “verbal
probing”. Probes are follow-up questioaisout what respondents were thinking and
how they interpreted the questions or specific teased in the questionnaire (Willis,
2005) During cognitive interviews, participants typicalfirst answer the survey
guestions and then respond to a series of prohiegtmpns (Willis, 2005; Willis &
Miller, 2011). Follow-up probingan occur either immediately after the subject has
answered the target survey question (concurrenbimpgd or at the end of the
interview, during a debriefing session (retrospectprobing; Willis, 2005). In
current practice, concurrent probing is used morguently, although, under certain
circumstances, retrospective probing may be theeneificient technique, for
example, when testing self-administered questioasaiin which the respondent
should not be disturbed, to determine whether hghercan handle the instrument
alone (Willis, 2005).

When conducting cognitive interviews in combinatigith eye tracking, it is
sensible to probe only retrospectively. In eyeknag supported cognitive pretesting
studies, respondents are seated in front of antragker in the laboratory and are
instructed to fill in a questionnaire at their uspace. Simultaneously, a cognitive
interviewer monitors the respondents’ actions ayelraovements, in real time, on a
computer screen in an adjacent room and notes aayligrities in their reading
patterns (e.g., long or repeated fixations or rpldtiregressions from answers to
guestion text). These are then addressed in atoagmterview that is conducted
after respondents have completed the survey. Ifteagking were to be used with
concurrent probing, participants might produce myements that they would not
normally make when they complete an online quesaoe on their own (Pernice &
Nielsen, 2009). For example, unusual eye movemenight be caused by
participants looking away from the screen when desg something to the
interviewer or by fixating on certain areas of tbereen while describing their
thought processes regarding that question. Unusyal movements would be
especially disadvantageous if the data were alstuated quantitatively after the
interview. Concurrent probing might also make ggrants more aware of the fact

that their eye movements are being tracked. Thexefshen conducting cognitive
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interviews in combination with eye tracking, itnsasonable to apply retrospective
rather than concurrent probing.

In general, retrospective probing has the advantiagieit does not interrupt
the flow of answering an entire questionnaire dhds, creates a more realistic field
setting. However, retrospective probing also hasnesodrawbacks, because
participants may have forgotten key information tbe information about their
problems may no longer be accessible when theyfisaly asked to answer the
probing questions (Willis, 2005). A potential sadut to aid the participants’ memory
could be the use of a gaze video cue, a technltatehas already been employed in
usability research in combination with thinking4adb(e.g., Ball, Eger, Stevens, &
Dodd, 2006; Elling, Lentz, & DeJong, 2011; HansE®91; Hyrskykari et al., 2008)
as well as in field research with mobile eye tragkiEghbar-Azar & Widlok, 2013).
When using retrospective probing in conjunctionhwatgaze video, participants are
presented with a replay of their eye movementanduthe cognitive interview. In the
video replay, the eye movements appear as reditttsepresent where participants
were looking when answering the questions. The dorg participant looks at
something, the larger the red dot becomes. Thus,pbssible for the participant to
see how he or she read and answered the queshisnvitieo stimulus is supposed to
serve as a visual cue that may better enable rdsptsto remember their thoughts
while answering the questions by reviewing theg eyovements.

On the negative side, showing participants a gateowvreplay may increase
the risk of false alarms, that is, identifying aolplem that is not actually present
(Conrad & Blair, 2009). When confronted with theawn eye movements,
participants might come up with a post hoc explanator their behavior to meet
what they think is expected of them, instead of japorting their thinking.

In this study, we compare gaze video cued retrdsge@robing with
retrospective probing without any cues within thenfework of identifying

problematic survey questions. Three research quesstiill be addressed:

Research question 1:Do both techniques differ in terms of the numbér o
problems identified?
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Research question 2:Do both techniques differ in the types of problems
identified?
Research question 3:Do both techniques differ in the way they stimelat

participants when commenting on their behavior?

3.4 Methods

3.4.1 Design

To answer our research questions, we used a ramddniietween-subject design
with two conditions (gaze-replay video yes/no). pdlrticipants1f = 42) were seated
in front of the eye tracker and, after a short arption of the eye tracker and a
standard calibration procedure, the participantspeted the online questionnaire
while their eye movements were recorded and tlespanse behavior was monitored
by a cognitive interviewer sitting in a differem@am. The interviewer used a coding
scheme (described in section 3.4.5) to documentpaayliar reading pattern that
was observed. Following completion of the onlinevey, a cognitive interview was
conducted. Each cognitive interview was videotajiaaing the cognitive interview,
participants in the retrospective probing condit{or= 21) received a paper version
of the questionnaire with screenshots of the qomestito remind them of their initial
thoughts, whereas participants in the gaze vided cetrospective probing condition
(n = 21) were shown a video of their recorded eye enmnts while filling in the
online questionnaire. In addition, respondentsathlzonditions were asked a set of
probing questions about the questions under sgrutin

3.4.2 Participants

This experiment was part of a larger study condugteOctober and November 2012
in the pretest laboratory at GESIS — Leibniz lngéitfor the Social Sciences in
Mannheim, Germany (see section 3.4.6 for detailatbrmation). For this

experiment, 33 participants were recruited from régpondent pool maintained by
the institute, as well as by word of mouth. Foiirtiparticipation in the whole study,

which took about one and a half hours, participaateived a compensation of €30.
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Additionally, nine colleagues and student assistambrking primarily in non-

scientific departments of the institute participhie the study for free, so that a total
of 42 subjects participated in the experiment. iBipents came separately to the
pretest laboratory at GESIS for individual sessiofisble 3.1 shows some

demographic characteristics of the participants.

Table 3.1. Demographic characteristics of partitip%6).
Gender Age Years of schooling Computer Usage

Female 52% 18-34 60% 9 years or less 19% (Almost) Daily 91%
Male 48% 35-54 33% 10 years 10% Weekly 2%

55+ 7% 12 years or more71% Seldom or never 7%

3.4.3 The questionnaire

The questionnaire included 6 closed-ended items$ were adapted from the
International Social Survey Programme (ISSP 200842 and the European Social
Survey (ESS, round 1, 2002; round 5, 2010). Thguage of the questionnaire was
German. The official English translations of theesfions provided by the survey
organizers are available in Appendix A. The questioncluded two question
formats: four single-choice questions and one gudstion with 2 items. One of the
questions asked about respondents’ behavior, ther dive about respondents’
attitudes. The online questionnaire was programmigial a font size of 18 and 16
pixels and a line height of 40 and 32 pixels far tfuestion text and answer options,

respectively.

3.4.4 Eye-tracking equipment

We used a Tobii T120 eye-tracking system togethigh whe Tobii Studio 3.2.1
software to record the participants’ eye movemeht® Tobii T120 is a remote eye
tracker embedded in a”LTFT monitor (resolution 1280 x 1024) with two baubar
infrared cameras placed underneath the computeersciihis system is particularly

suitable when stimuli can be presented on a sces®h provides unobtrusive
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recording of respondents’ eye movements and per@gsl movements within a
scale of 30 x 22 x 30 cm. Eye movements were recbed a sampling rate of 120
Hz, meaning that 120 gaze data points per secone eatlected for each eye. The
Tobii Studio software allows the interviewer to pleack a video recording of the
original recording, with or without eye movemenis; our case, a video of the
respondents’ eye movements recorded during coroplefithe online questionnaire.
The software also includes an automatic retrospedtiink-aloud recording function
that allows the interviewer to video and audio rddbe participants’ comments and
reactions while showing a playback from the presipuecorded task. Finally, the
software includes features that enable the intemtido adjust playback speed, start
or pause playing, rewind or fast forward the vid&hbis allows the interviewer to
control the recording, for example, to pause if gagticipant needs more time to

respond, or to repeat a video sequence.

3.4.5 Interview protocol and interviewer instructions

The interview protocol included prescripted, gehgmabing questions for all 6
items, such asCould you please explain your answer a little fer, “ What were
you thinking when answering the questigriHow easy or difficult was it for you to
come up with your answet?and “Why did you find it (rather/very) difficuft?The
use of prescripted probing questions ensured &vella standardized application of
the protocol between the different interviewers.eTise of general probing (in
contrast to specific probing) questions has theaathge that they do not influence
the answer process of the respondent. Furtherngeeeral probes induce the
participant to elaborate in a narrative way, whielps to collect information on how
and why respondents answered the question as ith¢Wdlson & Miller, 2014).

The interviewers were instructed to probe only ¢hosiestions for which
peculiar reading patterns were observed during élje-tracking session. To
document if a peculiarity occurred, interviewergevprovided with a coding scheme
for peculiar reading patterns: They had to chedloa if they observed one of the
following five behaviors: (1) long or repeated fieas on a word, (2) rereadings of

specific words or text passages, (3) regressiams fanswers to question text, (4)
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correction of the chosen response category, andk{pping a question. In addition,
it was possible to check a box if an “other”, npésified peculiarity occurred and to
describe the corresponding behavior. If one or nmufrédhe behaviors described
previously were observed during the eye-trackingsiem, the interviewers were
instructed to first ask the general probing questiand to probe the peculiar reading
patterns explicitly only if the general probes hat already uncovered the reasons
for this particular behavior.

Participants in the gaze video cued retrospectirabipg condition were
given the following instruction:I“am now going to show you a recording of your eye
movements during/while answering question x. THedogs that you are going to see
in the replay show how you read and answered tlstiun and represent where you
were looking. The longer you were looking at somegththe larger the red dot
becomes. After you have watched the replay, | wbkédyou to tell me how you
came up with your answer and what you were thinkivigen answering the

question.

3.4.6 Procedure

The experiment reported in this article was partaofarger study with several
unrelated experiments. The entire study took almé and a half hours and
consisted of three parts. In the first part, pgénts completed an online
questionnaire while their eye movements were trdckene entire questionnaire
included 58 questions. In the second part, a coognibterview was conducted (cf.
Neuert & Lenzner, 2015). In the third part, pagamts completed another online
questionnaire that consisted of different smallezkpents unrelated to this study (cf.
Lenzner, Kaczmirek, & Galesic, 2014). The experitreported in this paper refers
to the last six questions of the online questiomn§part one of the study), which
were discussed at the end of the subsequent oognitterview (part two of the
study).

The interviews in both conditions were conducteditg interviewers (three
researchers and two student assistants) who hamtesdlously conducted cognitive

interviews. Individual interviewers each conducbsdween three to five interviews
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in each condition. The average survey completiaretior the six questions was
approximately 2.5 minutes (154 seconds). In terimgnoe required for conducting
the cognitive interviews in both conditions, we outhat administering retrospective
probing in conjunction with a gaze video cue reegiclose to 373 seconds, whereas

the pure retrospective probing interviews took agpnately 331 seconds.

3.5 Results

In the analysis described subsequently, we compgaed video cued retrospective
probing and retrospective probing both quantitdyivéhat is, in terms of the total

number of problems identified (including recurrencd the same problem) and the
number of unique problems identified, and quali&lii, that is, in terms of the types
of problems identified and the types of commentgeigiby respondents. First, we
examined the total number of problems identifieceath condition. Subsequently,
we categorized the types of problems and examimes@mber of unique problems.

Finally, we categorized the types of comments giwenespondents.

3.5.1 Number of problems

To identify problems, the first author reviewed alteotapes of the cognitive
interviews and gave each questionnaire item, foh @aerview, a dichotomous score
that reflected whether a problem was identifiedhi& question (1) or not (0). Those
sections of the cognitive interviews that containad context relevant for
understanding potential problems were transcril#dterward, a student assistant
reviewed and coded all interviews, to estimate riater reliability. Agreement
between these two raters was 93% and Cohen’s Kd@t#®) was found to be .84,
which is “almost perfect”, according to Landis akdch’s (1977, p.165) criteria.
The number of problems that resulted from this ysial contained all detected
problems for all participants, which means thatbpgms can occur repeatedly for
specific questions, because several participanghthiave encountered the same
problem.
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Table 3.2 shows the total number of problems idiedtin each condition and the
distribution of these problems per question. A cargon of the total number of
problems across conditions revealed that the camtibm of a gaze video with
retrospective probing did not identify significantnore problemsn( = 44) than

retrospective probingn(= 41;x% = 1.38, df = 1p = .160). In both conditions, most
problems were identified in Question 5 (23 probleraad in Question 1.2 (19
problems), whereas only one participant in eachditimm experienced a problem

when answering Question 1.1.

Table 3.2. Number of problems identified, by coraht
Number of problems in

Total number
of problems Q1.1 Q1.2 Q2 Q3 Q4 Q5

Retrospective 1 10 7 8 5 10
probing (no cue) 41 %) (24%) (17%) (20%) (12%) (24%)
Gaze video cued 1 9 5 9 7 13
retrospective 44

robing (video cue) (%) (21%) (11%) (21%) (16%) (30%)

3.5.2 Types of problems

In our next analysis step, we evaluated whethen bexthniques identified different
types of problems. For each item that was perceagegroblematic, we reviewed the
transcripts of the interviews and coded them intobfem types, using a problem
classification scheme adopted from various existidgemes (DeMaio & Landreth,
2004; Lessler & Forsyth, 1996; Presser & Blair, 49B0othgeb, Willis, & Forsyth,
2001).

The problem classification scheme included a tota&d0 problem codes that
were grouped according to the four stages of theseguresponse process
(comprehension, retrieval, judgment, response sefec Tourangeau 1984;
Tourangeau, Rips, & Rasinski, 2000; see AppendigeBtion 3.9). Individual items
could be assigned to multiple problem codesoblem types were also coded by a
student assistant, resulting in an agreement of &8&a Kappa of .74 (classified as

“substantial” reliability by Landis & Koch, 1977]he types of problems discovered
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in the questions came from three of the four stafdbe survey response process:
comprehension difficulties, judgmental issues, gegponse selection. Problems with

information retrieval were not detected (see T&uB.

Table 3.3. Types of problems identified, by coraiti
Types of problems

Total number

of problems ~ COMPre- g ieval Judgment Response
hension Selection
Retrospective 36 0 3 2
probing (no cue) 41 (88%) (0%) (7%) (5%)
Swwened oo 4o
P (91%) (0%) (9%) (0%)

probing (video cue)

In both conditions, the highest proportion of pebt was classified as
comprehension problems. Two types of problems ftbm “response selection”
category were detected in the retrospective proloimigdition, but problems with
response selection were not found in the gaze vide® retrospective probing
condition. Again, no statistically significant défence between the two conditions,
with regard to the types of problems identified,swaund §* = 2.25, df = 2p =
.325).

Besides the general productivity of each technigus,important to establish
how many unique problems each technique identiéd. therefore also looked at
the number of unique problems detected in eachitondTable 3.4). We classified
a problem as unique if it occurred at least oncequestion (irrespective of how
many participants had experienced the same probMrgn comparing the total
number of unique problems across conditions, wendothat gaze video cued
retrospective probing identified significantly lessique problemsn(= 14) than
retrospective probingn(= 20;x? = 5.56, df = 1p = .037).

Although, in Question 1.1, one problem in the reective probing condition
and one in the gaze video cued retrospective pgobmndition were detected,
retrospective probing identified one (Questions) 26 even two unique problems
(Question 1.2) more than gaze video cued retroseptobing had detected in all
other questions. Whereas, in Question 1.2, the lgmobthat the term “civil
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disobedience” was unknown to some respondents (Qodeee Table 3.5) was
identified in both conditions, two other problemsres identified exclusively in the
retrospective probing condition. In this conditidhe question was also found to be
vague and unclear (Code 1) and to have a compiaacycal structure (Code 11).
Altogether, three unique problems were detecte@uestion 2. Even though two
problem types, namely that the question was vagdeuaclear (Code 1) and that it
contained a complex topic (Code 2), were identifiedooth conditions, the more
specific problem- the question contained undefined terms (UnitedioNat
intervene)- was only detected in the retrospective probingddmn. A summary of
the number and types of problems identified perstioe and condition is presented
in Table 3.5.

Table 3.4. Number of unique problems identified cbpdition.

Total Number of problems in
number of
problems Q11 Q1.2 Q2 Q3 Q4 Q5
Retrospective 1 3 3 4 5 4
probing (no cue) 20 (5%) (15%) (15%) (20%) (25%) (20%)
e A1z a4
P (7%) (7%) (14%) (21%) (29%) (21%)

probing (video cue)

In both conditions, the highest proportion of umgproblems was classified as
“vague or unclear question” (25% retrospective prghand 29% gaze video cued
retrospective probing), or as containing “undefined vague terms” (20%

retrospective probing and 21% gaze video cuedspéctive probing). Four types of
unique problems were detected exclusively in thee pretrospective probing

condition: Only respondents in this condition rederto the error codes “knowledge
may not exist” (Question 4), “erroneous or inappiae assumption” (Question 3),
“response categories missing” (Question 5), and foronally adequate answer”

(Question 4).
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Table 3.5. Number and types of unique problemstifiledh, by condition.

video cued 3

Boundary lines (6)
Complex estimation (20)
Response categories missing (27)

Vague/unclear question (1)
Boundary lines (6)

Number
Questions of unique Types of problems (Code) Frequency
problems
Q1.1 novideo 1 Undefined/vague term [opportunities 1
participate in public decision-making] (4)
video cued 1 Undefined/vague term [opportunities to 1
participate in public decision-making] (4)
Q1.2 novideo 3 Undefined/vague term [civil disoileede] (4) 8
Vague/unclear question (1) 1
Complex or awkward syntax (11) 1
video-cued 1 Undefined/vague term [civil disobed&n(4) 9
Q2 no video 3 Vague/unclear question (1) 1
Complex topic (2) 2
Undefined/vague term [United Nations; 4
intervene] (4)
video cued 2 Vague/unclear question (1) 1
Complex topic (2) 4
Q3 no video 4 Vague/unclear question (1) 2
Complex or awkward syntax (11) 3
Potentially sensitive or desirability bias (21) 1
Erroneous/inappropriate assumption (12) 2
video cued 3 Vague/unclear question (1) 2
Complex or awkward syntax (11) 6
Potentially sensitive or desirability bias (21) 1
Q4 no video 5 Vague/unclear question (1) 1
Complex topic (2) 1
Undefined/vague term [direct influence] (4) 1
Knowledge may not exist (5) 1
No formally adequate answer (28) 1
video cued 4 Vague/unclear question (1) 2
Complex topic (2) 1
Undefined/vague term [direct influence] (4) 3
Boundary lines (6) 1
Q5 no video 4 Vague/unclear question (1) 1
6
2
1
4
6
3

Complex estimation (20)
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3.5.3 Classification of problems

To examine whether the different cues stimulategasicipants in different ways
when commenting on their behavior, we classifiedigpants’ comments into three
categories, according to the coding scheme of Vigdtimns suggested by Hansen
(1991), which was slightly altered for our purpogese Table 3.6). Instead of
speaking of “manipulative operations” that descrédre action in a usability test
(Hansen, 1991), we used the term “behavioral” tdecaomments that express
exclusively an action, for example “I have read tjeestion and answered it".
“Cognitive” comments are defined as interpretatjassessments, and expectations
of the respondents (e.g., “I have never heard & t[x] before.”). Our third
category is a combination of both, where “cognitarel behavioral” comments are
associated with each other, for example “I wasaresabout the term [x] and that is
why | read the question several times.” For thesifecation of comments, we coded
all those sections of the cognitive interviews tbhantained a relevant context for
understanding whether a problem existed or Adbtal of 95 comments (48 in the
retrospective probing condition and 47 in the gadeo cued retrospective probing
condition, see Table 3.6) were coded by the fitgh@r and a student assistant,
respectively. Interrater reliability between bottders was found to be Kappa = .78,
which is generally classified as “substantial” abliity (Landis & Koch, 1977,
p.165) and agreement was found to be 8@ly one code was assigned to each

comment.The results are shown in Table 3.6.

Table 3.6. Class of comments, by condition.

Total number Types of comments

of comments Behavioral ~ Cognitive Behavioral -
cognitive
Retrospective probing 4 2 31 15
(no cue) 8 (4%) (65%) (31%)
Gaze video cued 5 o5 17
retrospective probing 47 0 0 0
(video cue) (11%) (53%) (36%)
Total 95 ! o6 32

(7%) (59%) (34%)
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With respect to the types of comments, gaze videed cretrospective probing
stimulated the participants to produce slightly entiyehavioral” comments (11% vs.
4%) and to produce less “cognitive” comments thaenvno cue was used (53% vs.
65%), meaning that participants were commentingenmr what they were doing
and less on what they were thinking when answeguestions.

The gaze video cued retrospective probing condiatso stimulated the
participants to produce slightly more “behaviomatiaognitive” comments (36% vs.
31%) in which the participants linked their behawoth what they were thinking at
the time. Overall, the highest proportion of comtsenas classified as “cognitive”
in both conditions.

In order to evaluate how well the technique of gakeo cued probing
worked, we took brief notes after reviewing eaclgrotive interview in the gaze
video cued probing condition and categorized padimtts into three groups:
technique worked well, moderately well, or not #t &or almost half of the
participants 1t = 9), seeing a replay of their own eye movemerdsked well and
they were able to associate what they were seeitiigwinat they had been thinking.
For a further eight participants, the techniquekedrmoderately well. However, in
this group, after a period of adaptation, the tep worked increasingly better
towards the end of the interview. The remaining fparticipants had problems with
the task and were either simply looking at theie @yovements or were describing

what they were seeing, but not referring to thestjae.

3.6 Discussion and conclusion

The goal of this experiment was to compare retrcispe probing, in conjunction

with a gaze video replay, with retrospective prgbwithout any cue when testing
survey questions in pretesting studies supportedyeytracking. Results show that
the combination of retrospective probing with a egagadeo cue and the pure
retrospective probing did not differ significanttyterms of their quantitative output
(i.e., total number of problems identified). Howevgaze video cued retrospective
probing identified significantly fewer unique prebis and fewer types of problems.
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Hence, we do not find evidence that eye movemeithyeserves as an extra cue that
enables participants to better remember what therg whinking when answering the
questions. However, due to the relatively small gansize of this study, our
conclusions have to be considered with caution avel encourage further
methodological investigations to confirm or rejeat results.

A potential explanation for why the gaze video di@ not produce better
results than pure retrospective probing might ks the eye movements not only
supported participants in remembering their initiedughts, but also distracted them.
For most participants, seeing their own eye movési@as a new experience.
Although we explained to them what they would see,observed that it was often
difficult for participants to interpret the replagf their eye movements. The
categorization of the comments made by the paditip revealed that gaze video
cued retrospective probing stimulated the partidipato produce slightly more
“behavioral” comments and to produce fewer “cogmiticomments than when no
cue was used. Seeing a replay of their own eye memts might have stimulated the
participants simply to describe what they were doinstead of what they were
thinking while answering the questions. In line twthis argument, by exclusively
describing what they were seeing, the participanight not have provided the
interviewers with enough information to diagnoseettier a problem existed and, if
so, what caused the problem. In addition, we wereerned that the gaze video cue
might increase the risk of false alarms, becausécygmnts could be tempted to
provide post hoc explanations for their viewing d&br. However, our findings do
not indicate that showing a gaze replay increadedrisk of false alarms. Even
though gaze video cued retrospective probing ifledtslightly more problems than
pure retrospective probing, both techniques diddiidér in the types of identified
problems and retrospective probing identified eneme unique problems than video
cued retrospective probing.

Our results are limited by a number of factors teatourage additional
studies. Firstthe cognitive interviewing protocol was prescriptadd relatively
structured, so that interviewers were not encoutage probe spontaneously.

Furthermore, we asked exclusively general probingstions and did not use
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specific probes (specially designed to addressoresgp processes within the four-
stage cognitive model). In cognitive interviews,tenviewers typically probe
participants’ responses in a more flexible manmat id might be worth examining
whether more specific questions that are baseti@olserved eye movements have
a positive effect on respondents remembering wieg thought while seeing their
eye movements. Maybe we would have identified mareother, problems if
interviewers had been given more flexibility, whisha general strength of cognitive
interviewing as a pretesting method. Additionallye experiment reported in this
article was conducted only for the last six quesiof a longer questionnaire and
participants answered probing questions for thesrotjuestions without seeing a
video of their eye movements in a previous parthef cognitive interview. By the
time, the gaze video recording was shown, someoregnts might have got used to
to the previously applied probing style and seelmgy video recording of their eye
movements in addition might have caused confustanthermore, the benefit of the
eye movement replay might have been stronger tfguzeints had been given more
time to habituate to the recording. Hence, it maywmorth investigating whether
training respondents in interpreting their eye nmeets for a few minutes before
starting the actual interview and using the gazewicue earlier in the cognitive
interview could render the technique more useful.

Another limitation of our study is that we usedatelely short survey
guestions. It is possible that the technique is ootless, suitable for short survey
guestions or short texts in generflhe added valuef showing participants a video
of their eye movements might be greater when web%it more complex question
designs, such as those used in business survey®esaedthese require an enhanced
interaction with an online questionnaire or webgieg., questions with lookup
databases, question navigation with tabs). We eageuuture research on questions
in which more complex designs are used. For thasstepns, it might also be worth
to compare whether seeing a replay of the answereps without the gaze overlay
might decrease participants confusion which colild toe more effective than seeing
a video replay with a gaze overlay when identifyiqugestion problems. A final

limitation is that no concurrent techniques suchttdeking aloud or concurrent
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probing techniques were used in this experimentureuresearch could investigate
whether combining the gaze video cue with thinkalgud or concurrent probing
might be more appropriate than combining it witttogpective verbal probing.

With regard to the practical implications of thisidy, our findings suggest
that using a gaze video replay in combination wetinospective probing is not worth
the effort when pretesting short survey questiobscause gaze video cued
retrospective probing identified significantly lessique problems and less types of
problems than pure retrospective probing. Moreotrer,application of a gaze video
replay is more time consuming than simple verbabprg and some participants
clearly had difficulties in interpreting their oneye movements, which might have
distracted them from reporting problems they hatualy experienced when
answering the questions. We therefore do not receminthe use of gaze video cued
retrospective probing in eye tracking supportedgsteng studies unless there is a
special interest in usability and questionnaireigetion that should be discussed

with participants.
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3.8 APPENDIX A. Questions

Question 1

Wie wichtig oder unwichtig sind fir Sie folgendedRée in einer Demokratie?
Bitte in jeder Zeile eine Antwort auswahlen.

Q1.1 Dass man den Menschen Mdéglichkeiten gibt,aditigthen Entscheidungen
teilzuhaben.

Q1.2 Dass Birger die Mdglichkeit des zivilen Ungsiams gegentber
Regierungsentscheidungen haben.

Antwortoptionen:

Uberhaupt nicht wichtig 1 — 2 — 3 — 4 — 5 — 6 —ehiSwichtig

English translation:

There are different opinions about people's rights democracy. On a scale of 1
to 7, where 1 is not at all important and 7 is viengortant, how important is it:
Please tick one box on each line.

Q1.1 That people be given more opportunities ttigpate in public decision-
making.

Q1.2 That citizens may engage in acts of civil destence when they oppose
government actions.

Answer options:

Not at all important 1 -2 -3 -4 -5 -6 — 7 Venportant

Question 2
Welche dieser zwei Aussagen kommt lhrer Ansichinachsten?

Wenn ein Land die Menschenrechte ernsthaft verlstititen die Vereinten
Nationen eingreifen.

Selbst wenn die Menschenrechte ernsthaft verletrd@n, muss die Souveranitat
eines Landes respektiert werden, und die VereiNedionen sollten nicht
eingreifen.

Weild nicht, was die Vereinten Nationen sind
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English translation:
Which of these two statements comes closer to yiew?

If a country seriously violates human rights, thateld Nations should intervene.
Even if human rights are seriously violated thentots sovereignty must be
respected, and the United Nations should not ietezv

Don’t know what the United Nations is.

Question 3
Inwieweit stimmen Sie der folgenden Aussage zu addt zu?
Ich bin oft weniger stolz auf Deutschland, als éshgerne ware.
Antwortoptionen:

Stimme voll und ganz zu - Stimme zu - Weder noStimme nicht zu - Stimme
Uberhaupt nicht zu

English translation:

How much do you agree or disagree with the follgstatements?

| am often less proud of Germany than | would tiée.

Answer options:

Agree strongly - Agree - Neither agree nor disagr@esagree - Disagree strongly

Question 4

Was wirden Sie sagen: In welchem Ausmald ermogladipolitische System
Deutschlands Menschen wie Ihnen direkten Einflaggdie Politik auszutiben?

Antwortoptionen:

Uberhaupt nicht - In sehr geringen Ausmalf — Einigverin hohem Ausmaf — In
sehr hohem Ausmalf}

English translation:

And how much would you say that the political systie@ Germany allows people
like you to have a direct influence on politics?

Answer options:
Not at all - Very little - Some - A lot - A greatdl
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Question 5

Abgesehen davon, was Sie fur Ihre Familie, amihAebeitsplatz oder in
Vereinen, Verbanden oder Organisationen tun, widelfen Sie anderen
Menschen — wenn Uberhaupt?

Antwortoptionen:

Taglich — Mehrmals in der Woche - Einmal in der \Wec- Mehrmals im Monat
— Einmal im Monat - Seltener - Nie

English translation:

Not counting anything you do for your family, inyowork, or within voluntary
organisations, how often, if at all, do you actwptovide help for other people?

Answer options:

Every day - Several times a week - Once a weekvel@l times a month - Once a
month - Less often - Never
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3.9 APPENDIX B. Classification scheme

Comprehension Retrieval
Question Content Retrieval from memory
1. Vague/unclear question 18ligh detail required or information
2. Complex topic unavailable
3. Topic carried over from earlier question 1%ng recall or reference period
4. Undefined/vague term
5. Knowledge may not exist
6. Boundary lines
7. Objectively wrong answer, question is

misunderstood

Question structure

8.
9.

10.
11.
12.
13.
14.
15.

Transition needed

Unclear respondent instruction

Information overload, question too long
Complex or awkward syntax
Erroneous/inappropriate assumption
Assumes constant behavior

Several questions in one, multiple subjects

The response of others or of the general public
is asked for

Reference period

16.

Reference periods are missing or undefined

17. Reference period carried over from earlier
question
Judgment Response Selection
Judgment and evaluation Response terminology
20. Complex estimation, difficult mental calculation 22. Undefined/vague term
required
21. Potentially sensitive/ desirability bias Response Units

23. Response categories not appropriate to
guestion

24. Too detailed or broad response categories
25. Vague response categories
Response structure
26. Overlapping response categories
27. Missing response categories
28. No formally adequate answer

29. Uncertainty which answer category reflects
own opinion

Questionnaire navigation

30.

Questionnaire navigation
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4 HOW DO RESPONDENTS PROCESS FORCED-CHOICE VS.
CHECK-ALL-THAT-APPLY QUESTIONS? EVIDENCE
FROM EYE TRACKING %

4.1 Abstract

Recent research has shown that the check-all-gEydCATA) and forced-choice
(FC) question formats do not produce comparablelteesThe cognitive processes
underlying respondents’ answers to both types adstjon formats still require
clarification. The present study contributes térfg this gap by using eye-tracking
data. In a between-subject lab experiment84), respondents answered two
questions formatted either as CATA or as FC questiBoth question formats are
compared by analyzing the amount of attention gaidthe questions and the
cognitive effort (operationalized by response laies, fixation times, and fixation
counts) respondents spend while answering the iqnestDifferences in cognitive
effort are not found in the factual question. Ire thpinion question, the overall
cognitive effort is higher in the FC than in the TAformat. The findings indicate
that higher endorsement in FC questions cannot balgxplained by the specific

format. Other possible causes for these differeacesliscussed.

4.2 Introduction

Both check-all-that-apply (CATA) question formats &ell asforced-choice (FC)
guestion formats are commonly used in self-adnenest, visually presented surveys
(paper-pencil/mail or web-based surveys; Thomas |&rK 2006). In the CATA
question format, respondents are presented witkt afl response options and are

asked to mark all that apply to them. Conversalythe FC question format, the

24 A version of this chapter is currently under revies:

Neuert, C. (under review). How do respondents m®ctrced-choice vs. check-all-that-apply
question formats? Evidence from eye tracking.

Parts of this chapter were presented at the 6thfeCemce of the European Survey Research
Association, July 13-17, 2015, Reykjavik, Icelarzthd at the 12th Conference of the European
Sociological Association, August 25-28, 2015, Pedizech Republic.
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response options are presented as a series oh&jegestions and the respondent
explicitly indicates for each response option whketlit applies or not. Recent
experimental research has shown that both quedbomats do not produce
comparable results (Nicolaas et al., 2015; Smytal.e2006): the mean number of
response options marked with “yes” is higher infi@eformat than the mean number
of response options marked in the CATA format (Mes et al., 2015; Rasinsky,
Mingay, & Bradburn, 1994; Smyth et al., 2006, 2008omas & Klein, 2006).
However, the cognitive processes underlying respotsd answers to both types of
question formats are unclear. Do FC formats leagaedents to read each answer
option and to devote more thought to their respefhskre respondents who are
presented with a multiple response list more likelyskim the list rather than read
the items thoroughly, a behavior also known as$gaing” (Krosnick, 1991)7?

In this paper, | extend previous research by inolycye tracking data to
gain a better understanding of the cognitive preegsunderlying respondents’
behavior when confronted with CATA and FC questiarsl to enhance our
understanding of the differences in the responssk. tdJnderstanding these
differences is important for the interpretationexdisting survey data and informed

questionnaire design.

4.3 Previous research

In one of the earliest studies comparing CATA ar@dl duestions, Rasinski et al.
(1994) showed that, for the same three questions iself-administered paper
questionnaire, the mean number of response optiarked with “yes” in the FC
format is higher than the mean number of optionected in the CATA format.
Smyth et al. (2006) extended this work to web sysvend also found that the FC
format produced more “yes” responses than the CAfbAmat. The higher
endorsement in FC questions has been replicatedsadifferent types of questions
(Smyth at al., 2006), countries and languages (Eso&nKlein, 2006), survey modes
(web and telephone, Smyth et al., 2008; web, telepland face-to-face, Nicolaas et
al., 2015) and with variations of the classic “y@5/wording (e.g., “Fan/Not a fan”;
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“Applies/Does not apply”; Smyth et al., 2006; Tsiyeh& Hirai, 2010). A literature
review is provided by Callegaro et al. (2015). Titigng about the reasons for these
differences, Sudman & Bradburn (1982) argue that tlesponse task and,
consequently, respondents’ strategies for answeragiundamentally different for
the two formats. One possible explanation for raeseats providing less “yes”
responses in CATA formats is that this format migihtourage a satisficing response
strategy (Krosnick 1991, 1999; Krosnick & Alwin,8B). In his work on satisficing,
Krosnick (1991, 1999) argues that respondents naay in how much cognitive
effort they are willing or able to expend in answwgrquestions. Respondents who
are presented with a question in a CATA format asked to choose only those
options that apply. Such a response task may eageurespondents to minimize
time and effort for answering the question by cdesng and selecting only the first
response options (or the options that are most ipmhy for other reasons) and then
move on to the next question without paying suéiiti attention to the remaining
response optionfKrosnick 1991, 1999; Krosnick & Alwin, 1987). Irootrast, FC
questions (with explicit “yes/no” categories) regurespondents to consider each
option and to provide an answer for each item idially. This may induce
respondents to process every option more deeplyrdelrriving at a decision; this
should discourage a satisficing response strat8ggrfian, Bradburn, & Schwarz,
1996; Smyth et al., 2006).

In general, the time taken by respondents to pead answer to a survey
question is assumed to be a good indicator of tgnitve effort they invest in
arriving at an answer or a judgment (Fazio, 1990)their research, Smyth et al.
(2006) used paradata to investigate the amounine tespondents spend on the
respective question formats. They demonstratedghestions in a FC format took
longer to answer than the same questions in a CAdrAvat, indicating deeper
processing of the questions in the former. Thep &sind that respondents who
spend less than the mean response time answeriiig @Aestions are more likely
to mark options affirmatively when they appearhe first three positions of the list
rather than in the last three positions. Resposdehb needed more than the mean
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response time did not differ in the options marledikrmatively, compared to FC
respondents.

Sudman & Bradburn (1982) also point to the diffiguin interpreting the
responses themselves in these two types of queltiorats and propose avoiding
the use of CATA questions. They argue that respopsens that are left blank in
FC questions are more easily interpreted as mistatg or undecided respondents.
In contrast, the absence of a check in a CATA dqoreshight be due to several
factors: (1) the option does not, in fact, applhttie respondent; (2) the respondent
simply overlooked the option or did not notice (8) the respondent is neutral or
undecided. Smyth et al. (2006) point to possiblentended consequences of an
explicit “no” category for respondents who fallarthe third category and are neutral
or undecided. These respondents might be morey ltkehgree than to disagree; this
is referred to as “acquiescence” or “agreeing raspdias”: the tendency to agree
regardless of the content (Schuman & Presser, 1981)

However, FC formatted questions might also prodresponses that are
difficult to interpret if respondents do not contpléhe response task as requested.
There are respondents who treat FC as CATA questipnignoring the “no”
category and check only within the “yes” categomyhich produces higher
nonresponse in the data. Callegaro et al. (201fane that, when such response
behavior occurs relatively often, the decisionxolede these cases from subsequent
analysis is based on an ambiguous assumption, $ethis behavior may simply be
an indication of not “yes”. Smyth et al. (2006) lbyipesize that the response pattern
of treating a FC as a CATA question might diffetviieen opinion questions and
factual questions because the former require monsideration, whereas, for the
latter, the information is typically readily avala. Thus, answering behavior and
factual questions may lead respondents to perfogmick clicking” what
consequently, leads to an increased likelihood issimg or ignoring the “no”
category. Another explanation is that respondets mark the first response option
affirmatively then continue to concentrate on tlyes” category and hardly even
notice the “no” category (Smyth et al., 2005). Taig] neither response format has
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been shown to be more or less effective in redutireg effects of primacy or
acquiescence (Schaeffer & Dykema, 2011).

My purpose in this study is to extend previous aede in two important
ways. First, | use eye-tracking data, which enalphes to observe directly what
respondents look at and what they do not look atewiesponding to questions.
Second, tracking respondents’ eye movements enafdeso examine how much
time respondents spend on each question formaaléows me to analyze relatively
direct measures of attention and cognitive effeugh as fixation times and fixation
counts (Galesic & Yan, 2011). In contrast to pregly used methods, such as
response latencies, respondents’ answers, or mogsements, which could be
described as relatively indirect data (Galesiclgt2®08), eye movement data can
help to gain a deeper understanding about how wee duestion formats are
processed. Although response latencies are goachtods for the overall cognitive
effort involved in answering a question, eye tragkallows precise observation of
participants’ reading patterns and an examinatibnrespondents’ attention to
specific parts of the question. Moreover, trackoigeye movements shows exactly
where and for how long respondents look and whetihey tend to skim lists of
response options rather than read them thoroughly.

The link between eye movements and cognitive psiegss based upon two
common assumptions: ti@mediacy assumpticend theeye-mind assumptiof@ust
& Carpenter, 1980; Rayner, 1998). The immediacym@mgsion postulates that words
or visual objects that are fixated by the eyesmpEessed immediately. The eye-
mind assumption postulates that words or objeatsfiaated as long as they are
being processed (Just & Carpenter, 1980). Takeetheg these two assumptions
suggest that eye movements provide direct infoomatbout what people are
currently processing and how much cognitive eff@tinvolved: the time a
respondent spends fixating an area of the que&imeen) is (more or less) equal to
the time this area is being processed (Staub & &ay@d07). Based on the findings
reviewed above, | expect that the FC format willgia higher mean number of
marked options than the CATA format (HypothesisFLrthermore, because the FC

format is supposed to encourage respondents toidesnsach answer option
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individually and because response times are gdyesmsumed to reflect the
cognitive effort that is required to answer a syrgeestion, | expect the FC format
to produce longer response times than the CATA #&briiypothesis 2). | also

expect that this difference will be greater for #tétudinal than for the behavioral
guestion, as most people have immediately accessifirmation on the behavioral
question, whereas they have to form an opinionnswar attitudinal questions.
Using question fixation times and counts as morectliindicators of respondents’
attention and effort, | examine how much cogniteféort and attention is paid to
different parts of the question. In general, | etghat more attention will be paid to
questions in the FC format than in the CATA fornfidypothesis 3). In addition,

because the CATA format might lead respondente#al rand select only the first
response options, | expect that the question formilbaffect the number of answer

options actually read and considered (Hypothesis 4)

4.4 Method

4.4.1 Respondents and procedure

The eye-tracking experiment was conducted at tle¢egt laboratory of GESIS—
Leibniz Institute for the Social Sciences in ManinieGermany in October and
November 2012A session took about one and a half hours and sieusof three
parts. In the first part, participants completedoatine questionnaire while their eye
movements were tracked. In the second part, a tegnnterview was conducted
(cf. Neuert & Lenzner, 2015). The present experimeas embedded in the third
part, in which participants completed another anlijuestionnaire containing several
unrelated experiments (cf. Lenzner, Kaczmirek, &Gia, 2014). A random number
generator was used to assign one of the two questimats (CATA vs. FC) to each
respondent when the 3-part experimental sessiotedtaParticipants received €30
for participating in the entire study.

In total, 84 respondents participated in the egeking experiment (41 in the
CATA condition, and 43 in the FC conditiofjespondents were between 17 and 76
years old (M = 36, standard deviation [SD] = 1428y 54% were femalé®f the
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respondents, 68% had received at least 12 yeagshaobling, 12% had received 10
years of schooling, and 20% had received 9 or lesss of schooling. Most
respondents were experienced computer and intesees who used computers and
the internet on a daily basis (88% and 87%, respdyg} and 81% had already
participated in at least one web survey prior tis s$tudy. Technical difficulties
prevented recording the eye movements of sevelmegpts. These recordings were
excluded from the analysis of eye movements, |lepvini respondents (38 in the
CATA condition, and 39 in the FC condition).

In the experiment reported in this article, pap#sits were seated in front of
the eye tracker such that their eyes were apprdgign&0 cm from the screen. They
were instructed to read at normal speed while medipg to the questions. The
experimenter initiated the standardized calibratmocedure. After a successful
calibration, the web questionnaire started andigipaints’ eye movements were
tracked. During questionnaire completion, the expenter remained in the observer
room, next to the laboratory, to assist in casepafblems. The average web
guestionnaire completion time was approximately\we/eninutes. In the first third of
the questionnaire, all respondents received twetgpres on the role of government
(taken from the ISSP 2006 Questionnaire; see ApreAll These two questions
were used to compute participants’ average respimse average fixation time, and
average fixation count; these were subsequently aseovariates in the analysis, to

control for individual differences.

4.4.2 Questions

The experiment included two questions, one factad one opinion question,
presented in two different question formats: eitimeia CATA format or in a FC

format. The first question (Q1) asks which of tiseld technical equipment the
respondent’s household owns, with six answer optidime second question (Q2)
asks about characteristics of a successful marnétie nine answer options (see

section 4.9, Appendix B for screensho®@)e questions were presented in German.
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4.4.3 Eye-tracking equipment / Apparatus

Eye movement data were collected with the Tobii O Eye Tracker and were
analyzed with Tobii Studio 3.2.The Tobii T120 is a remote eye-tracker embedded
in a 17 TFT monitor (resolution 1280 x 1024 pixels) witkat binocular infrared
cameras placed underneath the computer screeiprihatle unobtrusive recording
of respondents’ eye movements and permit head mewesnwithin a range of 30 x
22 x 30 cm.The sampling rate is 120 Hz, meaning that 120 gk#te points per
second are collected for each eye. The web questiewas programmed with a
font size of 18 and 16 pixels and a line heigh#@fand 32 pixels for the question
text and answer options, respectively. This lathan usual display font size was
used to maximize measurement precision and to enalentification of which

response options respondents had actually reaotoead.

4.5 Results

4.5.1 Number and percent of items marked

Table 4.1 shows the mean number and percentagespbmse options marked
affirmatively in the CATA and the FC conditions. €all, the CATA format yielded
an average endorsement of 8.5 of the options (61.W¥ile the FC format yielded
an average of 9.7 (66.6%) endorsements (2.624,p = .010). Individually, the
differences are significant in only one of the tgquestions: The difference between
the means in the factual question, “Which of thi#ofeing does your household
have?” was not significant € .310,p = .757) and none of the individual items were
checked by a different percentage of respondentsl{Ais shown in Appendix D).
This is inconsistent with Hypothesis 1. For the os®t question, about the
characteristics of a successful marriage, an aeerdg3.6 answer options were
marked in the CATA format, whereas, in the FC \@rsithe average number of
options endorsed was significantly higher, name$/ @= -3.350,p = .001). Seven
of nine response options were marked affirmativieyy a greater percentage of
respondents in the FC format, whereby four werriagntly greater (see Appendix
D, section 4.11). The results for the attitudina¢stion support Hypothesis 1.
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Table 4.1. Mean number and percentage of items edank the CATA and FC
conditions.

CATA FC Difference One-sidetitest
Questions No. % No. % No. % t P
Q1: household (6) 49081.7 4.81 80.2 .09 15 .310 757

Q2: Characteristics 5 o3 454 486 529 1.23 125 -3.350 .001
successful marriage (9)

Overall means 8.5461.1 9.67 66.6 1.13 55 -2.624  .010

Note: Parentheses contain the number of resporiEmspffered for each question.

4.5.2 Cognitive effort and attention

As an indicator of respondents’ cognitive effortided response latencies and the
eye-tracking metrics question fixation time andgjioa fixation count.

Response latencieResponse latencies were measured from the tines wh
the page was loaded to when the respondent clitleedsubmit” button to receive
the next question. Table 4.2 shows the mean resgatencies in the two conditions.
Due to the skewed distribution of response timean(& Tourangeau, 2008), log
transformed response latencies are reported agcefidiazio, 1990).

For Q1, there was no significant difference in tese latencies between
conditions, whereas in Q2, respondents spent noee dn answering the questions
in the FC format than when answering them in theTEAormat. To control for
inter-individual differences in respondents’ reapspeed, an analysis of covariance
was conducted with the mean log-transformed respdetency as the dependent
variable and respondents’ baseline speed as aiatarhere was no significant
difference in response latencies for Q1 = .07, n.s.). When answering Q2,
respondents spent more time on the FC format teapondents on the CATA
formatted question did (fz1)= 42.1,p = .00). Thus, Hypothesis 2 is supported only
for Q2.
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Table 4.2. Means of response latencies in the CARAFC conditions.

Raw response latencies (in sec.) Log-transformed response latencies

Questions CATA FC Fa, 81) CATA FC Fa, 81)
1401 1458 4.13 4.14
Q1 (79) (78 26 (.02) (.02) 07
2552  38.32 4.39 4.56
2 34.84%+ 42.09%*
Q (155)  (1.51) (.02) (.02)

Note: Standard errors in parentheses. Reportegstiraated marginal means after
controlling for respondents’ baseline speed (c@taji p < .05, *p < .01

Fixation times and countsTo examine how much cognitive effort is invesiad
different parts of the question across conditidremjalyzed eye-tracking data on the
basis of three predefined areas of the screenalsedcarea of interests (AOI). The
three AOIs were defined, coverirte question text (Qtext), the answer options
(Aboxes), and the whole question (Qtotal) (see Appe C). Within these AOIs,
fixation time and fixation countwere considered as measures of the respondent’s
level of attention and amount of cognitive procegsixation timeis the time spent
looking at a target AOI. The interpretation of ficxcam time and fixation counts can be
quite different, depending on the context, andisiill controversial whether long
fixation times and high numbers of fixations areedio a more conscientious
response style and greater interest or to diffiesiltn comprehending or encoding
information (Jacob & Karn, 2003; Poole & Ball, 200benzner et al.,, 2011).
Because, aside from the question format, neither dguestion text nor the
formulation of the response options differed acressditions, longer fixation
duration within a specific, predefined part of tpgestion (target AOI) is interpreted
as deeper processing and as an indicator of athdggree of attention within this
specific partFixation countis the total number of fixations within a targe®DA In
the present experiment, fixation count is intergaeds a measure of attention to the
respective part of the question across conditidims means that AOIs that were
fixated more frequently in one format received mateention than in the other
guestion format (Ehmke & Wilson, 2007; Jacob & K&803; Poole & Ball, 2005).
Table 4.3 shows the mean fixation times and countise two conditions and

the test statistics of ANCOVAS with baseline resgwtime and fixation count as
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covariates. Regarding Q1, there were no signific#ferences in fixation times and
fixation counts for the whole question (Qtotal)r the question text (Qtext) or the
area of the response options. Thus, HypothesisnBotabe confirmed for Q1. This
finding is not surprising, given that neither thember of response options checked
nor the response latencies differed across quedtomats in this question.
Nevertheless, it indicates that merely the diffeemnin question format are not the

reason for a longer response tiper se

Table 4.3. Mean fixation times and fixation countshe CATA and FC conditions.

Mean fixation time (in sec.) Mean fixation count (n)
AOls CATA FC Fa. 77) CATA FC Fa, 77)
Q1
guestion text 1.83 1.54 1.935 9.93 8.64 1.589
answer options  8.42 9.60 1.453 30.97 35.67 3.336
guestion total 10.69 11.63 .790 42.43 47.07 2.547
Q2

question text 3.68 4.39 3.904 20.70 24.71 3.942

answer options 13.94 25.18 43.603** 62.86 95.96  42.972**
items only 10.81 10.62 .043 53.00 55.28 .355

question total  17.95 30.09  39.987** 84.55 23.39 36.210**

Note: Reported are estimated marginal means aiteradling for the covariates
respondents’ reading rate and respondents’ fixatte respectively.
*p<.05 **p<.01

For Q2, statistically significant effects were faufor both the fixation times (F 77
=-39.9,p = .01) and the fixation counts on the whole ques(r,, 77)= 36.2,p = .01),
with longer times and more fixation counts in th@ fermat, compared to the CATA
format. Concerning the area of the answer optitims,results show significantly
longer fixation times (fr, 77y = 43.6,p = .01) and more fixation counts{Fz7 = 42.9,

p = .01) for the FC format, compared to the CATA siian format. No significant
differences were found for fixation times and figat counts on the question text.
Given that more response options were selectdukifr€ format and that the area of

answer options required longer fixation times aratarfixation counts, the question
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about how long respondents stayed in the areaeoptine items arose and whether
respondents differed in the time required for pssagg the pure items. Therefore, an
additional AOI covering the items without the answmoxes (items only) was
defined. For this area, no significant differengedixation times or counts between
the two formats were found (see Table 4.3). Tindifig indicates that there is not a
difference in processing or understanding the nesp@ptions per se but in the time
it takes to provide an answer. It is possible thatlonger period of time spent on FC
guestions might be due to mechanical response, dtepause FC questions require
respondents to move the mouse and to click eityws™or “no” for each item, while
CATA grids demand a click on only one row (Thoma¥&in, 2006). Therefore,
the time spent fixating on the items (items onlyyswsubtracted from the total time
spent looking at the area of the answer option¥&b). The difference in the time
spent on the answer options without the items enR@ format is four times greater
than that in the check-all format (3.14 vs. 14.98).examine the amount of attention
given to the area of answer options without congidethe items, the number of all
fixations within the items-only area (items onlyasvadditionally subtracted from the
area of the answer options (Aboxes). The resultsvstour times more fixation
counts in the FC format, compared to the CATA qoestormat (9.86 vs. 40.67;4
77y = 111.83,p = .00). Although some of this additional time aatiention was
undoubtedly spent on mechanical response stepsthatot required on the CATA
format, such as clicking the “no” category, the emtt of the time differences
indicates that respondents spent more time on @GdoFmat for cognitive reasons

and not because of mechanical demands.

4.5.3 Number of options read

Because eye movements allow for a precise observati respondents’ reading
patterns, and also to gain a better understandirigeoresponse behavior, the eye-
tracking videos were reviewed and coded, in addito the analysis of the eye
movement data. The videos were coded by counti@gtimber of response options
that had actually been read, in order to examinetkdr respondents actually read

each response option or whether they satisficedcandidered only the first options
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in the list. All videos were coded by one coderd @arrandomly selected subset of
25% of the total number of videos was independetlyed by a second coder, to
estimate reliability. The intercoder agreement leetwthese two raters was 93% for
both questions. The rare discrepancies were disdus#il consensus was reached.
The reading patterns showed no significant diffeeetbetween the mean
number of response options read in the two conditiboth in Q1t= -.037,p = .97)
and in Q21{(=-1.42,p =.16). For Q1, the vast majority of respondef#®&%) in both
conditions read all six answer options. In bothsfioe formats, one respondent did
not read the last answer option. For Q2, four redpats in the CATA format (10%)
and one in the FC format (3%) did not read allh&f hine response options. In total,
three respondents ignored the last response ofit\anin CATA, one in FC). The
other two respondents missed or overlooked thedird the second answer option of
the check-all list, respectively. Contrary to Hypesis 4, the observation of
respondents’ reading behavior did not reveal dffiees in the number of options

read across question formats.

4.5.4 Item nonresponse in the forced-choice format

In this section, | analyze whether respondents d¢eteg the response task as
requested or whether they treated FC-formattedtipmssas CATA questions by
marking only within the “yes” category. An exammgesuch a response behavior is
depicted in Figure 4.1.

For Q1, only 2% of respondents appeared to treaF@ question as a CATA
question, whereas, for Q2, the percentage of relgus who treated the FC
questions in a CATA manner was 12%. Of these redgais, all marked at least the
first response option affirmatively and, except doe, all respondents did not fixate
on the “no” category. This indicates that they dyngid not notice it. This
explanation is also supported by response behatiat was observed when
reviewing the eye movement videos. Two further oesients treated Q1 in a CATA
manner by clicking only within the “yes” categorytih they noticed the “no”
category in the last response option and markeg ¢@m last one with “no”

immediately before clicking the “next” button.
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gesIs

Leibniz-Institut fiir Sozialwissenschaften
Unabhingig davon, ob Sie verheiratet sind oder nicht:

Welche dieser Punkte sind Ihrer Meinung nach fiir eine gute Ehe wichtig?

Ja Nein

Treue @ Q
Angemessenes Einkommen ] Q
Gleiche soziale Herkunft 8]

Gegenseitiger Respekt und Anerkennung @ Q
Gemeinsame religifse Uberzeugungen o] o
Gute Wohnverhaltnisse & )
Ubereinstimmung in politischen Fragen @] 8]
Den Haushalt gemeinsam machen @ (&)

Kinder

fa)
£

[ g |

Figure 4.1. Example of a respondent treating a &€stipn as a CATA question.

4.6 Discussion and conclusion

The study examined the cognitive processes underigspondents’ behavior when
confronted with CATA and FC questions. For thedatuestion (Q1), which asked
about technical equipment in the household, higheans of response options
marked in the FC question format were not detectechpared to the CATA format.
However, because there was also no differencesiporelents’ cognitive effort and
attention respondents needed to answer the quegtin result shows that FC
questions do not automatically require more timeb& answered. A possible
explanation could be that the more stable or easibessible information related to
factual questions is less likely to produce respdiosmat effects. An evaluation of
this hypothesis is an interesting avenue for futessarch.

For the opinion question (Q2), prior findings ofjher endorsement in FC

guestions were replicated and Hypothesis 1 wadrooed. Regarding Hypotheses 2
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and 3, the overall cognitive effort and attentioopdrationalized by response
latencies, mean fixation time and mean fixationntpwas higher in the FC than in
the CATA format. Using eye tracking, it was possilib further analyze these
differences in responding. Across formats there wasdifference in the time
required for processing the response options, atitig that there is no difference in
processing or understanding the response oppense but in the time it takes to
provide an answer. Further analysis showed thatesofrthe additional time was
indeed spent on mechanical steps (such as movenghtiuse, clicking either “yes”
or “no”) rather than on deeper cognitive processhigwever, the extent of the time
differencesuggests that respondents spent more time on tHerR@t for cognitive
reasons. The findings indicate that higher endoes¢nn FC questions cannot be
explained by the different format but is due to thierences in the response tasks
respondents have to perform when answering quastiohoth formats. Finally, the
observations of the eye movements show that omlyréspondents did not consider
the last response options, which does not inditteie one format is more likely to
evoke to a satisficing response strategy.

There are several avenues for further researclst, Hm a fully crossed
experimental design that varies type of questicth rammber of response options, it
would be possible to compare the format effect ndigg question type by using
different numbers of answer options, for example sine, and twelve. Second,
respondents in the current experiment may diffemfrrespondents in real field
survey settings because they completed the onliestipnnaire in a laboratory and
received payment for participation. This might hdgd to a more conscientious
response style that might have prevented resposdi@m showing more satisficing
response behavior, such as skimming lists of optidhwould be interesting to
examine whether the results generalize to the,field example, with mobile eye-
tracking technology. Third, it appears worthwhile ¢ombine eye-tracking and
cognitive interviewing techniques in order to fuathexplore possible causes for
differing answer distributions, depending on thesgtion format, and to gain a better
understanding of the underlying response task. Byimy cognitive interviewing
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techniques might also contribute to a better urideding of the reasons why
response options are left blank, depending on forma
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4.8 APPENDIX A. Additional questions to compute basline speed,
reading rate and fixation rate (covariate)

1. Was meinen Sie, wie erfolgreich ist zurzeit 8¢mat, wenn es darum geht mit
Bedrohungen der inneren und &uf3eren SicherheisBrdahds umzugehen?

Antwortoptionen:

Sehr erfolgreich - ziemlich erfolgreich - weder hocziemlich erfolglos - &ul3erst
erfolglos

English translation:

1. How successful do you think the government iwattays in dealing with threats
to Germany’s security?

Answer options:

Very successful - Quite successful - Neither susfoéshor unsuccessful - Quite
unsuccessful - Very unsuccessful

2. Und wie erfolgreich ist zurzeit der Staat, wasndarum geht die Arbeitslosigkeit
zu bekampfen?

Antwortoptionen:

Sehr erfolgreich - ziemlich erfolgreich - weder hocziemlich erfolglos - auf3erst
erfolglos

English translation:

2. And how successful do you think the governmemtnowadays in fighting
unemployment?

Answer options:

Very successful - Quite successful - Neither susfoéshor unsuccessful - Quite
unsuccessful - Very unsuccessful
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4.9 APPENDIX B. Screenshots and translations of q@éons

Q1: Question on technical equipment

gesis

Leibniz-Institut fiir Sozialwissenschaften

Mit welchen dieser technischen Gerate ist Ihr Haushalt ausgestattet?

(Mehrfachnennungen moglich)

[m] Waschmaschine

0O Geschirrsplilautomat
O Fernsehgerat

] DVD-Player

O PC

O Festnetz-Telefon

Weiter

Figure 4.2. Screenshot of question on technicabagent (Q1) in the CATA
condition.

gesis

Leibniz-Institut fiir Sozialwissenschaften

Mit welchen dieser technischen Gerate ist Ihr Haushalt ausgestattet?

Ja Nein
Waschmaschine 8] O
Geschirrspiilautomat @] @]
Fernsehgerat ] 9]
DVD-Player 8] O
PC Q Q
Festnetz-Telefon O O

Weiter

Figure 4.3. Screenshot of question on technicaipagent (Q1) in the FC condition.
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English translation of Q1.:
Which of the following does your household have?

- washing machine
- dishwasher

- television

- DVD player

- personal computer
- landline phone

Q2: Question about characteristics of a successfalarriage

gesIs

Leibniz-Institut fiir Sozialwissenschaften

Unabhangig davon, ob Sie verheiratet sind oder nicht:

Welche dieser Punkte sind Ihrer Meinung nach fiir eine gute Ehe wichtig?

(Mehrfachnennungen moglich)

] Treue

O Angemessenes Einkommen

[m] Gleiche soziale Herkunft

O Gegenseitiger Respekt und Anerkennung
O Gemeinsame religitse Uberzeugungen
| Gute Wohnverhéltnisse

(] Ubereinstimmung in politischen Fragen
O Den Haushalt gemeinsam machen

[m] Kinder

Weiter

Figure 4.4. Screenshot of question about charatteyiof a successful marriage (Q2)
in the CATA condition.
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SIS
g Leibniz-Institut fiir Sozialwissenschaften
Unabhangig davon, ob Sie verheiratet sind oder nicht:
Welche dieser Punkte sind Ihrer Meinung nach fiir eine gute Ehe wichtig?
Ja Nein

Treue o] o]

Angemessenes Einkommen 0] @]

Gleiche soziale Herkunft O O

Gegenseitiger Respekt und Anerkennung O O

Gemeinsame religiése Uberzeugungen o] Q

Gute Wohnverhéltnisse O O

Ubereinstimmung in politischen Fragen O O

Den Haushalt gemeinsam machen 0] @]

Kinder O o]

Figure 4.5. Screenshot of question about charatiteziof a successful marriage (Q2)
in the FC condition.

English translation of Q2:
Independently of whether you are married or notictviof the following is important

for a successful marriage?

- Faithfulness

- An adequate income

- Being of the same social background
- Mutual respect and appreciation

- Shared religious beliefs

- Good housing

- Agreement on politics

- Sharing household chores

- Children
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4.10 APPENDIX C. Areas of interest for the analysief eye tracking
data

gesis

Leibniz-Institut fiir Sozialwissenschaften

Unabhangig davon, ob Sie verheiratet sind oder nicht:

Welche dieser Punkte sind Ihrer Meinung nach fiir eine gute Ehe wichtig?

(Mehrfachnennungen maglich) Qtext »
O Treue

< Aboxes
[m] Angemessenes Einkommen

[m] Gleiche soziale Herkunft

] Gegenseitiger Respekt und Anerkennung
O Gemeinsame religidse Uberzeugungen
O Gute Wohnverhéltnisse

O Ubereinstimmung in politischen Fragen

[m] Den Haushalt gemeinsam machen
Qtotal

O Kinder '

Figure 4.6 Screenshot of Q2 in the CATA condition showing déineas of interest
(AOIs) for the question text (Qtext), the answetiams (Aboxes), and the whole
question (Qtotal).
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gesIs

Leibniz-Institut fiir Sozialwissenschaften

Unabhingig davon, ob Sie verheiratet sind oder nicht: Qtext e
Welche dieser Punkte sind Ihrer Meinung nach fiir eine gute Ehe wichtig?
Ja Nein « Aboxes
Treue O o]
Angemessenes Einkommen 9] ]
Gleiche soziale Herkunft Q o]
Gegenseitiger Respekt und Anerkennung 9] ]
Gemeinsame religitse Uberzeugungen 9] =]
Gute Wohnverhéltnisse ]} o]
Ubereinstimmung in politischen Fragen O [}
Den Haushalt gemeinsam machen O ]
Qtotal
Kinder O o] .

Weiter

Figure 4.7. Screenshot of Q2 in the FC conditiomnshg the areas of interest
(AOIs) for the question text (Qtext), the answeti@ms (Aboxes), and the whole
question (Qtotal).
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4.11 APPENDIX D. Percentage of items endorsed in¢hCATA and

FC formats

Q1: Percentage of items endorsed in the CATA andof@Gats.

CATA FC CATA Vvs. FC
Q1 Checked Yes No Blank X2 p
(n) =84
Washing machine 951 884 116 - 1.52 .263
Dishwasher 58.5 65.1 30.2 4.7 .39 .535
Television 90.2 81.4 16.3 2.3 1.34 247
DVD player 85.4 79.1 186 2.3 .57 451
Personal computer 87.8 95.3 - 4.7 1.56 211
Landline phone 73.2 721 233 4.7 .01 912
Mean (%) 81.7 80.2 16.7 3.1
Mean (items=6) 4.90 4.81 t=.310,p=.757

Q2: Percentage of items checked in the CATA anddf@ats.

CATA FC CATAvs. FC
Q2 Checked Yes No Blank ¥ p
(n)=84
Faithfulness 85.4 93.0 47 2.3 1.29 257
An adequate income 22.0 442 46,5 9.3 4.67 .031*
Being of the same social 7.3 279 558 16.3 6.07 .014*
background
Mutual respect and 100.0 100.0 - - - -
appreciation
Shared religious beliefs 9.8 10.7 62.8 16.3 2.00.157
Good housing 31.7 58.1 349 7.0 5.92 .015*
Agreement on politics 12.2 116 744 140 .006 36.9
Sharing household chores 58.5 86.0 14.0 - 7.99 05*.0
Children 36.6 442 512 47 .503 478
Mean (%) 40.4 529 383 7.8

Mean (items = 9) 3.63 4.86 t =-3.3p0s .001
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5 APPENDIX

A. Eidesstattliche Erklarung

Hiermit erklare ich, dass es sich bei der vorliegnDissertation mit dem Titel
»Eye Tracking in Questionnaire Pretesting” um meigenstandig erstelltes Werk
handelt. Ich habe nur die angegebenen Quellen ufsirtittel benutzt und mich
keiner unzulassigen Hilfe Dritter bedient. Insbetere habe ich wortliche Zitate
aus anderen Werken als solche kenntlich gemacht.

Mannheim, den 17.12.2015

Cornelia Neuert



