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Abstract

Today, almost everyone comes in contact with smart environments during their
everyday’s life. Environments such as smart homes, smart offices, or pervasive
classrooms contain a plethora of heterogeneous connected devices and provide
diverse services to users. The main goal of such smart environments is to support
users during their daily chores and simplify the interaction with the technology.
Pervasive Middlewares can be used for a seamless communication between all
available devices and by integrating them directly into the environment. Only a
few years ago, a user entering a meeting room had to set up, for example, the
projector and connect a computer manually or teachers had to distribute files
via mail. With the rise of smart environments these tasks can be automated by
the system, e.g., upon entering a room, the smartphone automatically connects
to a display and the presentation starts. Besides all the advantages of smart
environments, they also bring up two major problems. First, while the built-in
automatic adaptation of many smart environments is often able to adjust the
system in a helpful way, there are situations where the user has something different
in mind. In such cases, it can be challenging for unexperienced users to configure
the system to their needs. Second, while users are getting increasingly mobile,
they still want to use the systems they are accustomed to. As an example, an
employee on a business trip wants to join a meeting taking place in a smart
meeting room. Thus, smart environments need to be accessible remotely and
should provide all users with the same functionalities and user experience.

For these reasons, this thesis presents the PerFlow system consisting of three
parts. First, the PerFlow Middleware which allows the reconfiguration of a
pervasive system during runtime. Second, with the PerFlow Tool unexperi-
enced end users are able to create new configurations without having previous
knowledge in programming distributed systems. Therefore, a specialized visual
scripting language is designed, which allows the creation of rules for the commu-
nication between different devices. Third, to offer remote participants the same
user experience, the PerFlow Virtual Extension allows the implementation
of pervasive applications for virtual environments. After introducing the design
for the PerFlow system, the implementation details and an evaluation of the
developed prototype is outlined. The evaluation discusses the usability of the
system in a real world scenario and the performance implications of the middle-
ware evaluated in our own pervasive learning environment, the PerLE testbed.
Further, a two stage user study is introduced to analyze the ease of use and the
usefulness of the visual scripting tool.
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1. Introduction

In the recent years, pervasive computing outgrew the pure research and found

its way into everyday’s life of users in the form of smart environment such as

smart homes, offices, or classrooms. With this step forward the target audience

significantly increased and developers can no longer expect all users to have

detailed knowledge about the technicalities of pervasive middlewares. Thus, it is

getting increasingly important also for users without a background in information

technology to being able to influence the behavior of such smart environments

and customize them for their use case. So that for instance also a history teacher

without motivation to familiarize with the system is able to give students access

to the projector or distribute additional learning materials. A further challenge is

the increased mobility of users, leading to the urge to access these smart systems

remotely.

The goal of this thesis is to tackle those challenges in two different ways. First, we

design a configurable pervasive middleware enabling developers to connect their

applications and users to configure how these applications should communicate

with each other. To also enable end users without further knowledge to configure

the pervasive system, the middleware includes a visual scripting tool. Second, a

virtual extension of the pervasive middleware allows developers to migrate their

applications to a virtual environment and thus providing remote users with a

similar experience to those in the physical pervasive environment.

This chapter illustrates the motivation for the thesis and defines the problems at

hand. Afterwards, the research questions are discussed before giving an overview

of the scientific contributions and the structure of the thesis.

1.1. Motivation and Problem Definition

Pervasive computing allows the integration of smart and connected devices into

everyday objects and environments with the goal of supporting users in their

1



2 1.1. Motivation and Problem Definition

daily routines. In recent years, we observed a steady increase of smart objects in

different forms. This includes wearables (e.g., smart watches or fitness trackers),

personal devices (e.g., smartphones, tablets, or computers), and stationary devices

(e.g., smart TVs or speaker systems). Not all devices are that obvious to the

user. Instead, many are completely integrated in the environment and therefore

almost invisible such as light or proximity sensors, smartdoor bells, and heating

or air conditioning controls. Seen on their own, all these devices already provide

benefits to their users. By combining their capabilities it is possible to increase

the usefulness significantly. This enables scenarios where on the way home a user’s

smartphone tells the heater at home to turn on or the smartdoor bell shows who is

ringing on the TV nearest to the user. With the help of pervasive middlewares it is

possible to enable communication between the smart devices and give developers

the possibility to utilize them for their applications.

By combining all devices in a smart environment to one pervasive system, it is

possible to increase the performance and experience of users significantly. This is

especially true in multiuser working environments such as offices, meeting rooms,

or classrooms. Lectures in a smart classroom can be enriched with multimedia

content and the lecturing style is getting more dynamic including e.g., classic

head-on lectures, group work, or student presentations. To achieve this, teachers

need the possibility to show content on projectors or screens, exchange files with

students, or enable collaborative work on assignments. Only a few years ago,

this required a lot of manual effort, as many devices were controlled separately.

This included inserting DVDs into DVD players, connecting laptops to portable

projectors, or giving students access to workstations. In addition, users needed to

make sure that these devices were compatible. Today, smart environments allow

for an easy integration of these features and offer automatisms designed to support

the user during everyday tasks. Thus, systems can be configured to automatically

recognize the laptop of the teacher and start a presentation on the large screen or

to prepare the room by closing the shutters and turning on the heater based on a

scheduled meeting in the calender. These possibilities led to a fast pace adoption

and today many users are able to benefit from smart environments.

However, the advantages offered by these smart environments and the widespread

availability come with two major caveats. First, not all users encountering such a

pervasive system are experienced with smart devices and tech-savvy enough to

2
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immediately understand how to use them and get used to them. While it would

be possible to acquire the needed knowledge, many people might not willing to

invest time and effort into studying new technologies if they are not interested

in the technology from the beginning. Automatic configuration of context aware

pervasive systems and predefined setups by administrators can help to take the

responsibility off the end user. Nonetheless, there are, circumstances in highly

dynamic scenarios such as a lecture, where the user needs to be able to adapt

the system without reaching out for help. As also discussed by Holloway and

Julien [82], there is a need for end user empowerment in pervasive environments.

Thus, one major challenge is to enable end users without deeper knowledge of

pervasive systems to being able to influence the configuration of the system.

The second challenge we see in the realization of smart multiuser environments

is the increased mobility of users. While the inclusion of pervasive systems in

environments such as classrooms or meeting rooms positively effects the user

experience and offers many possibilities for collaborative work, it only benefits

users that are on location. However, in such use cases we often encounter many

mobile users such as students abroad who want to attend a lecture at their home

university or employees on a business trip required to join a meeting. These

users still need access to the functionalities offered by the system remotely and

preferably want the same experience as the users physically on location.

1.2. Research Questions

Based on the motivation and the discussed challenges, the objective of this thesis is

to enable end users without further knowledge of pervasive computing to configure

pervasive systems for their current use case. Further, users should be able to

access the system remotely without lacking behind in user experience. Therefore,

a pervasive middleware is needed that gives developers the possibility to define

what information their applications are able to send or receive and that allows

for reconfiguration during runtime. Additionally, this should be possible without

interfering with the user experience and the current task that the pervasive system

is used for. This leads to the first research question:

How to configure and control the pervasive system during runtime

without compromising the user experience?

3



4 1.3. Contributions

Even if the pervasive middleware can be reconfigured during runtime, this recon-

figuration should also be possible for users without training or prior knowledge.

Thus, the system has to offer a simple to use and fast to learn interface to enable

end users to create configurations on their own, leading to the second research

question:

How can visual scripting be used to enable unexperienced and

untrained users to change the configuration of a pervasive system?

In addition to the reconfigurability of the pervasive system, the objective is also to

integrate remote users. Therefore, the pervasive middleware has to offer developers

the possibility to make their applications and services accessible from outside

the smart environment. Further, the system should allow remote users to have

the same user experience as their local peers. This leads to the third and final

research question:

How can remote users access and use pervasive systems with a

comparable experience to users physically on location?

1.3. Contributions

In the course of this thesis, we will present PerFlow, a configurable pervasive

middleware with a virtual extension for remote users. The thesis comprises the

design, implementation of a prototype, and an extensive evaluation. The five

main contributions are as follows:

First, the state of the art is analyzed by conducting a literature review. Therefore,

we developed two classifications for configurable pervasive middlewares and remote

participation systems. These classifications are in the next step used to categorize

existing approaches and identify the research gap. Further, the requirements for

such a middleware are derived with the help of a pervasive classroom scenario.

Second, the design for a configurable pervasive middleware, called PerFlow

Middleware, is introduced, allowing developers to define what information their

applications are able to send. The middleware then allows the reconfiguration of

the system during runtime. It is further responsible for access control, distributing

the configuration, and controlling the communication between applications.
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Third, we extended the middleware with the PerFlow Tool, a visual scripting

tool for creating the configurations. Therefore, we introduce an easy to use visual

scripting language, allowing end users to reconfigure the system for their needs.

With the help of tool users are able to create rules for the information flow in the

system via drag and drop. Afterwards, the new configurations are handed over to

the middleware.

Fourth, we present the PerFlow Virtual Extension, a virtual extension allow-

ing remote users to access smart environments. This extension utilizes an existing

game engine to enable the creation of three dimensional virtual environments.

Developers are enabled to access all functionalities of the PerFlow Middle-

ware from within the game engine to migrate their services and applications to

the virtual environment.

Finally, we implemented the complete PerFlow system with all extensions as

a prototype and extensively evaluated. The evaluation is split into four parts,

starting with a proof of concept with PerLE, a testbed for a pervasive learning

environment. Further, we analyze the implementation effort for developers and

perform several performance measurements for the middleware. Lastly, a two

stage user study is conducted for the PerFlow Tool.

1.4. Structure

The remainder of this thesis is structured as follows. After the introduction, Chap-

ter 2 covers fundamental knowledge about pervasive computing, visual scripting,

and virtual environments. Following, Chapter 3 presents and discusses different

approaches for configurable pervasive middlewares and remote participation sys-

tems. In Chapter 4, we first give a concrete scenario for our system and afterwards

use this scenario to derive our requirements. Chapter 5 describes the system

model and the terminology used for our design. In Chapter 6, we introduce the

design of our pervasive middleware. Therefore, we first take a look on how the

middleware allows the reconfiguration of the system before discussing the visual

scripting approach for end users and the virtual extension for remote participants.

Afterwards, Chapter 7 presents the implementation of the prototype that we

evaluate in Chapter 8 for an extensive evaluation. Finally, Chapter 9 concludes

the thesis and gives an outlook to future research objectives.
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2. Theoretical Foundations

The following chapter provides background information required in the remainder

of this thesis. Therefore, we will discuss fundamental technologies used for the

development of the PerFlow system. First, pervasive systems are discussed

in Section 2.1 together with pervasive computing, service oriented architecture,

and adaptation of pervasive systems. These technologies are the foundation of

the later introduced PerFlow Middleware. Second, Section 2.2 introduces

visual scripting, which can be used to empower end-users without Information

Technology (IT) background. Visual scripting is therefore the ideal basis for the

PerFlow Tool, to enable users to influence the behavior of a pervasive system.

Lastly, in Section 2.3 we take a look on virtual environments and how they are

developed. The high immersion of a virtual environment can be used to transfer

the physical experience to remote users.

2.1. Pervasive Systems

With the increasing number of devices present in today’s environment, the need

to enable communication between them is getting higher. Developers face the

challenge of connecting the heterogeneous devices and simultaneously providing a

seamless experience for the user. This is the driving force behind the emergence

of pervasive computing. The following section will first discuss the concept of

pervasive computing before explaining service oriented architectures as one of the

most popular ways of realizing pervasive systems. Lastly, different concepts of

adapting the system to the needs of the user and the surrounding environment

are discussed.

7
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2.1.1. Pervasive Computing

Distributed and mobile computing are the foundation of pervasive computing [169].

While distributed computing allows connected devices to share their functionalities

and thus increase the potential, mobile computing integrates mobile devices

and enables the communication between them [167]. Pervasive computing is

the combination of both approaches and allows the access to information and

functionalities “all the time everywhere” [167]. The mobility of users, and thus

devices, is one of the biggest challenges of pervasive computing [167,169]. Therefore,

the systems need to be able to cope with devices moving within the environment,

but more importantly also joining and leaving the environment at any time.

Mark Weiser envisioned already in 1991 [197, 198] the transition from desktop

computing to physical environments equipped with connected computationally

enabled devices dedicated to specific tasks. Further, these devices should be

integrated seamlessly into the environment and aid the user in fulfilling their

everyday tasks, and thus eventually reaching an ubiquitous state. Satyanarayanan

is therefore also talking about “technology that disappears” [169]. According to

Norman [140], the related concept of information appliances was already described

in 1978 by Jef Raskin in internal documents at Apple. These anticipated the shift

from all-purpose computers to devices developed to fulfill specific tasks as good

as possible, e.g., digital cameras, smartphones, or e-book readers.

The realization of the pervasive computing principles for a given scenario is

typically called a pervasive system [115]. These systems combine the users and

devices present in a physical environment, where the users interact with the

devices either deliberately or not. The devices can occur in the form of mobile

devices, computers, or smart devices [169]. To allow developers to implement

applications and services for such a pervasive system, they are typically assisted by

a pervasive middleware (also called pervasive platform) [49]. Such a middleware

handles the connection and communication between devices and offers developers

services for the discovery of devices and functionalities in the system. Today,

many different middlewares exist for the development of pervasive systems, fitting

to different needs and possible use cases, e.g., Gaia [35, 162], Aura [57, 180], or

CORTEX [192]. A more detailed survey describing and comparing the different

pervasive middlewares was conducted by Raychoudhury et al. [159].
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Following on pervasive computing, the next large advancement was the Internet of

Things (IoT), where not only computational devices but also physical “things” are

able to communicate and share information. IoT has the possibility to “connect

the world’s objects in both a sensory and intelligent manner through combining

technological developments in item identification (“tagging things”), sensors and

wireless sensor networks (“feeling things”), embedded systems (“thinking things”)

and nanotechnology (“shrinking things”)” [183]. Kevin Ashton, who coined

the phrase “Internet of Things (IoT)” in 1999, said that “we need to empower

computers with their own means of gathering information, so they can see, hear

and smell the world for themselves, in all its random glory” [11]. The concept

brings pervasive computing to an even larger scale by globally connecting the

different devices surrounding users everyday [125]. Predictions talk about 24

billion interconnected devices until the year 2020 [69]. Users are potentially

surrounded by devices located directly in their environments. This does not only

include obvious examples like smartphones or computers, but also more subtle

devices, e.g., room lighting, cars, or refrigerators [12].

With the emergence of more and more computationally enabled devices, pervasive

computing and IoT have a growing importance. Today, not only academia is

showing interest, but also industry and private users are recognizing the possibil-

ities. The use cases and application areas of pervasive computing and IoT are

manifold and include smart home [77], logistics [117], agriculture [195], smart

office spaces [4], and healthcare [154,188].

2.1.2. Service-Oriented Architectures

Service-Oriented Architecture (SOA) [152] is widely used in pervasive computing

[158] and IoT [12]. Many existing pervasive middlewares are based on the principle

of SOA, e.g., BASE [16], iPOJO [50], and DigiHome [163]. In a SOA, services

are used as the modular and reusable basic elements, which encapsulate specific

functionalities offered to applications [152]. This could for instance be a thermostat,

which offers the functionality to control the heating, or a thermometer, which

gives access to the ambient temperature. Service-Oriented Computing (SOC)

offers a dynamic and flexible way of developing applications [88] to combine the

functionalities of different services in the system. In the example, an application

9
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could access the service of the thermometer to receive the current temperature,

and dependent on that, trigger the thermostat. Additionally, applications are able

to look for and access services during runtime [153], allowing to react dynamically

to their surrounding. In our example, the application could for instance read the

temperature and if it is too low, search for a heater and vice versa search for an

air conditioning unit if it is too high. As the service encapsulates the functionality

from the application [152], it is also easily possible to adjust the service without

the need to alter the application.

Service 
Provider

Service 
Registry

Service 
Client

Publish Bind

Find

Figure 2.1.: Logical view on the Service-Oriented Architecture by Papazoglou [152]
describing the interaction between Service Registry, Provider, and
Client.

The SOA defines three different elements and the relationship between them [152],

which can be seen in Figure 2.1. The service provider [152] offers either access to

information or functionalities. The service client [152] (often also called service

consumer [22]) on the other hand wants to utilize the access. The last element is the

service registry [152] (also called service broker [50]) which stores the description

of all available services and offers them to possible clients. If a service provider

joins the system, it publishes a description of the offered service at the service

registry. This description includes information about the offered functionalities of

the service, but it may also contain additional information, e.g., regarding the

location or availability of the service. In the next step, an application acting

as a service client may ask the service registry for possible services fitting the

needed functionality. This request may also contain additional requirements, e.g.,

asking for a service at a specific location. The service registry then returns the
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descriptions fitting to the request from the client. After the service client has

received the descriptions, it can directly access the service of the corresponding

provider.

The process starting with the advertisement of the service by a provider until

the client is able to access it, is called service discovery. Many different protocols

supporting this service discovery process exist, e.g., INS [2], DEAPspace [139], or

UPnP [95]. Zhu et al. [201] compare a multitude of protocols regarding different

offered functionalities and interaction strategies. In total, they are comparing

18 different dimensions including communication method (unicast, multicast,

or broadcast), service selection (automatic or manual), service status inquiry

(notification or polling), and discovery scope (network topology, user role, or

context). This survey shows, that while many different approaches for service

discovery exist, a deliberate choice considering the planned use case is required.

2.1.3. Adaptation

Pervasive Systems are often very dynamic regarding their use case and the

participating devices. The tasks users want the system to solve may vary vastly

during the runtime of a system for instance, a lecture in a pervasive classroom

may start with a presentation by the lecturer and turn into group work, where the

students need controlled access to the system. Additionally, while some devices

may be stationary, e.g., the projector in the classroom, many devices are able to

join and leave the system at any time, e.g., the smartphones of students or the

notebook of a presenter. Thus, it is important that the pervasive system is able to

adapt to its environment and “to the dynamics entailed in human behavior” [78].

Adaptation can happen at three different levels of the pervasive system. Herrmann

et al. [78] and Satyanarayanan [170] differentiate between adapting the user’s

behavior, the pervasive application, and the environment. The highest impact

on the user would be asking to change his behavior. This could be for instance

asking to move more slowly in order to stay within network range [78]. Adapting

the pervasive application or environment is in the best case unnoticed by the

user, even though it may influence the service offered to him. This could be for

instance either asking the application to reduce the resolution for an easier image

11



12 2.2. Visual Scripting

transcoding or to increase the available resources in the environment to lower the

bottleneck [170].

Further, it is of interest who is responsible to make the decision for an adaptation.

This ranges from manual adaptation controlled by the user to completely automatic

adaptation by the pervasive system [168]. For the manual adaption two different

approaches exist. First, providing information about the system and possible

adaptations, but leaving the actual decision to the user [43]. Second, giving the

user the possibility to give preferences or select predefined adaptation routines, but

the actual adaptation is decided by the system [15]. For a completely automatic

adaptation, it is distinguished between reacting to a change in the context of the

system [172], and proactively anticipating the change and with this adapting the

system beforehand [186]. Proactive computing is also seen as the next step away

from interactive computing, as the system is able to achieve its tasks unsupervised

and without human interaction [194].

To enable any kind of adaptation, the pervasive system has to provide some degree

of context-awareness [171]. Detecting changes in the context of the system is

the basis for all decisions, no matter if the adaptation is manual, reactive, or

proactive. According to Dey and Abowd, “context is any information that can

be used to characterize the situation of an entity” [1]. The context of a system

can be divided into further information about the user or the environment the

system is placed in. The user related context includes the location of the user [23],

the identity [166], or even the social environment [173] or emotional state and

attention [43]. Regarding the environment of the system, the context may include

conditions like time (time of day, season), temperature [23], lighting [173], and

information about the infrastructure [173], e.g., available networks or devices.

2.2. Visual Scripting

Visual programming or scripting enables an increasing number of people solve

complex tasks they would normally not be able to achieve without learning

a programming language. Today, many different approaches exist for cases

like education [116, 160], IoT [98], game development [70], or video processing

[185]. One main goal of visual scripting is to provide users with “languages and
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environments that are more natural, or closer to the way people think about their

tasks” [130]. This idea corresponds with traditional scripting as a higher level of

programming, which enables a more rapid development and the combination of

different applications [149]. Visual scripting is able to provide these benefits by

introducing visual languages as high level programming with graphical elements.

Myers et al. define visual scripting in its broadest sense as “any system that allows

the user to specify a program in a two (or more) dimensional fashion” [128]. This

does not include textual languages, as they are viewed as a one-dimensional stream,

but this definition provides the basis for a multitude of different visual alphabets

and languages. A more visual approach is also helpful for the users in other

computer science areas, as the taxonomy introduced by Singh and Chignell [176]

shows in Figure 2.2. Apart from visual language systems, this taxonomy also

includes visualization for programs, data, and algorithms and graphical interaction

systems. Thus, even programmers working with textual programming languages

are able to simplify their workflow by for instance using data visualization to

grasp the content of a database.

Visual Aids for
Programming

Visual 
Programming

Graphical
Interaction 
Systems

Visual 
Language 
Systems

Flow 
Diagrams

Control Flow Data Flow

Icons Tables/Forms Others

Visualization

Program
Visualization

Static Dynamic

Algorithm
Visualization

Data 
Visualization

Static Dynamic

Figure 2.2.: Taxonomy of visual aids for programming by Singh and Chignell [176]
differentiating between different approaches for visual programming
and the visualization of programs, algorithms, and data.

According to Chang [31], a visual language is defined by “a set of visual sentences

constructed with a given syntax and semantics”. Thus, for such a language an

alphabet and the possibility to compose valid rules is needed. Following, we will

take a more thorough look on both of these components.
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2.2.1. Visual Alphabet

While a traditional programming language is composed of a set of strings, a

visual language can be seen as a set of pictures [59]. Golin and Reiss also defined

that “a picture element is a primitive graphical object such as a line, shape or

text string” [59]. The vocabulary of the visual language (the visual alphabet),

according to Bardohl [14], needs to introduce a type set for the symbols and links

of the language. These definitions allow for a multitude of different styles and

depictions for visual alphabets and developers are free to choose or invent one

fitting best to their desired use case.

Myers provided a taxonomy of 14 different styles of visual languages and cat-

egorized over 40 languages [129]. The different styles include flowcharts (e.g.,

OPAL [127]), petri nets (e.g., VERDI [63]), data flow graphs (e.g., HI-VISUAL

[81]), iconic sentences (e.g., SIL-ICON [32]), and jigsaw puzzle pieces (e.g. Proc-

BLOX [58]). Singh and Chignell [176] narrowed it down and included in their

taxonomy seen in Figure 2.2 flow diagrams, icons, and tables/forms as the most

common representations of visual alphabets.

According to Böhm and Jacopini [19], flow diagrams were developed without a

systematic theory behind them and introduced in several papers with different

purposes. Nonetheless, flow diagrams are seen as “suitable for representing

programs, computers, Turing machines, etc.” [19]. In their basic form flow

diagrams consist of boxes and lines. Boxes are either functional, representing

actual operations, or predictive, representing a decision on which the next operation

should be. The lines are used to connect the boxes and to describe the transition

between them. As the name already suggests, flow diagrams are a natural way to

describe control or data flows.

In icon based alphabets the design of graphical symbols and interconnections

can be more complex and it is possible to tailor the visual representation to the

use case, e.g., the icon for ‘input’ could be a camera in a video editing program

and a microphone in an audio recording program. Iconic languages are therefore

context specific and “an icon image is chosen to relate to the idea or action either

by resemblance (picture), or by analogy (symbol), or by being selected from a

previously defined and learned group of arbitrarily designed images (sign)” [31].

If the user is familiar with the context of the visual language (e.g., video editing),
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the iconic alphabet may provide a quick recognition of the elements and a dense

representation of complex content [42]. Untrained users on the other hand may

have a hard time familiarizing with the icons and need training to use the visual

language efficiently.

The last category requires the user to fill in tables or forms to define the behavior

of the program. These are often used in database applications to enable the user

to create queries or in spreadsheets. While forms and tables may be an easy and

efficient way to communicate with users [176], they are comparably inflexible

and often require deeper knowledge of the application (e.g., the structure of the

database) from the user.

2.2.2. Visual Grammar

While the visual alphabets provide the basic building blocks of a visual language,

they also have to be combined to form sentences. Therefore, it is important to

define a visual grammar to enable the creation of syntactically correct sentences

from the visual alphabet. A grammar consists of a finite set of rules [14] defining

how the visual language has to be interpreted.

Visual Language 
Classes

Connection

Graph

Plex

Geometric

Box

Iconic

String

Figure 2.3.: Taxonomy of Costagliola et al. [38] for different classes of visual
languages. The taxonomy differentiates between connection and
geometric based as the two main classes of visual grammars.
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In 2002, Costagliola et al. [38] developed a framework for the design of visual

languages. In the process they introduced two main classes of visual languages.

These classes are connection and geometric based visual languages, as can be

seen in Figure 2.3, based on their visual grammar and how they compose their

sentences. Connection based visual languages on the one hand are defined as a

set of interconnected visual elements. The syntax of the language is given by

the connection of the elements, while the relative position to each other is not

influencing the outcome. Costagliola et al. define the two subclasses of graph and

plex, while a plex is similar to a graph with the limitation, that it only can have a

fixed number of connections [38]. On the other hand, in geometric visual languages

the syntax is defined by the relative position of the elements to each other. In this

case Costagliola et al. differ between the subclasses string, iconic, and box. For

string based visual languages, the syntax is given by one integer describing the

position of the element within a string of visual elements. The second subclass,

the iconic languages, define their syntax as the relative position described by

a pair of integers as their coordinate in the cartesian plane. Lastly, box based

languages are defined by two coordinates for the upper-left and lower-right corner

of the box. Therefore, it is possible to not only use the relative position of the

boxes to each other, but also to use the size of the boxes to determine if one

box overlaps an other one or is contained in it. In Figure 2.4, examples for a

connection based graph and for a geometric based iconic sentence are given.

N1 N4

N5

N2
N3

N6

(a) Example graph (b) Example iconic sentence

Figure 2.4.: Two examples for visual grammars based on graphs and iconic sen-
tences by Costagliola et al. [38]. While in the case of a graph based
language the connection between the elements is important for the
syntax an iconic sentence uses the relative position of the icons to
each other.
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2.3. Virtual Environments

An environment is defined by three parts: content, geometry, and dynamics [48].

In the case of virtual environments, computer graphics are used to generate

these features. The term computer graphics was first coined in the 1960s at

Boeing, according to William Fetter by Verne Hudson, even though the basic

principle of generating shapes or images through computers has already been used

beforehand [54]. They were the first to generate human figures with computer

graphics to determine the efficient layout of airplanes [55, p. 103]. These early

attempts were realized by using wire-frame graphics. With the emergence of

new rendering techniques like texture mapping [28], shadow mapping [200], tone

mapping [187], subsurface scattering [73], and ambient occlusion [124], computer

graphics made large steps towards photo realism in the following decades.

In the following, we will first look at augmented and virtual reality as a way to

increase the immersion of virtual environments. Secondly, we discuss Distributed

Virtual Environments (DVE), which allow to connect users within their virtual

environments. Lastly, we talk about game engines as common middlewares to

ease the development of virtual environments.

2.3.1. Augmented and Virtual Reality

How engaging and close to the reality a virtual environment comes is often

described in the terms of immersion and presence. According to Slater et al. [178],

immersion is an objective description of what a system provides to engage the user,

e.g., surrounding displays, motion sensors, or convincing visuals. Presence on the

other hand describes “a state of consciousness, the (psychological) sense of being

in the virtual environment, and corresponding modes of behavior” [178]. Thus, in

combination with other factors, like coherent world or believable narrative, the

immersion of the system influences the perceived presence of the user strongly.

Augmented and virtual reality are the next logical step to increase the immersion

of virtual environments. Benford et al. [18] provided the classification shown

in Figure 2.5, illustrating that both augmented and virtual reality are highly

artificial. The main difference is, that augmented reality still takes place in

the physical world, while virtual reality transports the user completely into the
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Figure 2.5.: A classification of mixed reality systems by Benford et al. [18]
differentiating between the physical location of the user in relation to
the content and artificiality of the viewed content.

virtual environment. Augmented reality overlays the physical environment of the

user with computer generated graphical elements, while virtual reality leaves the

real world completely out [18]. The idea and basic technology behind virtual

reality is already several decades old and one of the first realizations was the head

mounted display of Ivan Sutherland in 1968 [184]. Because of the high costs for

specialized devices the computational power needed to simulate a virtual reality

in real time, it took decades to establish the technology outside of academia

or financially powerful sectors like the military or aviation companies. Only in

recent years, computing devices got powerful enough to drive newly developed

and cheaper virtual reality devices such as the Oculus Rift [51] or HTC Vive [85].

Augmented reality even arrived on devices with lower computational capabilities

like smartphones [103].

2.3.2. Distributed Virtual Environments

As the scope of virtual environments increased steadily and the created world got

larger and more complex, developers started looking into distributing the effort over

networks. In the beginning, the idea of distributed virtual environments included
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the offloading of computational or storage heavy tasks such as computer-generated

actors (artificial intelligence), world simulation, or storing the world state [182].

While these tasks may still be offloaded to increase the performance, the focus of

the research shifted towards multi-user virtual environments [56]. The main goal

is to allow a possible large group of participants to meet in a virtual environment

and interact with each other. Therefore, the system has to be interactive and

provide a persistent and consistent world to all users. Additionally, it needs to

be able to scale with the amount of people using it. While in the beginning

many distributed approaches relied on a traditional client-server architecture,

many of them are based on a cloud architecture nowadays and research is looking

into peer-to-peer architectures in order to use the devices of the participants for

sharing the computational load [161].

Today, many distributed virtual environments, especially in the gaming sector,

have several million active users, e.g., World of Warcraft1. While those virtual

environments may distribute the users on several instances and different servers

upon login to share the load, each instance nonetheless has to handle several

thousand users simultaneously. This poses a great challenge for the developers,

as the users are able to interact with the environment and the generated update

events have to be sent to all other users in order to ensure a persistent and

consistent world. To reduce the computational and network load of such events,

two main questions need to be asked: Who needs to know about the event? And

how often does he need an update about it? To answer these questions, the

concept of interest management is introduced [126]. Here, the system tries to

determine, which users are interested in the occurrence of an event, often based

on the relative location of the user to the event. Different approaches are based on

auras around users [17] (in the case of HyperVerse users and events [21]), spatial

publish subscribe [87], or Voronoi-based Overlay Networks [86]. To increase the

interval for sending events, the changes between two events can be interpolated

with approaches like Dead Reckoning [151] or Continuous Events [76].

1https://worldofwarcraft.com
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2.3.3. Game Engines

The video game industry is one of the major innovators behind the development

of virtual environments. Statista2, a market research company analyzing about

170 industry sectors, reported a 123.54 billion dollar revenue for the global video

game market in 20183. Further, they tracked a total of 90504 newly released

games on Steam5, the largest online distribution platform for computer games.

These numbers show the high effort companies are investing in the development

of video games and the gain they are able to generate out of it. During the last

decades, game development studios not only invested heavily in the innovation of

new techniques in areas like rendering, artificial intelligence, or online services,

but also streamlined the development processes. This led to the emergence of

game engines, middlewares specialized for the development of video games. Game

engines contain different modules handling the input, output, and simulation of

physics and game worlds [111]. According to Lewis and Jacobson, “the cost of

developing ever more realistic simulations has grown so huge that even game

developers can no longer rely on recouping their entire investment from a single

game” [111]. Therefore, the development of game engines can help to spread

the investment over several games. Many game engines are first developed for

a specific game and then are used further by the same developer or licensed to

others, e.g., Unreal Engine6 or CryEngine7. Today, we also see game engines such

as Unity3D8, which are purely developed for licensing.

In the book ‘Game Engine Architecture’, Jason Gregory [65] gives a detailed

description of the different modules included in many game engines and explains

how they interact with each other and the system the game is developed for. Figure

2.6 shows a simplified version of the architecture described by Gregory [65, p. 39]

where related modules are color coded. From the bottom up, we have the target

system (grey) describing the actual hardware (e.g., PC, game consoles, or mobile

devices), the operating system, and drivers. On top, we have core modules (green)

2https://www.statista.com
3https://www.statista.com/statistics/246888/value-of-the-global-video-game-market/
4https://www.statista.com/statistics/552623/number-games-released-steam/
5https://store.steampowered.com
6https://www.unrealengine.com/en-US/
7https://www.cryengine.com/
8https://unity.com/
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Game-Specific Subsystems
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Figure 2.6.: Simplified depiction of a game engine architecture as described by
Gregory [65]. Related elements of the architecture are grouped by
colors in target system (grey), core modules (green), resource handling
(orange), rendering (red), animation (blue), and developing tools and
libraries (yellow).
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including third party Software Development Kits (SDKs) (e.g., DirectX or PhysX),

the platform independence layer (handling e.g., different file systems), and core

libraries (e.g., for math functions, localization, or different parsers). Further, the

game engine contains modules handling resources (orange) including game assets,

input devices, audio, and network capabilities. The most computational heavy

part of the game engine is the rendering (red). Gregory [65] divided this into the

low-level render, visual effects, the scenes, and front end. Additionally, the game

engine is responsible for animating objects (blue) as well as avatars and simulating

the virtual environment and physics. Lastly, the engine offers debugging tools

and gives developers a way to introduce own scripts and simulations (yellow) for

e.g., artificial intelligence or game mechanics.

This breakdown of a game engine architecture shows the complexity, but also

the opportunities provided to game developers. A game engine gives developers

the possibility to increase their efficiency and reuse large parts of their code.

In the same time they remain flexible, as they are not obligated to use all

offered functionalities. In addition, many providers offer special licenses, which

give developers access to the source code and allow them to modify it for their

needs9.

9https://github.com/Unity-Technologies/UnityCsReference
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3. Related Work

The following chapter presents related work of this thesis. For the conducted litera-

ture review we discuss configurable pervasive middlewares and remote participation

environments separately. In Section 3.1, we will first present the classification

used throughout the review process. Afterwards, Section 3.2 discusses different

middleware and consumer approaches allowing for a varying degree of human

interference in the pervasive system. Following, in Section 3.3, different ways of

remote participation are compared. Lastly, in Section 3.4, we will discuss the

results of the literature review and where we identified the research gap.

3.1. Classifications

As the properties for pervasive middlewares as well as for the remote access and

participation in smart environments differ greatly, we decided to introduce two

independent classifications. Following, we will first take a closer look at our classi-

fication for configurable pervasive middlewares, before discussing the classification

for remote participation environments. The focus is on the comparison of different

configurable pervasive middlewares, as the remote participation is introduced as

an extension to such systems and still relies on the functionalities offered by the

middleware.

Figure 3.1 shows an overview of the classification used for the literature review on

configurable pervasive middlewares. In total, five different classes are introduced:

user,scope, time, technique, and system properties. The focus is on who is able to

configure which part of the system at what point during runtime and how this

configuration is carried out. Therefore, we first take a look at the user who is

allowed to influence the behavior of the system. This can vary from the developer,

who has to predefine configurations, to the user. In the latter case, we differentiate

between domain experts who have a high domain knowledge or are specially

trained, and end users without deeper knowledge. Regarding the scope of the
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Figure 3.1.: Overview of the classification for configurable pervasive middlewares.

configuration, the complexity ranges from enabling the user to only influence the

application he is using, the complete device, or several devices in the pervasive

system. The third class describes the point in time when the configuration of

the system can appear. Many systems need to be configured during the setup

and are afterwards either fixed or changes in the system are handled completely

automatically without any influence. We also classify systems as only configurable

during setup even if it is technically not necessary to halt the system completely,

in the case that the reconfiguration cannot be done without a large effort and

thus is influencing the working experience or performance severely. This could

be the case if the user needs to temporarily pause the system or if the manual

process of configuring the system is very complex and requires a considerable

amount of time. If the system allows for a configuration during runtime, we

additionally differ between reconfiguration done completely manually by the user

or automatically by the system. In the latter case, it is still important for us that

the user is able to influence the behavior, e.g., by providing presets or preferences,

which the system then uses for its automatism. Further, the technique used for

configuring the system is considered. In the simplest case, the user has to provide

preferences, access a simple options menu, or is prompted by the system with a

simple choice if a context change is detected. In more complex systems, the user
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is required to write the configuration either as code during the development or

in the form of scripts (e.g., in JavaScript Object Notation (JSON) or Extensible

Markup Language (XML)). In the last case some systems support visual scripting

for the configuration.

Lastly, the classification also takes some properties of the system into account. This

includes whether it is possible to run the system ad-hoc without any infrastructure

like permanent network or internet connectivity, specialized devices, or middleware

services deployed on infrastructure devices. Further, the classification takes into

account whether a system is generalizable and thus usable in different use cases

and whether it is extensible with additional services and capabilities.

Remote 
Participation

Systems

Generalizable Extensible
Virtual 

Experience
Physical 
Relation

Interactive

Figure 3.2.: Overview of the classification for remote participation systems.

Regarding remote participation systems, we focused on the functionalities they

are able to offer to the user and on the overall experience. Figure 3.2 shows

the classification used for those systems including the five used classes. Similar

to the configurable pervasive middlewares, we discuss the generalizablility and

extensibility of the systems. They should be able to adapt to a high amount

of different use cases, e.g., remote meetings or participating in a lecture while

abroad. Further, the classification takes into account whether the systems offer

a similar experience to being physically present. Therefore, we first consider

whether the system offers a virtual and immersive experience and second if it

relates to a physical environment and connects devices in the physical and virtual

world. Lastly, we discuss whether the system offers a degree of interaction to the

user exceeding simple communication with other participants, e.g., by working on

documents together or sharing files.
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3.2. Configurable Pervasive Middlewares

Having introduced our classifications for the literature review, we now present

the relevant approaches for configurable pervasive middlewares. While there is

a plethora of context sensitive middlewares which automatically react, either

reactively or proactively, to changes in the system itself or in its environment, we

did not include them in the literature review. In general, the focus of the review

was on middlewares that allow some degree of configuration and interference by

the user. For further information on pervasive and context aware systems, we

would like to refer to broader surveys [13,84,159]. While the conducted review

spans almost two decades, it only discusses a subset of available approaches and

does not aim to be exhaustive. The scope of introduced middleware was chosen to

be as heterogeneous as possible, ranging from research based prototype systems

to current smart home platforms advertised for end users. The following section

is structured according to the classification shown in Figure 3.1 and each class is

discussed in detail.

The degree of knowledge needed by the user to being able to configure the

pervasive system varies widely between the different middlewares. In some cases,

only the developers of applications and services are able to introduce configurations.

Some middlewares (e.g., MobiPADS [29]) allow developers to write configurations

as XML scripts, which are then automatically applied by the middleware in

runtime. Other approaches like GREEN [177], MUSIC [165], Dynamix [27], or

EasyMeeting [34] enable developers to program plugins or different components.

These can then either be selected during setup (Dynamix ), applied automatically

during runtime (GREEN or MUSIC ), or users are able to chose a predefined

configuration manually (EasyMeeting). More modern commercial solutions like

Azure IoT Hub [120] or AWS IoT [7] are more designed as interoperability

systems. In these cases, developers are able to use middlewares like Node.js or

Message Queuing Telemetry Transport (MQTT) for their applications and services.

Despite using different middleware solutions the developers are able to connect the

applications and services up to Azure IoT Hub or AWS IoT and configure their

interaction with each other. Looking at middlewares which can be configured after

the development phase, we have to differentiate between approaches which need a

high amount of domain or IT knowledge and systems targeting actual end users.
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In the first case, some middlewares like dynamicTAO [102] or iROS [97] require

detailed understanding of the functioning of the middleware itself, which is hard

to achieve for unfamiliar users without an IT background. PCOM [15, 71, 196]

offers a visual way of configuring the applications. But as the structure and the

terminology is very close to programming, it is difficult to grasp for untrained users.

Node-RED [98] and openHAB [146] are two open source solutions published in

recent years, which may allow for an easy configuration, but are complex to initially

setup and thus also not usable for everyone. Further, systems like Labscape [66,67]

and the healthcare system ERMHAN [150] offer an easy user interface but are

targeted to physicians and laboratory employees. Systems designed for end users

without further knowledge or experience with pervasive systems need to make

some compromises regarding the configurability. Middlewares like GUIDE [36,40]

and the Speakeasy Browser [47,136] are limited regarding the complexity of the

configuration a user is able to create. With GUIDE, a tour planner, users are only

able to provide the application with some preferences regarding tourist locations

The tour planner then creates a tour accordingly. In the case of the Speakeasy

Browser users can choose between predefined templates on how the system can

be configured. Current end user systems like IFTTT [90] and Apple HomeKit [8],

in contrast, limit the devices and services a user is able to utilize.

While most approaches allow the user to configure the complete pervasive system,

some middlewares target only the application currently in use. ProMWS [30]

and the system presented by Hong et al. [83] for instance allow the user to

define preferences for services the application should utilize and then, during

runtime, the middleware automatically predicts the preferred combination of

services for the current context. MundoCore [5] enables applications to exchange

middleware components by either loading them at startup or exchanging them

during runtime to react to context changes, e.g., exchange the network component

when switching from an ethernet to a bluetooth connection. Developers or

administrators are able to influence which components should be used in which

context via XML configuration files. Only two of the reviewd approaches focus

on the configuration of devices instead of configuring applications only or whole

systems. ERMHAN [150] for instance introduces a system to enable configurable

services for health monitoring devices. Dynamix [27] is a framework for Android

devices to enable the utilization of the different sensors in a smartphone to recognize

27



28 3.2. Configurable Pervasive Middlewares

the context of the user. Applications are able to request context information from

the framework and users can influence which sensors should be enabled and with

whom the information should be shared.

Regarding the point of time, many approaches require at least some configuration

upon setup and before the system is actually in use. These are split into three

different categories. First, some approaches like the Gaia middleware [162]

based GPM [79] allow the configuration of the system only on setup. In this

case, an administrator can create configuration files for the system either via

scripting them by hand or with the help of a graphical tool and deploy them

with the system. This is similar for interoperability focused systems like Azure

IoT Hub [120] or AWS IoT [7], which require the developer to configure the

interactions in the system during development or setup. Second, middlewares like

GREEN [177] or MundoCore [5] enable developers or administrators to provide

possible configurations during or before setup and then decide automatically

on which of the configurations to apply based on context changes. Third, with

EasyMeeting [34] and Apple HomeKit [8] we looked at two solutions which combine

a configuration during setup with smaller manual reconfigurations during runtime.

In both cases the majority of the setup is done beforehand, e.g., connecting different

smart home devices to enable information exchange or assigning specific rights to

devices and users. During runtime, the user then typically only applies smaller

changes to the system such as turning on the lights in a room or changing what

to show on a displaying device. Systems that allow for a reconfiguration during

runtime are split into manual and automatic configuration in our classification.

In the case of an automatic reconfiguration many systems, as with GREEN [177]

and MundoCore [5] discussed, rely on several configuration created during setup

which are then chosen automatically by the system. Further, ProMWS [30] and

the approach of Hong et al. [83] reconfigure the system automatically based

on the history of preferences the user provided in the past. Approaches relying

completely on a manual reconfiguration during runtime often allow for only little

influence by the user and are almost autonomous. CARISMA [26] offers users

simple options menus where they are able to choose their preferences and change

the thresholds for context changes in the system.

The next category of the classification shown in Figure 3.1 differentiates between

the different possibilities and user interfaces provided by the systems for con-
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figuration. Most of the reviewed approaches utilize some kind of preference or

options menu, which may enable an easy configuration but often does not provide

a high complexity. The Speakeasy Browser [47, 136] for instance offers a web

based menu system where users can choose predefined templates. The approach

of Byun et al. [25] is even more simplistic. Here the system senses changes

in the context and prompts the user with popup windows providing a simple

explanation and a suggestion on how to react to the context change. The user

in this case only has the option to answer with yes or no, but has no further

influence on how exactly the system should adapt. Many other devices use code

based configuration, either by programming and providing specialized plugins

and components or by using script based configuration files with e.g., XML or

JSON. As end users cannot be asked to learn programming, just to being able to

configure the system, none of the reviewed code based approaches target end users.

Each of the systems is either supposed to be configured by the developer or an

administrator. SOCAM [68] for instance, is a service oriented middleware for the

development of context aware services. In this case the developer of the service is

able to define sets of rules with actions that are triggered by some context change

in a configuration file using a proprietary language. The RUNES programming

platform developed by Costa et al. [37] follows a similar approach. RUNES is

a component based middleware where the developer is able to define rules on

how the components should be exchanged automatically during runtime and how

they are able to interact. With PCOM [15, 71, 196] and Node-RED [98] only

two approaches are utilizing visual scripting for the configuration. Nonetheless,

both are quite complex in their terminology and in their structure very similar to

traditional programming. Node-RED is additionally hard to setup and integrate

into a system without an IT background. Thus, even though they offer a very

flexible and powerful way of configuring the system, they are not usable for end

users without special knowledge.

Lastly, we reviewed some key properties of the middlewares which, depending

on the use case, can influence the performance and usability of the system.

Nearly all systems can be extended with further services and applications with

only three notable exceptions. GUIDE [36, 40] is only designed as a tourist

guide deployed on a Personal Digital Assistant (PDA) and thus is limited to

the included services. The two modern consumer approaches IFTTT [90] and
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Apple HomeKit [8] may offer a high number of functionalities and supported

services and devices, but the user is limited to what the vendor is offering and

is not able to extend the system on his own. All three approaches are also

limited to their specialized use case as a tourist guide (GUIDE ), for automation

of web services (IFTTT ), or for smart home systems (Apple HomeKit) and are

not generalizable to other scenarios. Additionally, EasyMeeting [34] is limited

to pervasive meeting rooms, Labscape [66, 67] is designed for laboratories, and

ERMHAN [150] targets the healthcare sector. Lastly, with PCOM [15,71,196],

GREEN [177], and MundoCore [5] only three of the systems can be seen as fully

ad-hoc. All other approaches either rely on infrastructure devices or access to web

based services. In this literature review we are only considering middlewares as

ad-hoc, if they are able to form a spontaneous system between any peers without

further input. This excludes approaches which offer for instance ad-hoc connection

of user devices to the system, but are still relying on some infrastructure. An

example for this is Labscape [66, 67], which allows the device of a researcher in

a biology laboratory to connect automatically and transparently to the system.

Nonetheless, the system requires some additional infrastructure for the device to

connect to and needs connected laboratory equipment in order to support the use

case. Further, systems like IFTTT [90], Azure IoT Hub [120], and AWS IoT [7]

are cloud based and even if they offer some offline functionalities, they need a

connection to the cloud in a regular interval, especially for reconfiguration. Other

approaches like Speakeasy Browser [47, 136], Dynamix [27], or openHAB [146]

deploy some of their middleware services on infrastructure devices. Other systems

rely on the environment they are designed for, like the GUIDE [36, 40] system is

deployed on PDAs and EasyMeeting [34] utilizes the devices present in a pervasive

meeting room.

Table 3.1 summarizes our literature review on configurable pervasive middlewares.

Only systems which allow at least some kind of interference by the user are

included in this overview. Systems which are reconfiguring themselves purely

automatic are not taken into account. Overall, the literature review shows a very

heterogeneous group of approaches out of the last two decades.
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GUIDE [36,40] • • • •

dynamicTAO (CORBA) [102] • • • • • • •

Speakeasy Browser [47,136] • • • • • •

GPM (Gaia) [79] • • • • • •

iROS [97] • • • • • •

MobiPADS [29] • • • • • • • •

Byun et al. [25] • • • • • • •

CARISMA [26] • • • • • •

EasyMeeting [34] • • • • • • •

PCOM [15,71,196] • • • • • • • • •

Labscape [66,67] • • • • •

SOCAM [68] • • • • • •

RUNES [37] • • • • • •

GREEN [177] • • • • • • • • •

MundoCore [5] • • • • • • • • •

Hong et al. [83] • • • • • •

MUSIC [165] • • • • • • •

ProMWS [30] • • • • • •

ERMHAN [150] • • • • •

Dynamix [27] • • • • • • •

Node-RED [98] • • • • • •

Apple HomeKit [8] • • • • •

IFTTT [90] • • • •

Azure IoT Hub [120] • • • • • •

AWS IoT [7] • • • • • •

openHAB [146] • • • • • • •

Table 3.1.: Overview of existing approaches which allow the interference of users
in the behavior of pervasive systems. None of the reviewed systems
allow end users to reconfigure the complete pervasive system manually
by offering visual scripting.
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3.3. Remote Participation Systems

The discussed pervasive middlewares enable the construction of a physical smart

environment and offer the users a varying degree of configurability depending on

the used middleware. While this allows the users in e.g., a smart classroom or

meeting room to utilize the system to increase usability and productivity, it is

only an advantage for users who are physically present. Following, we will take

a closer look at different approaches that allow users to participate remotely in

all kinds of different events. While there is a multitude of different systems that

allow people to communicate and share content remotely, we focused on a possible

heterogeneous selection of approaches. The selected systems are analyzed using the

classification introduced in Figure 3.2 and are sorted into the three categories of

experience, communication, and collaboration systems. While experience systems

allow users to only consume the provided content, communication systems go one

step further. Here it is also possible to interact with other users and communicate

with them either with pure speech, video calls, or gestures. Collaboration systems

additionally allow the users to interact with different content in the system and

to see the interaction of other users with the same content, e.g., editing a text file

together.

The basic principle of experience systems, which is to enable people to consume

content remotely is very old and has in principle already been introduced with

television and radio many decades ago. But we argue, that the objective of these

old systems is rather reporting remote physical events than recreating the actual

experience of being there. This recreation has only emerged in the last years with

the introduction of Virtual Reality (VR) devices like Oculus Rift [51] or HTC

Vive [85] to the mass market. With NextVR [137] and Oculus Venues [52] we

included two current approaches in the literature review. Both are very similar and

only differentiate themselves in minor details. The main difference is that NextVR

supports multiple platforms, while Oculus Venues is only usable on Oculus devices.

Additionally, NextVR is even acts as a content provider for Oculus Venues. The

goal of both approaches is to bring the experience of large public events to remote

users by utilizing VR. Therefore, they deploy 360 degree cameras at concerts,

sport events, or entertainment shows. Users at home are then able to view these

events with their VR devices, either live or in some cases also at a later point in
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time as a recording. While, the immersion is much higher than classical television

and it is possible to view the events from unusual angles, e.g., directly on the

stage or behind the goal, it comes with the disadvantage that users are not able

to move or interact within the virtual environment. Thus, it is only possible to

jump between predefined camera positions and only rotational movement of the

head is supported.

The next category contains systems that allow multiple users to communicate with

each other. While traditional communication systems like telephone or the more

modern Voice over IP (VoIP) systems like Skype1 have been around for a long time,

we are focusing on approaches that introduce further functionalities. All systems in

this category provide some kind of virtual experience to the user. I3DVC [101] is a

video conferencing system where all participating users sit in front of a desk with a

life size screen at the other end of the table and participate in a virtual meeting. It

is the only approach in this category that does not rely on three dimensional (3D)

rendered virtual environments. Instead, it captures the user and the surrounding

environment with 3D cameras and augments the captured video stream with

virtual objects, e.g., a clock or a virtual desk. On top of communicating with the

other participants, the system does not offer any additional interactivity and is

also limited to the use case of video conferencing. MASSIVE [64] and Virtual

Society [109] are two early attempts on virtual environments for collaborative

working. Both render a 3D environment where the user is able to join with

an avatar. The systems allow for interaction with other users either through

communication via voice or text chat, or by interacting with virtual objects like

white boards or projectors. While MASSIVE is limited to virtual meetings, it

is possible to extend the Virtual Society system for different use cases. In their

paper Lea et al. [109] describe how their system could be used e.g., for virtual

meetings, games, or even shops. Both approaches are purely virtual and do not

allow for the integration of additional devices or physical spaces. Meetyoo [119]

and Easy Virtual Fair [46] are commercial platforms targeted at companies or

public facilities. They offer the possibility to host large scale conferences, fairs,

or exhibitions in a virtual environment. The organizer of the event can set up

virtual booths showing different multimedia content and staff them with employees.

Visitors of the virtual events are then able to walk through these booths with

1https://www.skype.com/en/
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their avatars in the 3D environment and consume the content or chat with the

staff. The interaction in this case is limited to communication with others and

consuming the multimedia content. While it is possible for organizers to host a

virtual event parallel to a real world event, it does not provide the same experience

by directly mirroring it to the virtual environment. Both approaches are limited

to this use case and only Easy Virtual Fair [46] is extensible with plugins in

Hypertext Markup Language (HTML) 5.

The last category included in the literature review discusses systems that en-

able users to work cooperatively. While focusing on different use cases, all of

the included approaches provide some kind of user interaction which exceeds

pure communication. ILIAS [91] is an example for one of many (e.g., Moodle2,

Blackboard3, or Canvas4) available systems offering educational institutions the

possibility to communicate and share content with their students. ILIAS addition-

ally offers modules like forums, quizzes, surveys, and wikis for students to enable

collaboration and enhance the learning process. Nonetheless, the file sharing,

communication, and collaboration functionalities are typically decoupled from

the lecture and thus do not provide the same experience as attending the lecture

in person. While ILIAS is limited in its use cases, it has been developed open

source and therefore enables extensibility and allows for instance universities to

develop their own modules to accommodate their teaching style and workflow.

Microsoft Teams [121] and Adobe Connect [3] are collaborative working tools for

the corporate environment. Both solutions rely on traditional communication

(e.g., via webcams) and do not offer a virtual environment in which users are able

to move. Adobe Connect targets online meetings and seminars. It therefore offers

text, voice, and video chat and allows participants to collaboratively work on

documents and share them. Additionally, Adobe Connect offers an Application

Programming Interface (API) for developers and even ready to use applications

to extend the offered software. While the focus of Adobe Connect is more on

the communication between participants, Microsoft Teams focuses more on the

collaborative working. Therefore, it offers direct integration of Microsoft’s own

Office Suite5 where users are able to work on text, presentations, or spreadsheets.

2https://moodle.com
3https://www.blackboard.com/index.html?nog=1&cc=US
4https://www.instructure.com/canvas/
5https://products.office.com/en-us/home?omkt=en-US&rtc=1
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Additionally, it incorporates a text chat for communication and Microsoft Skype6

for voice and video chat. While it is possible to integrate Microsoft’s own devices

such as the Surface Hub7, users are limited to devices officially supported by

Microsoft. Further, the review includes DOLPHIN [181], ActiveTheatre [74], and

C-Slate [94] as research based collaborative working systems. DOLPHIN was

developed in 1994 to assist during meetings, It offers voice and video transmission

as well as digital white boards. The main focus is to connect two groups in

different meeting rooms and allow them to collaboratively work on the same

white board. While similar systems are fairly common today, DOLPHIN offers

an extensible architecture which allows developers to add further applications,

something that even many modern systems like Microsoft Teams [121] do not offer.

C-Slate [94] aims at cooperation between two distant users via a multi-touch and

object recognition system. It therefore scans the working surface and tracks how

the user is interacting with it. The interaction could be the movement on a board

game or drawings on a paper. On the screen of the other user an augmented reality

approach is used to overlay these interactions. ActiveTheatre [74] is designed to

support surgeons in the operating room. A camera creates images and videos

during the surgery and the surgeon is able to annotate them with text or speech

and share them with others. Additionally, it is possible to review content while

performing the surgery and thus get consultation from remote physicians. The

system is extensible with further modules and the authors claim, that it is not

limited to the use case of surgeries, but the introduced interaction techniques

could also be useful in other collaborative working environments. Lastly, the

only reviewed approach supporting a virtual experience is the virtual campus

by De Lucia et al. [114] based on Second Life [112]. Second Life is a publicly

available online virtual world developed by Linden Lab which allows people around

the world to meet, socialize, build, and even trade in a 3D virtual environment.

Further, it allows people to design and add virtual objects and buildings. De Lucia

et al. used Second Life as a platform for their virtual campus with classrooms, a

theater, and recreational areas with games like chess. The environments allow

for presentations and meetings with the goal of collaborative learning. But this

environment is not related to any physical classrooms or presentations.

6https://www.skype.com/en/
7https://www.microsoft.com/en-us/surface/business/surface-hub-2
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36 3.4. Summary

Table 3.2 shows a summary of all reviewed remote participation systems. In

total we included 14 different approaches sorted by the categories of experience,

communication, and collaboration systems. These approaches are very different

regarding their intended use cases and the solutions they offer. Still, none of them

is able to connect a physical and virtual environment for multiple users to work

collaboratively.

Project Category G
e
n
e
r
a
li
z
a
b
le

E
x
te

n
si
b
le

V
ir
tu

a
l
E
x
p
e
r
ie
n
c
e

D
e
v
ic
e
In

te
g
r
a
ti
o
n

In
te

r
a
c
ti
v
e

NextVR [137] Experience • •

Oculus Venues [52] Experience • •

MASSIVE [64] Communication • •

Virtual Society [109] Communication • • • •

I3DVC [101] Communication • •

Easy Virtual Fair [46] Communication • •

meetyoo [119] Communication •

DOLPHIN [181] Collaboration • • •

ActiveTheatre [74] Collaboration • • • •

C-Slate [94] Collaboration • • •

Second Life [112,114] Collaboration • • • •

Adobe Connect [3] Collaboration • •

Microsoft Teams [121] Collaboration • •

ILIAS [91] Collaboration • •

Table 3.2.: Remote participation systems sorted by the categories of experience,
communication, and collaboration systems. None of the discussed
approaches achieve to provide an interactive virtual experience while
simultaneously mirroring a physical environment.

3.4. Summary

During the analysis of configurable pervasive middlewares, we could observe that

many of the approaches are either focused on the end user or offer a high amount

of configurability. Middlewares allowing for a reconfiguration of the complete

pervasive systems, e.g., GPM [79] or MobiPADS [29], are usually targeted at

users with a high domain or IT knowledge. Systems allowing end users without
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prior knowledge to perform configurations with visual tools are on the other hand

limiting what the user can influence and often only allow to configure small parts

or to choose predefined settings, e.g., with the Speakeasy Browser [47, 136] or

GUIDE [36, 40]. We argue that, with the rising popularity of smart environments

in homes and working places, it is getting increasingly important to enable all users

to set up the systems and reconfigure them during runtime if needed. Therefore,

even end users without a background in IT or specific knowledge about the

middleware should be able to configure the system for their current situation in

an easy and efficient manner.

In the case of remote participation systems, with NextVR [137], Oculus Venues [52],

and I3DVC [101], only three approaches offer a combination of a virtual experience

and a physical environment. While I3DVC at least allows for communication

between users, none of the three approaches offer any kind of further interaction.

Thus, it is not possible for users to work collaboratively. All other approaches

lack the connection of a physical and virtual environment and are therefore not

able to give remote users the same experience, e.g., joining a live lecture at the

home university while abroad.

In conclusion, none of the reviewed pervasive middlewares offer end users the

possibility to use visual scripting for configuring the complete pervasive system

to their needs manually during runtime. Further, none of the remote partici-

pation systems were able to offer an interactive virtual environment to enable

collaboration between users, no matter if physically on location or not. The

proposed PerFlow system is designed to tackle both issues. The PerFlow

Middleware and PerFlow Tool offer visual scripting to allow end users to

reconfigure the pervasive system and in combination with the PerFlow Virtual

Extension remote participants can experience the same applications in a virtual

environment.
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4. Requirement Analysis

The following chapter derives the requirements for a configurable pervasive middle-

ware considering the research questions introduced in Section 1.2. Therefore,

we first describe a scenario for such a middleware and identify the stakeholders

for this system. We will take a closer look on the expectations for each of the

possible user groups. Based on these insights we will derive the functional and

non-functional requirements for our system. In the remainder of the thesis these

requirements serve as a basis for the design and implementation of the PerFlow

system with all of its extensions.

4.1. Scenario

Following, we will introduce a scenario to identify the stakeholders and their

requirements for the PerFlow system. While the pervasive middleware can be

applied in all kinds of different use cases, we will take a deeper look at a pervasive

learning environment. This example scenario can be transferred to other typical

use cases, like smart meeting rooms or smart homes. The lecture or classroom

scenario presents challenges which are typical for pervasive systems, namely highly

heterogeneous devices, volatile connectivity, and the seamless integration of devices

into the learning experience [169].

Figure 4.1 shows all relevant stakeholders and the interaction between them and

the pervasive system. The scenario is divided into two different phases. First,

the development of the services for the pervasive learning environment and the

deployment of the system in lecture halls or classrooms. Second, the actual lesson

hold in the learning environment. During the first phase two different stakeholders

are involved: application/service developers and system administrators. Both pose

different challenges to the pervasive middleware. The middleware is used by the

developer to create applications and services for a high variety of heterogeneous

devices and to enable the communication between them. These services are needed
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Figure 4.1.: Example scenario for a pervasive learning environment. Divided into
the development and deployment, and the actual use during lectures.

to support the actual lecture and enhance the experience of the end users. The

administrators in the next step are responsible for deploying the pervasive system

in the actual learning environment by setting up the services and applications on

the stationary devices and distributing them to the end users. Additionally, they

define the behavior of the system during the actual lesson by providing initial

configurations and defining the roles and the corresponding rights for the users.

During an actual lesson in such a pervasive lecture hall or classroom, we encounter

two different user types. The lecturer gives the lesson and the students attending

the lecture. The basic needs of both user groups are nearly identical. All users need

the possibility to, for instance, share content like presentations or assignments,

give or receive feedback regarding the lecture, or control infrastructure devices.

The main difference between the two user groups is, that the lecturer should

additionally have the possibility to influence the behavior of the system and

control the students’ access to different services. Further, the students can be

physically on site or accessing the lesson remotely.

In total we are looking at five stakeholders: developers, administrators, lecturers,

local students, and remote students. Further, we are dividing the pervasive learning
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environment into three device classes for lecturer devices, student devices, and

infrastructure devices. While the device classes for the lecturer and students

consist of nearly identical devices (mostly brought by the user) like notebooks,

smartphones, and tablets, their purpose and the assigned tasks during a lecture

may differ greatly. The infrastructure devices are highly heterogeneous and include

displaying devices like TVs or projectors, servers, or lighting and shutters.

4.2. Functional Requirements

Based on the introduced scenario and the identified stakeholders, we are now

deriving the requirements. These are split into functional (RF) and nonfunctional

requirements (RNF). We start by introducing the functional requirements which,

according to Laplante [108], describe the abilities of the system and which task it

should be able to perform. In total we identified seven functional requirements

that need to be supported for the aforementioned scenario.

RF1 - Information Exchange: One of the most important tasks of any per-

vasive middleware is to connect the different devices in the system and allow

the communication between them. The PerFlow Middleware should enable

developers to let their applications exchange information with each other. In the

scenario the presentation application on the lecturers device should for instance

be able to transmit presentations to the displays in the classroom.

RF2 - Runtime Reconfiguration: The main goal of the PerFlow Middle-

ware is to configure the information flow between different devices and applica-

tions in a pervasive system. In contrast to many other solutions, the reconfiguration

should affect not only single devices/applications but the complete system. There-

fore, we require a syntax that allows to define rules for the information flow and

determine who is able to send what kind of data to whom. These requirements

should also not only be defined during the deployment phase, but the users should

be able to influence them and reconfigure the pervasive system at runtime.

RF3 - Bundling Information Flow: To simplify the definition of rules for

the end users it should be possible to bundle and organize the information flow
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42 4.2. Functional Requirements

between different devices and applications. Developers should get the possibility

to define which API calls of their applications and services belong together and

the users later only have to define the rules for these bundles and not for every

single call. If a service for instance offers a control and a data connection the

developer should define that these are both needed and the end user does not

have to define rules for both.

RF4 - Heterogeneity Support: In our scenario, as in most pervasive systems,

we are encountering very heterogeneous devices. This includes different device

types e.g., smartphones, computers, or even smart lighting, as well as operating

systems like Microsoft Windows, or Android. The middleware should be able to

cope with this environment and connect all these devices. An additional challenge,

and most important for our system, is the combination of static devices that

offer their services continuously, as well as devices that might join and leave

the system at any time. The PerFlow Middleware should not only enable

the communication between all these systems. Users should also be able to use

the PerFlow Tool for reconfiguring the system via visual scripting and the

PerFlow Virtual Extension on a high variety of devices. The reconfiguration

of the system should be possible on large touch devices like smart boards in lecture

rooms, personal computers in meeting rooms, or tablets in an industry scenario.

Further, the system is not only heterogeneous regarding the devices, but also with

regard to the data communicated between the peers.

RF5 - Device Management: To allow runtime reconfiguration of the informa-

tion flow we need an up-to-date list of the available devices and applications in the

pervasive system. The middleware therefore has to handle device discovery and

recognize changes in the system. It also needs to be able to address all devices

and offer information about the system to the end user creating the rules for the

pervasive system. This includes properties of the devices and applications (e.g.,

user groups of device types) and information about the data each application is

able to receive or send.

RF6 - Access Control: While the main focus of the middleware is the re-

configuration of the pervasive system, not every end user should be allowed to
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influence the complete system. In our classroom scenario, the lecturer may want

to reorganize the information flow in the system for group work between the

students, but the students should not be able to hijack the projector during a

lesson. Therefore, the administrators should be able to define during deployment

who is allowed to reconfigure the system at runtime. Additionally, the access

control should allow for the prioritization of users, so that, for instance, the

lecturer is the only person allowed to reconfigure the system if present, but when

he leaves the room the students are free to use the pervasive system as they want.

Further, the middleware should ensure that the newest configuration is used in

the complete system and no device is following an outdated set of rules. It is in

the responsibility of the middleware to enforce the access control and keep track

of the versioning for the configurations.

RF7 - Remote Access: Another goal of the system is to enable remote users

a similar experience compared to the physically on site students. Therefore, the

system should offer an virtual extension. Developers should be able to use the

middleware to develop services and applications for a virtual lecture room. The

middleware functionalities should be accessible from the virtual environment and

allow the developers to mirror the functionalities of the services in the real lecture

room. Further, the virtual middleware API should not be use case specific and as

general as possible to enable the development of other virtual environments, like

meeting rooms or museums.

4.3. Nonfunctional Requirements

In addition to the functional requirements, the system must also fulfill five non-

functional requirements. While they do not specify functionalities offered by the

system, they define properties and constraints of the implementation that effect

the performance and usability [108].

RNF1 - Responsiveness: The middleware in our scenario is responsible to

guarantee a seamless communication between devices. As the system is used

during a live lecture, the information has to be shared nearly instantaneous in

order to minimize the distraction of the lesson. Thus, it needs to control the
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information flow with a minimal overhead to avoid introducing a delay in the

communication. Furthermore, the situations in pervasive systems such as smart

lecture rooms might change any time and require spontaneous reconfiguration of

the information flow. In our example scenario the access to a projector might

initially only be granted to the lecturer device and during the lesson it might be

reconfigured to be accessed by groups of students. The reconfiguration in this

case must not introduce a noticeable delay and further may not affect the current

exchange of data.

RNF2 - Fault Tolerance: The system should be fault tolerant in two different

ways. First, devices may leave the pervasive system implicitly at any time without

prior information. Therefore, the middleware should not depend on a central

device that constitutes a single point of failure. Thus, the rules which define the

information flow must be maintained even though the administrating lecturer

has temporarily left the system. Additionally, the middleware should not lose

any data. Second, while reconfiguring the middleware, the user should not be

able to introduce faulty configurations. As the communication in the system is

reliant on a correctly configured information flow, the middleware should hinder

reconfigurations which cannot be interpreted due to syntactical errors or executed

due to semantical errors.

RNF3 - Generalizability: While we are using the scenario of a pervasive lecture

room as an example during this thesis, the middleware needs to allow the user

to configure the information flow in all different kinds of scenarios. As pervasive

systems are spreading more users are getting in touch with them in e.g., smart

homes, airports, or offices. Unexperienced users still need the ability to influence

the system and thus profit from PerFlow. Therefore, the basic functions of the

middleware should not be use case specific and the developer should be able to

customize the middleware to his needs.

RNF4 - Usability: We argue that the success of pervasive systems also depends

on their usability. Even unskilled end users need to be able to configure the

information flow in order to use the full potential of smart environments. If only

trained system administrators can setup the information flow, the environment
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will become static and eventually less attractive. Thus, the ease of use is among

the most critical requirements and calls for special attention in the design of a

pervasive middleware. This also includes the introduced visual scripting tool and

virtual environment.

RNF5 - Extensibility: While for many applications the communication of basic

data types like integers or strings may be sufficient, especially today we are facing

many different multimedia types. For instance, in our scenario the lecturer may

want to show a video or distribute a presentation. Therefore, the middleware

should allow the developer an easy extension with new data types to enable for

instance the distribution of image, video, or audio data. The middleware should

offer the developers the possibility to define their own serialization routines for

their custom objects and therefore unlimited possibilities regarding the handled

data types.
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5. System Model

The following chapter will describe the system model of PerFlow.Thus, we

will introduce the terminology used throughout this thesis and describe all parts

constituting the pervasive system. While we are using a pervasive lecture room

as the main example the system discussed in the following chapter is described in

a broader term and without a specific scenario as a foundation.

In traditional pervasive systems or smart environments like Gaia [162] or Aura [180]

the services are provided by the infrastructure. Additionally, servers or devices

located in the infrastructure are also responsible for controlling the system. Thus,

to be able to utilize the pervasive system, some kind of dedicated device has to

be deployed beforehand to offer basic system services. In contrast, the proposed

PerFlow system follows the concept of smart peer groups discussed in [72]. The

middleware functionalities in PerFlow are completely decentralized and allow

for the building of ad-hoc systems between the mobile peers provided by users.

Nonetheless, it is also possible to incorporate nearby infrastructure devices and

their offered services, but they are not crucial for a functioning system.

Physical/Virtual System

Device A

Application 1

Registry

…

Device B

Application 1

Registry

...

Route 1

Route 2

…

Figure 5.1.: The system model for PerFlow depicting two devices with multiple
applications and one registry. Each application may have several
connectors linked with routes for information exchange.
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As depicted in Figure 5.1, our system consists of a physical and virtual environment.

Both may contain multiple devices with each containing several applications

with connectors for in- and outgoing communication. Additionally, each device

administers a registry providing information about the system for developers

and administrators. The connectors of two applications may be connected via a

route which allows communication between them. While these routes describe

the communication between single applications, information flow describes the

exchange of data in a broader term e.g., the application of one user is able to

send images to applications of all users regardless of the specific devices involved.

The user is able to formulate this behavior in so called rules, which are then

interpreted by the middleware to create the routes. To enable the communication

between devices we rely on a communication middleware. The virtual environment

is connected to this middleware via the virtual proxy. Following, we will take a

closer look on each of these elements.

Device: The system may include many heterogeneous devices e.g., personal

computational devices like smartphones or laptops, and infrastructure devices,

such as projectors, servers, or smart lighting. These devices may also be brought

by the user and thus their availability is not always given. Each device may join

or leave the system at any moment.

Application: Any device may run several applications using the PerFlow

Middleware to communicate with others. An application may send and/or

receive data from or to an other application. The scope of functions may range

from simple services, such as presentation services showing content on a screen or

providing a temperature reading, to more complex applications combining different

functionalities and communicating with multiple other devices simultaneously.

Connector: Each of the applications may have several connectors describing the

data it is capable of sending or receiving. A connector always handles one single

data type. It can be ingoing for receiving or outgoing for sending data in the

system. Additionally, the connector may be pushing the data automatically into

the system or wait until the data gets pulled from others. In a similar fashion an

ingoing connector can automatically pull the needed data from others or wait for

it.
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Rule: Rules can be defined by the user and describe the information flow in the

pervasive system in terms of specific properties of devices and applications. The

rules are formulated on the system level and may influence complete groups of

devices at once. The middleware is then responsible for the interpretation of these

rules as specific routes between two devices.

Route: A route describes the connection between two applications. It allows

the data exchange between an outgoing and ingoing connector. To achieve this,

it is not relevant if the connectors are actively or passively sending/receiving

data, the PerFlow Middleware is responsible for handling the data exchange

accordingly. For a valid route it is only important that both connectors are

specified for the same data type.

Information Flow: While routes describe the communication between two appli-

cations, the information flow describes the communication on a system level. The

information flow describes the exchange of data between multiple devices and

it is also possible to bundle several routes. As an example the information flow

between a file server and notebooks belonging to end users may contain routes

for control messages so that end users can request files and routes for the data

transmission.

Registry: Each device in the system is managing a local registry. It stores and

provides information about the capabilities of the device and the local applications,

including all available connectors. These information can be accessed and extended

by application developers and they can be used by administrators and users to

reconfigure the information flow.

Physical Environment: This environment represents an actual physical room

equipped with a possible large amount of heterogeneous devices. These devices

may be user devices like notebooks or tablets, or infrastructure devices, such as

smart lighting or TVs. The devices form a typical pervasive system with the goal

to support the users in their daily tasks by offering services depending on the

smart environment. This could be for instance in a pervasive meeting room or in

a smart home.

Virtual Environment: The goal of the virtual environment is to provide the same

experience to remote users as if they were physically available in the actual

pervasive environment. Therefore, developers need access to the functionalities
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of the PerFlow Middleware within the virtual environment to be able to

develop similar applications to the ones used in the physical environment. Further,

for the development of the virtual environment we rely on existing frameworks

for the development of 3D environments (so called game engines).

Virtual Proxy: To enable the access to the middleware functions from within

the virtual environment we need a proxy. It mediates between the PerFlow

Middleware and the applications developed in the game engine. The main

goal of the proxy is to marshal and demarshal the data for the use in the virtual

environment and to handover the function calls to the middleware. The proxy itself

should not introduce any further logic or registries for information management.

Communication Middleware: As pervasive systems are already in development for

many years, there are multitude of middlewares available.Within this thesis we are

focusing on the development and implementation of a middleware for the realtime

reconfiguration for such a system. Therefore, we are using an existing middleware

for the device discovery and communication within the pervasive system. The

PerFlow Middleware is developed independently and should allow for an

exchange of the underlying communication middleware.
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6. Middleware Design

Using the system model, we discussed the terminology and environment which we

encounter with the PerFlow system in Chapter 5. Further, we introduced the

scenario we are facing with our middleware in Section 4.1, before we derived the

requirements for PerFlow in 4.2 and 4.3. In the following chapter, we now want

to discuss how we are tackling these requirements and explain our approach for a

runtime configurable pervasive middleware in detail. Additionally, the PerFlow

Tool for user created configurations and the PerFlow Virtual Extension

for remote users will be presented.

Design Time

Runtime
Reconfiguration

Validation

InterpretationDistribtution

Enforcement

Development Deployment

Figure 6.1.: The complete life cylce of the PerFlow system starting with the
design time, including the development of applications and the de-
ployment by an administrator. During runtime the system can be
reconfigured by users.
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In Figure 6.1 the complete process of the reconfiguration can be seen. At the

beginning, the application developers have to specify their API and register it at

startup with the middleware. If further functionalities get available or existing get

obsolete during runtime, the registry entries can be altered. During deployment,

the administrator should provide an initial configuration for the system to ensure,

so that it is usable from the start on without requiring a beforehand setup by the

users. Additionally, the administrator may also specify who is able to reconfigure

the system during runtime. Further, if a new configuration is provided, the

middleware is responsible for checking the validity and distributing it to all devices

in the system. At runtime, the middleware has then to enforce the currently

available configuration. To enable the end user to create new configurations

on their own and without any advanced knowledge in the field of information

technology or even pervasive systems, a visual scripting language was developed.

This language can then be used to create rules in a visual scripting tool connected

to the middleware. One additional requirement was the integration of remote users.

Therefore, we expended the system with a virtual environment. The remainder of

the chapter is dedicated in explaining the design of each of the aforementioned

steps. Further, it is also structured according to the process explained above. The

following chapter is based on and extends [132]1 and [131]2.

6.1. PerFlow Architecture

The following section will provide a complete overview of the architecture used

for the PerFlow system before going into the details on the separate parts in

the remainder of this chapter.

Figure 6.2 shows the overall system architecture for the PerFlow system. It

is split into three major parts: PerFlow Middleware, PerFlow Tool,

and PerFlow Virtual Extension. The system utilizes a communication

middleware for the transmission of messages and device handling. Each physical

device in the system has to run at least the PerFlow Middleware combined

with the communication middleware. This module handles the information about

the pervasive system and contains the main functionality needed to reconfigure

1 [132] is joint work with M. Pfannemüller, J. Edinger, and C. Becker
2 [131] is joint work with C. Krupitzer and C. Becker
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Figure 6.2.: The overall system architecture for PerFlow consisting of the three
major modules for the PerFlow Middleware, PerFlow Tool,
and PerFlow Virtual Extension. To enable the message ex-
change between all parts of the system a communication middleware
is used.

the information flow in the middleware during runtime. The Connector Registry

handles the current status of the pervasive device. Further, the Configuration

Manager is used to store the current valid configuration and distribute new

configurations either in a naive approach with low overhead or, by using the

Consensus Module, in a more complex way supporting access control. The

information stored in the Connector Registry and Configuration Manager is then

used by the Rule Interpreter, which uses the combined information to generate

communication routes for each device. These are then stored in the Local Route

Handler of the related device and are used by the Route Controller to determine

the target for each message and transmit the outgoing information accordingly

via the communication middleware. Developers directly access the Connector

Registry to publish which information their applications are able to receive or

send. Additionally, they need to implement the corresponding interfaces offered

by the Route Controller to distribute or listen for the data.
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The PerFlow Tool and PerFlow Virtual Extension are optional and

the users may start them if they need them. The proxy for the visual scripting

tool connects to the Connector Registry and Configuration Manager. It forwards

the information stored in the registry to the actual PerFlow Tool and receives

and forwards the new configurations created by the user. With the PerFlow

Virtual Extension it is possible for developers to implement applications inside

a virtual environment. They are able to access the PerFlow Middleware in

the same fashion as developers implementing for the physical pervasive system

via the Virtual Broker. The Virtual Broker hands the API calls over to the

Virtual Controller, which starts one proxy for every virtual device in the virtual

environment. These proxies access the Connector Registry and Route Controller

as any other application in the virtual environment.

6.2. Structuring the Information Flow

To enable the reconfiguration of the system the user creating the configuration

and the middleware enforcing it need information about the available devices

and applications. Responsible for collecting and managing this information is

the Connector Registry. The goal is to enable users to influence the information

flow between different applications by offering them the possibility to define witch

applications can share witch information according to their needs. While there

is some information which is always needed by the system to function properly,

developers should also have the possibility to introduce their own properties.

Thus, the system is not tailored to a specific use case, but developers can choose

the needed information to support their scenario. Additionally, the registry is

responsible for providing the collected information to other peers in the system.

In the following sections we are discussing what information is needed about the

system, how the registry handles the information locally, and how it is distributed

to the rest of the system.

6.2.1. Structure

The Connector Registry is designed to support developers as well as administrators

and users. These stakeholders have vastly different demands to the registry which
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are taken into account during the design. Regarding the handled information, the

developers need to know which data they can expect and how it is serialized to be

able to use it in their applications. Administrators and users on the other hand,

require additional information about how the system is structured and what the

function and role of each application in the system is. This enables them to make

decisions on how the data in the system should be distributed and what devices

or applications should be able to communicate with each other. Therefore, they

for example want to know, which user group a device belongs to, which device

type it is, or where it is located. As this information is strongly dependent on the

use case, the design should be flexible regarding additional properties.

Application 1

Map<String, String>

List<Connector>ID

Properties

1234

„Group“: „Student“

„DeviceType“: 
„Tablet"

…

Connector 1

MessageType „ChatMessage“

Grouping „chat“

Data Type „\T“

Active true

…

Connectors

…

==

=

In/Out „Out“

Figure 6.3.: The information saved by the local Connector Registry about one
specific application containing its ID, properties and a list with all
available connectors.

Figure 6.3 depicts the information stored in the Connector Registry. Here the

local registry for one device is shown containing information about one application.

For each device it is possible to store several applications. The local Connector

Registry provides access to this information to the user of the device and developers

are able to add new or change the stored information about their application. If

a complete view on the whole pervasive system is needed, the information stored
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in the registries of each device can be combined. For each application the registry

stores an Identifier (ID), Properties, and Connectors. Following, we will discuss

each of these values in more detail.

ID: As the used communication middleware is responsible for the device discovery

and handling we are utilizing it also to address specific devices. To be able to work

with multiple applications on each device in the system, we further introduce an ID

for each application. These IDs are unique within the context of one device. With

the combination of the device address provided by the communication middleware

and the application ID introduced by PerFlow it is possible to address each

individual application in the system.

Properties: The properties are used to describe the context of the application in

detail. As the context may vary vastly with regard to the use case the system

faces, these properties should not be predefined during the development of the

middleware. Therefore, the PerFlow Middleware offers the possibility to

specify custom key/value pairs. Thus, developers are able to add for instance

“location” as a key and “meeting room” or “classroom” as the value. Properties

can be used to identify groups of devices or applications e.g., with the key “role”

and the value “student”. The properties can be added to the Connector Registry

by the developer of the applications or by the administrator during deployment.

Further, they can also be altered during runtime, for instance to change the

location as soon as the device moves. Additionally, the developer can give the end

user access to specific properties, so that he is able to alter them during runtime,

e.g., for setting their own user name. It is also possible to introduce a system for

context awareness [171], which automatically sets specific properties based on a

detected context change. A Global Positioning System (GPS) sensor could for

instance be used to detect a change in location and update the according property

of the application.

Connectors: The connectors for an application describe the possible incoming

and outgoing information. Each application may have multiple connectors. The

Connector Registry is used by the middleware to determine which connectors can

be used to communicate via a route. Additionally, users and administrators need

this information to be able to create a valid configuration for the system. The

information about the connectors needs to be supplied by the developer and is

registered at the registry during the start of the application or when additional
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functionalities with new connectors get available. Each connector is described

with six attributes, as shown in Figure 6.3. Data type, active, and in/out are used

by the middleware to determine how to create a route between two connectors and

to serialize the data correctly. The data type therefore specifies, which primitive

value or serializable object has to be expected for the transmission. Further, it is

described, if the connector is sending or receiving data and if it actively does so or

if the opposing connector is responsible to retrieve or push the data. Message type

and grouping are mainly used to provide users and administrators information

about the system and to support them during the configuration. The message type

therefore describes what kind of information is communicated via the connector

e.g., ”chat message” or ”presentation”. The grouping attribute is optional and

gives the developers the possibility to group several connectors with one common

keyword. Thus, administrators and users can connect multiple connectors at once,

if the developers decides that it would not make sense to use them separately.

This could for instance be the case for presentations. Here one connector is used

for controlling the slides and another one for transmitting the actual content of

the presentation, but for both the grouping attribute is “presentation”.

6.2.2. Local Connector Registry

After discussing the information needed by the PerFlow Middleware to offer

runtime reconfiguration, we now want to concentrate on how these information

are handled. In this section, we will first take a look on the Connector Registry

itself, which is executed locally on each device in the system. Afterwards, we

discuss how the registries exchange their information in order to offer a complete

overview of the system to the administrator or user.

The Connector Registry has three main tasks in the proposed system: collect-

ing, providing, and distributing information about a device and its applications.

Therefore, it offers the four basic functions of the Create, Read, Update, and

Delete (CRUD) principle for storing and handling data [118]. But as the context

of the system may change with every startup, the information is not stored by

the registry in a persistent manner and the application has to provide its current

information while registering with the PerFlow Middleware. In Listing 6.1

the API of the Connector Registry is shown, divided into the CRUD functionalities.
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1 // create/update

2 public void registerApplication(ID id, Map<String, String>

properties);

3 public void registerConnector(ID id, boolean outgoing, boolean

active, boolean allowsArray, String messageType, String

description, String dataType);

4

5 // delete

6 public void removeApplication(ID id);

7 public void removeConnector(ID id, String messageType, String

dataType);

8

9 // read

10 public Application[] localApplications();

11 public Application localApplication(ID id);

12 public Application[] remoteApplication();

13

14 // locking

15 public void lockRegistry();

16 public void unlockRegistry();

Listing 6.1: The interface of the Connector Registry showing the CRUD
functionalities for handling the connectors of the different applications
running on a device. The interface is defined in Java.

First, the API allows an application to create a new entry by registering itself

and providing its ID and properties. After at least one application is registered, it

is possible to also register connectors for it by providing the attributes discussed

before. An application is always identified by its ID and a connector of a specific

application can be identified by the combination of message and data type. If

an already existing application or connector is registered, it is not stored as a

duplicate but instead, the existing entry is updated. Further, the registry allows

for deleting applications or connectors. If an application is deleted, the Connector

Registry automatically deletes all connectors which may exist and are assigned to

this application. Next, the registry offers the possibility to obtain the data of all

registered applications and connectors. It is possible to retrieve the complete list

of all registered objects or only the data for one specific application. Further, we

distinguish between reading the data locally or polling the data from the complete

pervasive system. Lastly, the registry can be locked for registering, updating, or
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deleting applications and connectors. This is necessary during the reconfiguration

of the system. For example, in case of a application first reading all available

connectors from a registry and another application then deleting a connector, a

new route would could be created for a no longer existing connector. To prevent

interferences during the reconfiguration, all registries in the system are locked at

the beginning of the process. As long as the lock is active, all requested changes

are buffered. After the lock is lifted, all of the stored requests are executed in

bulk.

6.2.3. Information Exchange

Until now we are able to store and retrieve the information about the applications

and connectors on the local device. In order to being able to reconfigure the

complete pervasive system, the administrator or user needs a complete view on

the system with information about all devices. Therefore, we need the possibility

to read the data from all registries in the system.

To achieve this, the Connector Registry is designed as a service for the underlying

communication middleware. The registries have a fixed application ID identical on

all devices and are started automatically together with the PerFlow Middle-

ware. Additionally, the communication middleware can be used to retrieve a

list of all available devices in the pervasive system. Thus, with the device ID

and application ID we are able to address each Connector Registry in the system

directly. If a complete image of the system is requested at once of the registries, it

first adds its own stored information to the result and then requests the data from

all other registries via the communication middleware. These requests are not

depending on each other and are therefore handled in parallel. After receiving a

result or timeout from each registry, the complete data is aggregated and returned.

As we always need a complete view on the system to reconfigure it, the registry

does not offer the possibility to only request selected information from other

devices.
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6.3. Configuration of the Information Flow

After defining which information about the system is stored by the Connector

Registry and provided by the PerFlow Middleware, we take a deeper look

on how this enables us to configure the information flow in the system. In

the following Section we explain how the information about the devices and

applications is used to create configurations. Therefore, we first take a look on

how a configuration is defined as a set of rules. Then, the structure of the routes

used by each device to determine where to send its information during runtime is

discussed. Afterwards, the interpretation of the rules to create the routes for each

device is explained in detail. And lastly, we talk about the process of delivering

the newly defined routes to each device in the pervasive system.

6.3.1. Rule Definition

To determine who can send information to whom, the middleware needs to

configure the information flow in the pervasive system. Therefore, the PerFlow

Middleware introduces one central configuration containing the rules for the

complete system. Administrators should be able to create a standard configuration

during the deployment phase, which is then loaded and applied during the start

of the pervasive system. With the goal of supporting users without IT knowledge

in creating new rules, we will introduce our visual scripting tool in Section 6.6.

Further, the configuration should be as lightweight as possible due to the fact that

it may change multiple times during the runtime of the system and the rules have

to be distributed to all devices. Therefore, we chose JSON [99] over XML [193] as

the data format for the rule definition, as it is easily human readable and more

lightweight [142].

At any given time there is only one active configuration in the pervasive system

which is stored on each device. A configuration may consist of multiple rules

defining the information flow in the system. One rule has attributes defining

the sender and receiver, the transmitted information, and three different filters.

Following, we will take a closer look on these attributes.
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Sender and Receiver: To define the start and end of the information flow we

need to supply the middleware with the related devices as the sender and receiver.

If only specific devices should be able to use this route, we can define them with

a list of the combined device and application IDs. As the administrators or users

may want to define multiple devices as sender or receiver based on their properties

it is possible to specify “ALL” as the sender or receiver. In this case every device

in the system is able to use the route, if no further limitations in the form of

filters are provided.

Transmitted Information: Every rule also needs to specify which information

should be handled. Therefore, three different attributes have to be provided. First,

the message type describes which kind of information is influenced by this rule

e.g., “chat message” or “presentation”. Second, the attributes for data type and

array tell which exact data is transmitted between sender and receiver. The main

purpose of these attributes is for the PerFlow Middleware to know how to

serialize and deserialize the data. Further, this information may be useful for

the administrator or user, if several connectors are bundled under one message

type. For instance in the case of presentations, we may have a connector for

images and one for controlling the slides. In such a case it is possible to choose a

specific connector via its data type or leave the value empty to include all bundled

connectors.

Filter: In total, each rule may have up to three different filters. The first

two influence the possible senders and receivers. These filters contain a list of

properties a device needs to possess in order to act as a sender or receiver. If

multiple properties are provided in a filter, these are evaluated with a logical “and”.

In the smart classroom scenario this would, for instance, allow all devices with the

properties “group” equal to “lecturer” and “device type” equal to “PC” to send

handouts. If the properties should be connected with a logical “or”, two separate

rules have to be defined. Further, the PerFlow Middleware supports context

filters. These are not used during the interpretation of the rules to generate the

routes but instead, they are evaluated during runtime. Each context filter is

applied to the transmitted data and allows to react to the context of the system

in real time. For instance, could a context filter of “>20” be defined for the route
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between a sensor and a smart light bulb to only forward the information when

the light level exceeds 20.

1 {"Rules":
2 [

3 {
4 "messageType": "chat message",

5 "dataType": "\T",

6 "array": false,

7 "sender": ["ALL"],

8 "senderFilters": {
9 "group": "student"

10 },
11 "receiver": ["ALL"],

12 "receiverFilters": {
13 "group": "lecturer",

14 "deviceType": "pc"

15 },
16 "contextFilters": []

17 },
18 ...

19 ]

20 }

Listing 6.2: One example rule in the JSON format defining the content of the
message, sender, and receiver with their filters. A configuration can
contain several rules.

Listing 6.2 shows a single example rule in the JSON format. Line 3-5 show that

the rule handles chat messages with strings as a data type (“\T”) and does not

allow the transmission of arrays. The sender is defined in the lines 6-9 and allows

all devices of the group “student” to send the messages. Further, the rule defines

in the lines 10-14, that the information will be send to all devices of the type

“PC” in the group “lecturer”. Lastly, context filters are not applied, as shown in

line 15. Each configuration may contain a multitude of such rules. While these

rules are describing the information in the complete pervasive system, they need

to be interpreted for each device.
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6.3.2. Route Definition

After the interpretation of the rule each device is updated with its specific routes.

These routes describe, which information this device should send to which other

device. A device may store a list with a multitude of routes. The Local Route

Handler is responsible for managing and storing the routes. Further, the routes

are neither relevant to the developer nor to the administrator or user. Their are

only used internally by the PerFlow Middleware. The developers only call

the middleware and handover their information. The middleware then decides how

it should deliver the information based on the routes. This process is described in

more detail in Section 6.5.

Source ID

Message Type

Data Type

Context
Filter

1234

„chat“

„\T“

Context Filter Object

≥

10

Route 1

=

=

=

=

Targets
List<ID>

12

34

=

…

…

Figure 6.4.: Each route consists of five attributes defining which applications send
the specific information to how many target applications and their
IDs.

A route is defined by six attributes as shown in Figure 6.4. As a device may run

several applications, the route first has to specify which of these is the source.

Afterwards, the message type defines, which information is handled by this route

and the data type is used by the middleware to choose the correct serialization

method. If a rule uses the bundling mechanic to combine several connectors with

different data types in one rule, this results in multiple separate routes after the
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interpretation. Next, the route may contain an optional list of context filters,

each containing an operator and value. These are evaluated by the middleware as

soon as information is transmitted via this route. The data is therefore compared

with the value based on the operator deciding whether the middleware should

forward the information to the targets. Lastly, the route contains a list with

one or multiple targets. If this specific route is applicable to the transmitted

information, it gets delivered to all the targets in the list.

6.3.3. Rule Interpretation

Now that PerFlow is aware of all the devices in the system and their capabilities

and is provided with a set of rules on how the system should be configured, it

is possible to update each device with its routes. Therefore, the rules need to

be interpreted based on the current status of the system by the Rule Interpreter.

Further, this interpretation needs to be executed whenever the configuration or

the composition of the pervasive system changes. The device detecting the change

is responsible to run the interpretation in such a case and distributes the new

routes to the corresponding devices. Thus, only one device has the computational

load. PerFlow also distinguishes between a reconfiguration with new rules and a

change in the pervasive system e.g., a new device joining or an application closing

and deregistering its connectors. In the first case, the PerFlow Middleware

always carries out the interpretation for the complete system and updates all

devices with their new set of routes. For the second case, the middleware only

updates the devices affected by the small change. This is due to the fact, that

for an incremental change in the case of a new rule set the interpreter would first

need to check all devices and applications, if they are affected, which would be a

similar effort to calculating all routes, even if some of the existing routes could be

reused.

In Figure 6.5 the complete process for the interpretation of the rules is shown. To

be able to interpret the rules for the configuration, the interpreter always needs

a complete overview of the pervasive system. The Rule Interpreter retrieves the

current system status from its local Connector Registry, which therefore polls the

registries on all remote devices and generates a complete list of all applications

with their connectors. We differ between two sets of device information, the input

64



65
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Figure 6.5.: The route interpreter first needs to obtain a complete overview of the
pervasive system and afterwards evaluates each rule for all applications
on each device. Lastly the resulting routes are distributed throughout
the system.
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set which contains the devices for which the routes are generated, and the system

image with all devices which are needed to determine the targets of the routes.

If only a partial reconfiguration is needed in the case of a small change in the

system, the first set is substantially smaller. For a complete reconfiguration both

sets of information will be equal.

The actual interpretation of the rules is executed per rule in the configuration.

For each rule, the interpreter iterates through all devices and tries to apply each

rule to each application of the specific device. During each iteration it first checks,

if the application is a valid sender for the rule and if it has a connector which fits

the rule. Afterwards, it determines all valid targets for the current route. If any of

these three checks fail, this iteration is aborted directly to save on the computation

and the interpreter continues with the next pair of application and rule. To check

if the current application is valid as a sender, the interpreter compares the sender

attribute of the rule with the ID of the application. If the tag is “ALL” or the ID

is contained in the rule, the stored application properties are compared to the

sender filters of the current rule. Multiple filters are interconnected by a logical

“and”. Therefore, for each filter, the interpreter looks for a valid property. If

the application is valid as a sender for this rule, the interpreter iterates over all

of its connectors. For each connector the interpreter checks, if it fits the data

and message type of the rule and if it is an outgoing connector. In this case the

application is able to send information via this connector according to the current

rule. Thus, we are able to create the beginning of a new route. In the next step,

the Rule Interpreter iterates again over all applications in the system to find valid

targets. To qualify as a valid target the ID of the application has to match the

receiver tag and the properties the receiver filters of the rule. This is similar to

the validation of the sender. Additionally, it is checked, if the application has an

ingoing connector with a matching data and message type for the current rule. If

all these conditions are met, the application is added to the list of valid targets

for the new route. After iterating over all applications the route is finalized by

adding the context filter of the rule, if one was set by the administrator or user.

The now finished route is added to a temporary list and the interpreter continues

with the next application.

Formally, to define the needed information about the structure of the pervasive

system let A = {a1, ..., an} be the set of all applications in the system and n is the
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total number of applications. A specific application aj is defined by its ID. Further,

for each application aj exists a set Paj =
{
p1,aj , ..., pm,aj

}
with all properties and

the sets Caj =
{
c1,aj , ..., cl,aj

}
with the connectors of the application. Also, m is

the amount of properties and i is the amount of connectors for this application.

Each property pj is a vector (k, v) with k as the key and v as the value of the

property, e.g., p1 = (group, student). The connectors cj are defined as a vector

(mt , dt , dir) where mt is the message type, dt the data type, and dir the ingoing

or outgoing direction for this connector, e.g., (chat , \T, ingoing).

Additionally, each rule in the currently active configuration is defined by the sets

S = {a ∈ A | Sender in rule} and R = {a ∈ A | Receiver in rule} which contain

all senders and receivers defined in the current rule. Each sender/receiver is

defined again by the application ID. For each rule we also define a set of filters

F = {f1, ..., fp} with p as the total amount of filters. The two subsets FS ⊆ F

and FR ⊆ F contain the filters regarding the sender S and receiver R. A filter

f ∈ F is similar to the previously defined properties, a vector (k, v) containing a

key and value. Further, each rule contains a vector msg , which is defined with

(mt , dt , dir) exactly as the connectors c of the applications. If the rule is applied

to possible source applications, the dir value of the msg is set to “outgoing” and

for possible receivers to “ingoing”.

RT S = {a ∈ S | FS = Pa} ∩ {a ∈ S | msg ∈ Ca} (6.1)

RTR = {a ∈ R | FR = Pa} ∩ {a ∈ R | msg ∈ Ca} (6.2)

The expressions 6.1 and 6.2 show the evaluation of one rule in the configuration

to generate the corresponding routes. The resulting set RT S of the expression

6.1 contains all applications which are a valid sender for the current rule. This

includes all applications where the set of properties Paj is equal to the sender

filters FS and where at least one connector in the set Caj exists that is equal to

msg . Analogously, expression 6.2 returns the set RTR with all possible targets.

The evaluation is similar to the sender, but uses the corresponding set of receivers

R and receiver filters FR. If both resulting sets contain at least one application

the algorithm is in the next step able to create the routes. All sender applications
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are updated with the future targets for their connector fitting the msg vector of

the rule.

After iterating over all applications and rules, the calculated and temporarily

saved routes need to be distributed to their according devices. Therefore, each

device runs its own Local Route Handler, which receives routes from other devices

and provides them to the Route Controller when sending information as discussed

in Section 6.5. After the interpretation, each device is updated with its new routes.

In the case of a complete reconfiguration it is told to drop all existing routes,

while during an incremental change the new routes are appended. The process of

distributing the routes to all devices is parallelized.

6.4. Configuration Distribution

The previous sections discussed how the information transmitted via the PerFlow

Middleware is structured and how it is possible to create rules and interpret

them as routes for each device. Until now, the interpretation is executed directly

on the device, where the configuration change happens and all the other devices

are updated with their future routes. To allow all peers to create new rules and

reconfigure the system, the configuration containing the rules has to be distributed

to all devices after each change. Therefore a Configuration Manager is introduced

to the PerFlow Middleware. The PerFlow system offers two different

strategies for the distribution, which will be discussed in the remainder of the

section. First, a naive and simple approach for sending the configurations to all

devices. Second, a complex approach with more fine grained control including

the election of a leader and a consensus strategy. Therefore, the Configuration

Manager is extended with a Consensus Module.

6.4.1. Naive Configuration Distribution

For handling and distribution of new and existing configurations a Configuration

Manager is introduced in the PerFlow system. The main task of the manger is to

store the configuration, offer it to the interpreter, and distribute it to all other peers

in the system. While the first two tasks are similar in both the naive and consensus

based approach, the distribution differs. Only the last valid configuration for
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the system is stored on each device to be accessed by the interpreter. Further,

the manager takes care to only overwrite an outdated configuration if a new one

is available to ensure that the system is consistently operational. To allow the

Configuration Managers on different devices to communicate for coordination

and exchange of configurations, they are designed as services of the underlying

communication middleware with a fixed service ID.

For the distribution of the configurations the naive approach relies on the Transmis-

sion Control Protocol (TCP) based reliable data transfer offered by the underlying

communication middleware. If the manager receives a new configuration, it asks

for all available devices in the pervasive system and sends the configuration to

them individually. There are no further evaluations involved checking for instance

if the executing device is allowed to introduce a new configuration or if it is valid

and leads to a correctly functioning system. Further, the configuration manager

is also responsible for newly connected devices to being able to catch up with the

already running system and retrieve the currently valid configuration. Therefore,

in the naive approach, at the start of the system, the manager picks out one

other peer in the system randomly and asks it for its current configuration. After

receiving it, the manager stores it and the startup process of the PerFlow

Middleware continues.

6.4.2. Leader and Consensus based Configuration Distribution

While the fast but very basic naive approach may be sufficient for many scenarios,

there are use cases where a more fine grained control and more guarantees are

welcome. In the case of the PerFlow system these are access control, fault

tolerance, and consistency. To achieve the desired access control, it should be

possible for administrators to define rights to steer who is able to reconfigure the

pervasive system. When a new configuration is introduced during runtime, these

rights need to be evaluated and a decision to reject or implement the configuration

has to be made. The additional guarantees for fault tolerance and consistency

can only be given if all peers in the pervasive system come to a uniform decision

regarding the new configuration. Therefore, the Consensus Module is added to

the Configuration Manager and a consensus protocol is introduced to coordinate

the decision process between the different devices [155]. Such a protocol satisfies
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three properties, which help to ensure the aforementioned guarantees: termination,

integrity, and agreement [39].

To design a consensus protocol for a distributed computing system, it is important

to be able to replicate the data needed for the decision making across all devices.

The underlying concept enabling a fault tolerant distribution of data is called

state machine replication [174]. This concept is also the basis for many different

consensus protocols like Paxos [106], Raft [145], or Viewstamp Replication Revis-

ited [113]. For the PerFlow system the Raft protocol was chosen, which allows

the replication of a state machine across different devices to ensure agreement

between them. In comparison to other consensus protocols, especially Paxos,

Raft offers a well-documented and accessible algorithm, which allows for an easy

and lightweight integration to the middleware. Raft achieves a consensus in the

distributed system via a leader-based approach. All peers in the system elect one

leader, which is then solely responsible for making the decision and replicating

the state to all others. While such a leader-based protocol is able to cope with

f < n/2 faulty processes with n as the total number of processes, it is not possible

to detect byzantine failures [107]. As the configurations in the PerFlow system

are created by the user and not calculated, this poses no large disadvantage.

There are already several implementations of consensus protocols like the Akamai

Configuration Management System [175], Apache ZooKeeper [89], or Consul by

HashiCorp [75]. As they all come with some drawbacks, especially regarding the

size and flexibility of the system, they are not directly usable for the PerFlow

Middleware. Therefore, the decision was made to base the configuration distri-

bution directly on the Raft consensus protocol. While pervasive systems often

consist of mobile devices that leave and join the system, we still encounter many

stable devices e.g., the laptop of the lecturer or infrastructure devices like servers.

Therefore, it is possible for a leader based consensus approach to elect a leader

that has a possible high uptime and thus reduce the need for reelections. In

such cases the overhead introduced by the elections is minimal while the actual

distribution of the configurations does not differ from the naive approach.

The remainder of the section will first take a look on how the leader in the

pervasive system is elected before talking about the design of the access control

system and the actual configuration distribution. Afterwards, it is discussed how

newly started instances in the system are able to catch up with the rest.
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Leader election: To detect the absence of a leader, a heartbeat mechanism is

introduced, the heartbeat is sent in regular intervals to all peers in the system.

If one peer does not receive a message within a certain timeout, it triggers the

process to elect a new leader. In the Raft protocol, the heartbeat and timeout

interval are randomly chosen [145]. Thus, it can occur that the timeout is smaller

and a new election is forced even though the current leader is still available. This

is introduced intentionally to switch the leader regularly and to not only have one

device with the overhead. For the PerFlow system, this behavior is not desired,

as the constant new elections would introduce a larger overhead on the system

compared to the load on the leader. Therefore, the heartbeat interval is fixed and

the timeout is always set to twice that value. To further reduce the amount of

new elections, the standard heartbeat is set to a high value of 400ms compared

to the standard Raft algorithm, but it is adjustable by the administrator to the

current use case.
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with higher term

Pre-Candidate

LeaderFollower

Receives votes from 
majority of peers

Times out, new election

Receives 
votes from 
majority 
of peers

Discovers current 
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Times out,
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Figure 6.6.: The different possible states a device can have in the pervasive sys-
tem and how it is possible for the devices to transition between
states. The model is an extension of the states introduced in the Raft
protocol [145].

Figure 6.6 shows the different states a peer can have and the transitions between

them. While the states of follower, candidate, and leader are directly adopted from

the Raft algorithm, an additional pre-candidate state was introduced with the goal

to minimize the amount of elections. This is based on the idea of a pre-election,

which was amongst others mentioned by Ongaro for the Raft algorithm [144]
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or introduced by Junqueira et al. for ZooKeeper [100]. A comparable type of

pre-elections was implemented and tested for the Raft algorithm by Ingo [93].

During normal operation, all devices except one leader are in the follower state.

If one of these devices detects a timeout of the leader, it transitions into the

pre-candidate state and issues a request for a pre-vote to all others. In the case

that the other devices acknowledge the need for a new election (e.g., because

they also detected a timeout), they answer positive to the request. If not enough

devices respond positive or the pre-candidate receives a message from the current

leader it thought was missing, the pre-election times out and the device transitions

back into the follower state. As soon as a majority of the devices gave positive

feedback, the pre-candidate advances to the candidate state. In the next step, the

new candidate device announces the election together with information regarding

itself containing its ID and the version of the last configuration it holds. All other

devices decide the validity of the candidate based on this information and if a

majority responds positive to the election, the device transitions to the leader

state.

To specify the current state of the system, the additional concept of terms as

logical clocks is introduced [105]. Each device in the system saves the current

term. This value is increased each time the election of a new leader is started.

If a device receives a request from another peer e.g., a new candidate starting

a vote with a lower term than its own, it knows that this peer is outdated and

rejects the request. Additionally, if a device currently in the leader state receives

a request with a higher term value, a new leader must be present and it reverts

back to the follower state.

Configuration distribution and access control: The main tasks of the

leader are to check if a new configuration is valid and to distribute it to all

available devices in the system. If any device in the system, no matter if it is in

the follower or leader state, wants to introduce a new configuration to the system,

it hands the configuration over to the current leader. Similar to the term concept,

the configurations are assigned a version number which is increased by the leader

upon distribution. If the leader receives a configuration with a lower version than

the one stored locally, it is seen as outdated and the leader refuses the request

to reconfigure the system. Second, the leader checks if the requesting device is
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actually allowed to introduce new configurations to the system. After making

sure that both conditions are met, the leader distributes the new configuration

by utilizing the reliable TCP communication of the underlying middleware. The

process of actually distributing the configuration is similar to the naive approach

mentioned before.

1 <configurationsettings>

2 <right>

3 <property>group</property>

4 <value>teachers</value>

5 <priority>2</priority>

6 </right>

7 <right>

8 <property>group</property>

9 <value>assistant</value>

10 <priority>2</priority>

11 </right>

12 <right>

13 <property>group</property>

14 <value>students</value>

15 <priority>1</priority>

16 </right>

17 </configurationsettings>

Listing 6.3: Example XML representation of the rights used for the access control
in the Consensus Module. Showing three different rights for lecturers,
assistants, and students with different priorities.

To introduce access control to the system, administrators can provide an XML

file with defining rights when deploying the system. During runtime, the current

leader uses these rights to evaluate if the requesting device is allowed to reconfigure

the system. Listing 6.3 shows an example with three different rights. Each right

contains a property, value, and priority. The property and value match the

properties saved in the Connector Registry and the priority tells the leader in

which order to evaluate the rights. If a lower priority is set for one right, it is

only evaluated if no match can be found for the rights with a higher priority.

Additionally, if two rights with the same priority are present, they are both

evaluated equally. The three rights provided by the administrator in the example

first require the device to be in the group “teacher” or “assistant”. If none of
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the currently present devices matches these requirements, the right with the

higher priority is evaluated and also devices in the group “student” are allowed

to reconfigure the system. Thus, the system remains operational if no teacher or

assistant is present at the moment.

Catch-up mechanism: To accommodate devices joining to the pervasive sys-

tem or to allow leaving or failing devices to return at a later point in time, the

configuration manager offers a mechanism to catch-up with the rest of the system.

In the heartbeat messages, the leader includes the current term and the version

number of the currently active configuration. Therefore, if a joining device re-

ceives a heartbeat, it does not only know who the leader is but also the status

of the system. If the new device has the same version of the configuration as

the leader, it updates the locally saved term and is finished. However, if the

configuration version of the device is lower than the received number, it knows

that it is outdated and contacts the leader to receive the updated configuration.

Lastly, if the joining device was in the state of a leader before leaving or failing, it

knows after comparing the term number that a new leader exists and falls back

into the state of a follower.

6.5. Configuration Enforcement

The PerFlow Middleware allows developers to provide information about

their applications and administrators or users have the ability to create rules to

configure the information flow. These rules are then interpreted and specific routes

for the information of each device are created. The rules and routes are then

distributed throughout the system. Until now, the information flow in the system

is not affected in any way and the applications are not able to communicate with

each other so far. Thus, the following section we will discuss how the middleware

steers the information flow. We first take a look on what developers need to

do to enable their applications to send and receive information in the pervasive

system. Afterwards, the information handling of the PerFlow Middleware is

described and how it enforces the rules defined in the configuration.
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6.5.1. Sending and Receiving Information

While PerFlow eases the process of sharing information in a pervasive system

substantially, the developer still has to prepare the application for using the

middleware. The preparation includes starting the middleware, registering the

application and connectors, and setting up the application for sending and receiving

information. Here, the overall goal of the middleware during this process is to

aid the developer as much as possible and introduce simple to use interfaces.

Therefore, we aim at hiding the complexity from the developer and position the

PerFlow system between the application and communication middleware. Thus,

the developer does not need knowledge about other devices and applications in

the system. Developers also do not have to worry about who is interested in what

information and how it can be distributed accordingly.

Figure 6.7 depicts the actions a developer needs to perform in order to being

able to receive and send information via the PerFlow Middleware. In both

cases, the application first needs to start up the middleware and register the

application itself. The setup automatically starts the communication middleware,

the PerFlow Middleware, and then initializes the Connector Registry and

Local Route Handler. After everything is up and running, the developer registers

his application with the Connector Registry. The properties of the application

need to be provided here and the registry automatically assigns a unique ID.

Afterwards, the developer is free to register any connector with the registry by

providing the needed information as discussed in Section 6.2.1. This step is

not necessary directly at the startup of the application. The developer is free

to register new connectors during the applications runtime or remove already

existing connectors if the functionalities behind them are no longer offered by the

application.

While the process of starting the middleware and register the application and

connectors is identical for all developers, we afterwards have to differentiate

between providing and receiving information. In both cases we differ between

active and passive connectors. To be able to send information, the developer first

has to ask the middleware for an instance of the Message Proxy. This proxy is

responsible for serializing the data and handing it over to the Route Controller

of the middleware. Therefore, it offers a method for each currently supported
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Figure 6.7.: The actions the developer has to take to initialize the middleware
during the initial setup and the offered functionalities during runtime
to change connectors and send or receive information.
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data type. If the developer registered an active connector and the application

wants to transmit data, the developer calls the regarding method and provide the

message type of the information as a string. In the case of a passive connector,

the developer implements an interface of the Message Proxy and returns the data

when the PerFlow Middleware calls the corresponding method with the

message type.

For receiving information via PerFlow, the developer uses the Message Receiver

offered by the middleware. If a passive connector is used, the application again

implements an interface offered by the receiver. This includes a method for

every supported data type and developers need to override the methods they

are interested in. The corresponding methods are then called upon receiving

new information via the PerFlow Middleware. For an active connector, the

developer needs to call the Message Receiver and ask for the data by providing

the message type. The middleware then returns the last received information

fitting the call. In both cases, the middleware is responsible for the deserialization

of the data. Additionally, the application is provided with the message type and

the ID of the sender.

The Message Proxy and Receiver are able to serialize all primitive data types and

images. In addition to single values, it is also possible to transmit arrays. If the

developer needs other objects to be handled by the middleware, it is possible to

extend the proxy and receiver. First, the new custom object has to implement an

interface offered by the middleware for serializable objects. In the implementation,

the developer specifies how the object can be serialized and deserialized into

primitive data types e.g., integers or byte arrays. Second, one method has to be

added to each the proxy and receiver class handling the new object.

6.5.2. Information Handling

After looking at how applications can hand over information to and receive it

from the middleware, the next step is to look at how the information is handled

by the PerFlow Middleware. Therefore, we are discussing the complete way

of the information from calling the message proxy at one application to getting

the data at the message receiver at another application.
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Figure 6.8.: The four different possible strategies for the transmission of informa-
tion in the PerFlow Middleware depend on if the connector of
the sender and receiver are defined as active.

For the transmission of information via the PerFlow Middleware we encounter

four different strategies depicted in Figure 6.8. These strategies depend on the

different possible combinations of active and passive senders or receivers and are

based on the approach of Roth et al. [164]. In the case of an active sender it

calls the Message Proxy as soon as it wants to transmit information. If the sender

is passive, the middleware has to request the information from the sender. This

happens either when it receives a request from an active receiver or after a regular

interval, which can be defined by the administrator. For a passive receiver the

middleware forwards the information to the application as soon as it receives

it from the sender. In the case of an active receiver it pulls information from

the middleware. The middleware then either sends a request to the sender if it

is passive or forwards the temporarily stored last value received from an active

sender.

After the Message Proxy received new information from the application, the

PerFlow Middleware performs two tasks in parallel. On the one hand, it

serializes the data as specified by the developer and prepares a message object.
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This includes the actual data, the ID of the sender application, and the message

and data type. On the other hand, the middleware determines the targets for this

message. As the interpretation of the rules is already done by the interpreter, it is

possible for the Route Controller to determine the targets for a message without

a large computational effort or knowing the structure of the complete pervasive

system. Therefore, the Route Controller iterates over all routes stored in the

Local Route Handler of the device for this specific application. To determine if a

route is applicable for this message, it compares the message and data type. It

then composes a list of the application IDs for every valid target. In the next step,

the proxy uses the underlying communication middleware to send out the message

object to all targets. The transmission of the data is parallelized to increase

the performance in large systems with many targets for every message. After

receiving a new message via the communication middleware, the Message Receiver

deserializes the transmitted information according to the data type which was

communicated together with the message. The information is then handed over

to the according methods of the Message Receiver interface implemented by the

developer. When receiving new information, the application is given the actual

data transmitted together with the ID of the sender and the message type.

6.6. PerFlow Tool

In the previous sections we discussed the PerFlow Middleware in detail and

showed how it enables developers to implement information exchange for their

applications. Additionally, PerFlow allows administrators and users to configure

the flow of information in the complete pervasive system during runtime. Until

now, they have to create their new configuration by defining rules in the JSON

format. This may be suitable for administrators with a background in information

technology. If we consider users like an art teacher or philosophy professor, we

cannot expect them to learn JSON and the required configuration file format. To

fulfill the requirement RNF4 for the usability of the system, we need to cater to all

possible users in the pervasive system. To enable also users without IT experience

to use all functionalities of the system, we are offering a visual scripting language

combined with PerFlow Tool to create the rules graphically. The tool enables

users to change the configuration of the system during runtime to fit the use
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case. Additionally, it is possible to create configuration beforehand, so that during

runtime the user only needs to load the predefined configuration.

In the following section we will take a deeper look into the PerFlow Tool.

Therefore, we first discuss the visual scripting language itself by defining all

language elements and explaining how this enables the user to create the same

rules as the JSON configuration. Afterwards, the tool itself is discussed by looking

at the functionalities it offers to the user. Lastly, we will take a deeper look on

how the PerFlow Tool is connected to the PerFlow Middleware. This

includes receiving information about the structure of the pervasive system from

the middleware and providing the newly created rules to it.

6.6.1. Visual Scripting Language

There are a multitude of different ways to design a visual alphabet discussed in

recent years [38] and it is important to consider the use case [59]. The different

approaches are often based on flowcharts [33], data flow [80], or events [24]. For

the visual scripting language, which is the basis of the PerFlow Tool, we

decided to use a data flow approach. It resembles best the flow of information in

the pervasive system and gives a natural way to interact with the communication

starting with the sender until the data reaches the receiver. Following, we will first

take a look at the language itself and afterwards we will show how the different

elements can be combined to create rules for PerFlow. In the following section

we will demonstrate the design of the visual scripting language and the tool with

mockups. Figure 7.2 in the implementation chapter shows a screenshot of the

prototype of the PerFlow Tool with an example rule.

In Figure 6.9 the complete visual alphabet for the tool is shown. It contains six

different elements in total, which will be discussed in more detail. The different

elements have a common design language. They are all box shaped with the title

of the element at the top and, if necessary, one or multiple parameters below.

The parameters are mostly defined by drop-down and check boxes to minimize

the possible errors a user could make by entering invalid information. Further,

each element has one or two ports, which are used to connect several elements

together. Input ports are always on the left and output ports on the right side
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Figure 6.9.: The six different visual scripting elements available to the user for
creating new rules to influence the information flow in the system.

of the element. Therefore, a route is always designed from left to right, starting

with a sender and ending with a receiver.

Sender and Receiver Nodes: In both cases it is important to define which

applications should be affected by the rule. Therefore, the nodes offer a parameter

to choose a specific application or a check box to specify all applications as

possible senders or receivers. Additionally, the nodes offer a button with a “+”-

sign allowing to add further drop-down boxes to select more applications. This

allows the users to create groups of applications with just one node. If the check

box for all applications is chosen, the drop-down selection for single applications

is disabled. Following, the user has the possibility to narrow down the selection of

applications with filter nodes. Additionally, the sender node also has a parameter

for the message type for this rule. The user is required to choose the type and it

then applies for the complete rule started by the node.
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Filter Nodes: The visual alphabet contains a node for each of the three different

filters supported by the PerFlow Middleware. For the Sender and Receiver

Filter the visual scripting element offers drop-down boxes for the type and criterium

of the filter. These correspond with the properties of the applications, with the

type as the key, and the criterium as the value of a property. The last filter is for

the context. Here we offer a drop-down box for the type and a text-field for the

actual value. The value is then applied to the data of a message with the type as

an operator.

Not Node: Finally, the visual scripting alphabet also offers a Not element.

This can be chained in front of Sender and Receiver Nodes and negate their filter.

Thus, instead of, for instance, sending the information to everyone in the group

“student”, the user can define to send it to everyone but applications in this group.

Therefore, it is not necessary to add a high number of properties the user wants to

use as a filter, if he only wants to exclude some of them. Additionally, it allows to

check if an applications satisfies one filter but not another, which would otherwise

not be possible.

To create a rule, the user has to always start with one or multiple Sender Nodes

and finish with at least one Receiver Node. In between it is possible to refine

the route with filters as fine grained as needed. The nodes are interconnected

by their input and output ports, always connecting the output of one node to

the input of another. Further, each port can have several connections. This

allows, for instance, to add multiple receivers to the end of a rule or apply several

filters. When a rule contains multiple filters of the same type, they can be added

in sequence or parallel. If they are in a sequence, they are later evaluated as

connected by a logical “and”, while parallel filters are interpreted using a logical

“or”. Due to the different possibilities to connect the nodes, users are able to create

complex rules with only a low number of different elements. Thus, it is easy to

learn the visual scripting language and minimizes possible errors by limiting the

users’ possibilities to only valid parameters and combinations of nodes for their

rules.

Figure 6.10 shows an example rule demonstrating how the elements introduced

beforehand can be combined to configure a pervasive system. The configuration

consists of one rule with only three visual scripting elements showing how it is
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Figure 6.10.: A simple example rule with a specific application as sender and a
filter for the senders.

possible to give one group access to a specific service. In this case all applications

belonging to the group teacher are enabled to send images to a display service.

Following, we will introduce four different examples of rules created with the

discussed visual alphabet and how they are evaluated by the system. Similar to

the rule interpretation discussed in Section 6.3.3 we define the set A = {a1, ..., an}
as the set of all applications in the system. Also, Paj =

{
p1,aj , ..., pm,aj

}
is the

set of all properties and Caj =
{
c1,aj , ..., cl,aj

}
is the set of all connectors for the

application aj. By means of the examples we will show how the different visual

scripting elements and their attributes relate to the information saved in the

Connector Registry. For all examples we use the same message msg defined as a

vector (mt , dt , dir), where the message type mt and data type dt is selected by

the user as an attribute in the Sender Node. The direction dir is set to “outgoing”,

when the senders are evaluated and “ingoing” for the receivers.

Type:

Receiver Filter

Criterium: c1

t1

Receiver

Application:

All:

+
Application:

Sender

All:

Message Type:

a1

msg

+

Figure 6.11.: A simple example rule with a specific application as sender and a
filter for the receivers.

Figure 6.11 shows a very simple rule defining that one specific application is

allowed to share information with a group of applications. Therefore, the possible

senders are defined by the ID of the application with a1 ∈ A, which also needs

to satisfy msg ∈ Ca1 . The filter applied to the receiver is defined as a vector

containing the type and criterium (f1 = (t1, c1)). The set of possible receivers

contains Rec = {a ∈ A | f1 ∈ Pa ∧msg ∈ Ca}.
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Figure 6.12.: An example rule with filters for sender and receiver.

In Figure 6.12 a more complex example with a filter each for the sender and

receiver is shown. In this case the user did not choose a specific application with

its ID for the sender or receiver. Instead, all applications that are able to satisfy

the corresponding filters are included. The Sender Filter is defined as the vector

f1 = (t1, c1) and the Receiver Filter as f2 = (t2, c2). Thus, the set of possible

senders is defined as Sen = {a ∈ A | f1 ∈ Pa ∧msg ∈ Ca} and the set of receivers

as Rec = {a ∈ A | f2 ∈ Pa ∧msg ∈ Ca}.
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+
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+

Figure 6.13.: Rule showing how several filters can be chained.

The next example in Figure 6.13 shows the possibility to chain several visual

scripting elements to create more complex constraints for the sender or re-

ceiver influenced by the rule. In this case two Receiver Filters are chained

and therefore combined with a logical “and” for the evaluation. Addition-

ally, one of the two filters is negated with a Not Node. The two filters are

again defined as the vectors f1 = (t1, c1) and f2 = (t2, c2). In this example

the sender is directly specified with its ID a1 ∈ A and needs also to satisfy

the condition msg ∈ Ca1 . The receivers need matching properties for the fil-

ter f1 but not for f2. Thus, the resulting set of valid receivers is defined as

Rec = {a ∈ A | (a = a2 ∨ a = a3) ∧ f1 ∈ Pa ∧ f2 /∈ Pa ∧msg ∈ Ca} as the set of

receivers for this rule.

The last Figure 6.14 contains a total of three rules serving as an example for

parallel rules as well as parallel nodes in one single rule. In this instance, we

showcase the flexibility of the visual scripting language, where the two rules above

lead to the same result as the third rule. Users are able to create rules in different
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Figure 6.14.: A rule with a filter in parallel. The two rules above lead to the same
result as the one rule with two parallel filters below.

ways according to their experience and understanding of the system. While some

users may find the top example easier to understand, as it is more descriptive, the

rule below uses less nodes and an experienced user may be able to create the rules

faster. Again the filters are defined as vectors with f1 = (t1, c1) being the Sender

Filter and f2 = (t2, c2) and f3 = (t3, c3) as the Receiver Filters. In both cases the

senders have to satisfy the filter f1 and the receivers either f2 or f3. Formally,

this leads to a set of senders with Sen = {a ∈ A | f1 ∈ Pa ∧msg ∈ Ca}. Further,

the receivers contain Rec = {a ∈ A | (f2 ∈ Pa ∨ f3 ∈ Pa) ∧msg ∈ Ca}.

The examples given above showcase just some of the different possibilities to

combine the visual scripting elements to create rules for the information flow in

the PerFlow system. Additionally, it is possible to create an unlimited number

of different rules, which allows users to reconfigure the complete system as needed

to fit their current use case. Further, users are able to achieve the same result in

different ways fitting their current experience level with the offered system. The

visual scripting language is also designed to prevent users from making syntactical

mistakes by offering only attributes in drop-down boxes that will lead to a valid

combination of nodes.
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6.6.2. Visual Scripting Tool

For an easy to use system it is not only important to provide an understandable

and clear visual scripting language. To create the rules, the users also need a tool

which provides them access to the language in a simple way. Therefore, we created

the PerFlow Tool, a simple-to-use application connected to the PerFlow

Middleware for the easy creation of rules. With consideration of different user

interface (UI) guidelines [9, 60,123], the goal is to create an application which is

focused and intuitive to use, but still very capable regarding the task of creating

new rules. Moreover, it is also important to give the user feedback on his actions

and the feeling that the application is not interfering during the reconfiguration

process.

Load SendClearSave

Figure 6.15.: The mockup for the PerFlow Tool with the list of visual scripting
elements on the right, the menu on the bottom, and the canvas to
create the rules in the middle.

In Figure 6.15 a mockup of the PerFlow Tool is shown. The user interface is

divided into three main parts. The left side of the tool presents the user a list of

all element contained in the the visual scripting language. The bottom shows the

main menu for the user and in the middle we have the canvas for the creation

of new rules. In the menu we have four functionalities for the user: loading a

predefined configuration, saving the current configuration for later use, clearing

86



87

the canvas, and sending the created rules to the PerFlow Middleware. With

the loading and saving functionalities the user is able to predefine rules and load

them during runtime if needed. Thus, a lecturer for instance can take his time

to create the configuration when he prepares the lecture and can change quickly

between different configurations while the lecture is going on. To create rules, the

user can add new elements from the list on the left side via drag-and-drop to the

canvas and position them freely. The relative positioning of the elements is not

relevant for the syntax and does not influence the created routes. After adding

an element, the user has to define the parameters via the drop-down, check, and

text boxes contained in the element. Further, each of the parameters has to be

filled out by the user and in the case of a missing parameter, an error message

is presented to the user. If a parameter is not needed, the corresponding box is

inactive and grayed out. Therefore, the user is prevented from creating invalid

routes.

To create a rule out of these single elements, they have to be combined starting

with a sender and ending with a receiver. A connection can be created between

the output port of one element and the input port of another. To create this

connection, the user simply needs to click on the two ports. In the same way it is

possible to create a multitude of rules on the same canvas. As soon as the user is

finished with the creation of all wanted rules for the complete system, he can send

the new configuration to the PerFlow Middleware via the function offered in

the menu.

6.6.3. Connection to PerFlow Middleware

The PerFlow Tool is not needed by every user in the pervasive system, as

many of them are only using the services and may not even have the permission

to reconfigure the pervasive system. In the case of our smart classroom example

only the lecturer would have the right to create new rules for the system. To

minimize disturbances during the lecture, students are only allowed to use the

pervasive system as intended by the lecturer. Therefore, the PerFlow Tool

is implemented as a standalone application and is not integrated directly into

the middleware. Thus, we need to provide the tool with information about the

devices in the pervasive system, their running applications and connectors, and
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the currently active configuration for the information flow. Also, in the case of a

reconfiguration the new set of rules has to be handed over to the middleware.
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Figure 6.16.: Showing the communication between the PerFlow Middleware
and PerFlow Tool utilizing a proxy for the visual scripting tool
to retrieve information about the pervasive system (1)(2), forward it
to the tool (3), receive the new configuration (4), and hand it over
to the configuration manager (5).

To connect the PerFlow Tool and PerFlow Middleware, a small proxy

application running as part of the middleware is developed. It is automatically

started together with the visual scripting tool. Figure 6.16 shows the communica-

tion between the middleware proxy and the PerFlow Tool. On startup of the

tool it requests the complete list of devices with their applications and connectors.

To provide this information, the proxy calls the connector registries on all devices

and collects the information (1). Additionally, the visual scripting tool asks for

the current configuration, which the proxy automatically receives at the startup

of the middleware (2). In the next step the combined information is handed over

to the tool (3). Both of these steps are also executed if the PerFlow Tool is

already up and running and the user requests the updated information by clicking

on the load button.

After the user has finished with the creation of the new rules and chooses to

send them to the middleware, they are handed over to the proxy (4). In this

case PerFlow Tool creates a save file in an XML format. This includes the
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1 <Canvas>

2 <Elements>

3 <Sender GUID="node-01" Top="271.0" Left="106.9" MessageType="msg"

All="true"/>

4 <Receiver GUID="node-04" Top="307.0" Left="1039.0" All="true"/>

5 <SenderFilter GUID="node-02" Top="306.2" Left="377.0">

6 <Property>

7 <Type>t1</Type>

8 <Criterium>c1</Criterium>

9 </Property>

10 </SenderFilter>

11 <ReceiverFilter GUID="node-03" Top="306.0" Left="705.9">

12 <Property>

13 <Type>t2</Type>

14 <Criterium>c2</Criterium>

15 </Property>

16 </ReceiverFilter>

17 </Elements>

18 <Connectors>

19 <Connector StartElement="node-01" EndElement="node-02"/>

20 <Connector StartElement="node-02" EndElement="node-03"/>

21 <Connector StartElement="node-03" EndElement="node-04"/>

22 </Connectors>

23 </Canvas>

Listing 6.4: XML representation of visual scripting elements for the second
example route shown in Figure 6.12. It contains the properties for
each visual scripting element, the connection between elements, and
the coordinates on the canvas.

information about all elements placed on the canvas, their properties, and how

the elements are connected. Additionally, the tool also saves the coordinates

of all elements on the canvas. While this is not relevant for the middleware, it

is needed if the configuration is later loaded again by any PerFlow Tool to

being able to recreate the visual scripting elements for the user. Listing 6.4 shows

the representation of the second example route seen in Figure 6.12. First, it

contains all elements placed on the canvas together with the defined attributes.

Each element has a unique GUID assigned by the PerFlow Tool and is saved

together with the coordinate for its top left corner to be able to recreate the layout

if it is loaded again. For the filters the XML also saves the selected properties.
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90 6.7. PerFlow Virtual Extension

Second, the file contains all connectors created between two elements. Each

connector is defined by its start and end element. In the next step the PerFlow

Tool transmits the XML file to the proxy. The proxy application then has the

responsibility to translate the XML representation of the visual scripting elements

into actual rules. Therefore, it creates a directed graph [20] with the information

given in the XML file. The visual scripting elements are used as the vertices of the

graph and the connectors as the edges directed from the start to the end element.

In the next step this graph is used to generate the rules by using the Dijkstra

shortest path algorithm [44] to find all paths starting with a sender and ending

with a receiver. It then creates the configuration in the JSON format discussed

in 6.3.1 and hands it over to the middleware to distribute the new rules in the

system (5).

6.7. PerFlow Virtual Extension

To additionally enable remote users to participate in the pervasive system, we are

enhancing the middleware with a virtual environment. In our scenario use case of

a smart classroom this would for instance allow students abroad to take part in

the lecture by joining it in a virtual classroom. The goal here is to not only give

the users the same content, e.g., in the form of the lecturer slides, but to provide

an experience as close as possible to participating in the real world. This could

go as far as using virtual reality devices [184], like the Oculus Rift [51] or HTC

Vive [85], to fully immerse in the virtual experience. Therefore, developers should

have the possibility to translate the services and applications they developed for

the physical smart environment directly to the virtual one. Thus, they need access

to the same middleware functionalities in both cases and the pervasive system

should handle all devices and applications in the same way no matter if they are

physical or virtual.

The following section will first discuss how the virtual environment itself is designed

and what possibilities it offers to developers and users. Afterwards, we will take a

closer look on the connection of this environment to the PerFlow Middleware

and how it communicates with devices and applications in the physical smart

environment.
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6.7.1. The Virtual Environment

The virtual environment is designed using a game engine as a middleware for the

creation of three dimensional virtual environments [65]. The game engine does

not only support the developers with the rendering of the environment, but also

offers support for user input, networking, audio output and input, animation, or

artificial intelligence. Due to this wide range of possibilities, game engines got the

quasi standard in recent, not only for the development of video games, but also for

other virtual environments used in areas like architecture [92], museums [110], or

training and education [179] [199]. Therefore, many developers are already familiar

with them or even completely rely on game engines for the development of their

virtual environments. Additionally, many game engines are already providing

support for virtual reality devices like the Oculus Rift directly out of the box.

Thus, the decision was made to use an available game engine as the basis for the

PerFlow Virtual Extension.

PerFlow Middleware

Physical System Virtual Environment

Services

Physical
Devices

Display 
Service

File 
Viewer

Voice 
Chat

Gesture

Figure 6.17.: The system model with the physical pervasive system and virtual
environment connected by the PerFlow Middleware. In the
virtual environment applications may run on virtual devices, avatars,
or even directly in the virtual environment without a viewable
representation.
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92 6.7. PerFlow Virtual Extension

The architecture of the virtual environment, as seen in Figure 6.17, allows for

multiple virtual devices running in the same instance of the virtual environment.

A device in this case could be the virtual representation of a physical device, e.g.,

a display at the front of the classroom or the computers used by the students.

Further, it is also possible to develop applications or services which have no

visual representation like a voice chat or gestures performed by students. Each

of these devices and applications uses the Virtual Broker located in the virtual

environment for the communication with the middleware. The broker offers the

functionalities of the PerFlow Middleware to these peers. Therefore, the

virtual devices can register their applications and connectors in the same way

as physical devices. To send information, the developer calls the Virtual Broker

which forwards it to the middelware. Further, for receiving information the virtual

devices need to implement an interface offered by the broker. This procedure is

similar to the Message Proxy and Receiver discussed in Section 6.5. The main goal

of the Virtual Broker is to relay the method calls to the Virtual Controller located

outside of the virtual environment. Incoming information has to be assigned to

the correct virtual device and then distributed by the broker. All further logic

and the communication with the actual PerFlow Middleware is left for the

Virtual Controller.

6.7.2. Connection to PerFlow Middleware

The Virtual Broker offers the middleware functionalities to all applications inside

a virtual environment and communicates via the Virtual Controller with the

PerFlow Middleware. Following, we will first discuss the communication

between broker and controller, which is realized via a local TCP connection.

Afterwards, the connection of the controller to the PerFlow Middleware is

described including how the information flow is relayed from virtual devices to

the PerFlow system.
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Figure 6.18.: The complete protocol for the communication between the Virtual
Controller and Broker showing all messages with their transmitted
information. The header for each message is highlighted in dark
gray.

In Figure 6.18 the protocol used between broker and controller is shown in more

detail. Upon the registration of a new virtual application, the broker assigns it a

unique ID, which allows the controller and broker to address the correct virtual

application in all further communication. Together with the request type the

ID forms the following header for each message between the Virtual Broker and

Controller:

struct MessageHeader {

enum requestType;

long id;

};

The protocol defines four different requests: Registering an application (RAP),

registering a connection (RCO), sending (SND), and receiving information (REC).

The payload differs widely for each of the four messages. While registering an

application the properties have to be provided to the middleware. Therefore, the
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94 6.7. PerFlow Virtual Extension

protocol first expects the number of properties and then each property with its key

and value. As both values are strings with an dynamic size, the broker first has

to communicate the length before sending the data. For the registration of a new

connector the broker sends the information for active and in/out as a single bit,

where the 1 represents active and out. Afterwards, a byte representing the data

type of this connector is transmitted, which is needed for the correct serialization.

Lastly, the length for the following message type, which is represented as a string

of dynamic length, is transmitted.

For sending information the protocol first expects the data type and message

type fitting the registered connector. The transmission of the actual data differs

between primitive data types with a fixed size and strings, arrays, or custom

objects of variable size, which additionally need a length. When receiving data

the protocol is similar and also transmits the data type, message type, and actual

data in the same way as when sending information. Additionally, while receiving

information the protocol also expects the sender ID, which is handed over to the

virtual application.

PerFlow Middleware PerFlow Virtual Extension

Connector 
Registry Virtual Device 1

Virtual Controller

Virtual Proxy 1

Virtual Proxy 2

...Message
Proxy/Receiver

Virtual Broker

Virtual Device 2

Virtual Device 3

...

Figure 6.19.: Architecture describing the communication between the Virtual
Controller located at the PerFlow Middleware and the Virtual
Broker as a part of the PerFlow Virtual Extension. The com-
munication with the middleware is handled by the Virtual Proxies.
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The main task of the Virtual Controller is to orchestrate the different virtual

devices and assign the correct information flow to each. The architecture in Figure

6.19 shows the information flow between applications in the virtual environment

and in the physical pervasive system and how they utilize the Virtual Broker

and Controller. After the broker asks for the registration of a new application,

the controller starts a new instance of the Virtual Proxy and registers it at the

PerFlow Middleware. Thus, there may run multiple proxy simultaneously

on only one device for the same virtual environment. This allows the controller to

map the incoming and outgoing information flow to the correct virtual application

and communicate it accordingly to the Virtual Broker. These proxy act like

an application running on a physical device in the pervasive system and are

treated in the same way by the middleware. They register connectors on behalf

of the corresponding virtual device and send the information handed over by the

controller to the Message Proxy of the PerFlow Middleware. If a proxy

receives information, it forwards it to the Virtual Controller, which then maps it

to the correct virtual device and sends it to the broker. Further, if a device in the

virtual environment is shut down, the controller is notified by the broker and also

terminates the corresponding Virtual Proxy.

In the case of the virtual environment extension of the PerFlow Middleware,

the serialization and deserialization of the transmitted data is split into two parts.

First, the Virtual Proxy is responsible for the serialization of information sent to

the middleware and the deserialization of data received from it. This is achieved

by using the Message Proxy and Receiver as described in Section 6.5.1. Second,

the messages also have to be serialized for the transmission between the Virtual

Controller outside and the Broker inside the virtual environment. As we rely on

a game engine for the virtual environment, we are also depending on the tools,

libraries, and programming languages offered by it. Therefore, we are not able

to directly use the data types supported by the PerFlow Middleware. If a

virtual device is sending information, the Virtual Broker has to serialize the data

and the Controller is responsible for the deserialization and vice versa for receiving

information from the middleware. The PerFlow Virtual Extension supports,

like the PerFlow Middleware itself, all basic primitive data types, as well

as strings and images. Developers are able to introduce new custom objects to

be sent and received by their applications. To achieve this, they have to extend
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the PerFlow Middleware as described in Section 6.5.1. If the developer

also intends to use the newly added objects with virtual applications inside the

PerFlow Virtual Extension, they additionally have to add the serialization

methods to the Virtual Controller and Broker.

6.8. Summary

This chapter presented the design for PerFlow, a runtime configurable pervasive

middleware combined with an virtual extension. The PerFlow Middleware

supports the communication between applications by enabling developers to

define what information their applications are able to send and receive. The

actual transmission of the data is then handled by the middleware. For defining

the connection between applications the configurations can be either created in

JSON or by using visual scripting the PerFlow Tool. Therefore, we designed

a flowchart based visual language and extended the middleware with a visual

scripting tool. Newly introduced configurations are in the next step interpreted by

the PerFlow Middleware and the resulting routes are distributed throughout

the systems. For the distribution of these configurations we introduced two

different approaches. First, a naive approach without any control of who is allowed

to change the configuration. Second, a consensus algorithm based on Raft [145].

Lastly, PerFlow Virtual Extension was introduced allowing developers

to implement pervasive applications and services in a virtual environment. To

achieve this a proxy was designed to give developers using a game engine for their

3D environment access to middleware functionalities. In the next chapter the

implementation of the PerFlow prototype is introduced.
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7. Prototype Implementation

In the previous chapter the design for the PerFlow system was discussed in

detail. The following chapter presents the prototypical implementation of the

design. This prototype will later serve as the foundation for the evaluation. The

three main artifacts of the prototype are the pervasive middleware, the visual

scripting tool, and the virtual environment. These are implemented as close to the

design introduced in Chapter 6 as possible and together they form the complete

PerFlow system. Due to the similarity with the design, we will not discuss the

complete architecture again in the following chapter and only focus on specific

implementation details relevant to the prototype.

The remainder of the chapter is structured as follows: First, the implementation

of the PerFlow Middleware is discussed. Hence, the first section looks at

the underlying communication middleware and how it enables the different parts

of the PerFlow Middleware to communicate with each other. Second, the

PerFlow Tool is presented by giving details about the possible platforms for the

tool, the implementation of the graphical user interface, and how the connection

to the middleware is achieved. Third, the implications of the chosen game engine

on the implementation of the PerFlow Virtual Extension is discussed. This

includes a description of the connection from the virtual environment to the

PerFlow Middleware.

7.1. Implementation of the PerFlow Middleware

The prototype of the PerFlow Middleware is implemented using the Java

Platform, Standard Edition 9 [147]. For handling the rules in the JSON format the

library Google Gson [61] is used. If a new set of rules is received, it is forwarded

to the Gson handler, which deserializes the JSON file and creates Java Objects.

The result is one main object containing a list with all rules. Each of the rules

has the necessary information, as described in Section 6.3.1, saved as attributes.

97



98 7.1. Implementation of the PerFlow Middleware

Additionally, a route also contains a list of context filter objects, each containing

the operator and value. Similarly, the Simple API for XML (SAX) parser [148]

is used for parsing the XML configuration for the rights management of the

Consensus Module described in Section 6.4.

Invokation Broker

Connector 
Registry

Configuration
Manager

Route HandlerRoute Controller

Stub Skeleton

Stub Skeleton

M Proxy M Review Stub Skeleton

Device Registry

Skeleton

Figure 7.1.: The Connector Registry, Route Controller, Configuration Manager,
and Route Handler utilize the BASE [16] skeleton and stub system
for communication. Additionally, the BASE Device Registry is used
to retrieve all available devices in the pervasive system.

BASE [16] is used as the underlying communication middleware for the prototype

of the PerFlow Middleware. It offers the necessary functionalities for device

handling and communication. The BASE middleware offers device and service

discovery and allows to lookup all available devices in the pervasive system via

its registries. Therefore, it is possible for PerFlow to obtain a global view

of the system and to address each device with a unique ID assigned by BASE.

Additionally, the middleware has a service based architecture, which allows for

several services to run on each device. It is possible to let BASE automatically

assign a random ID to each service or to define a fixed ID. If the ID is not known, it

can be looked up in the service registry. The combination of device and service ID

can be used to directly address each service in the pervasive system. Further, the

BASE middleware offers Remote Procedure Call (RPC) [135] based invocations to

communicate with offered services. The transmission of data in BASE is achieved
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by using a reliable TCP connection. The Connector Registry, Route Interpreter,

and Configuration Manager are implemented as BASE services with a fixed ID. As

they are executed on every device on startup, the PerFlow Middleware can

communicate with them by only knowing the device ID due to the fixed service

IDs. Additionally, the Message Proxy and Receiver discussed in Section 6.5.1 are

utilizing the proxy and skeleton system of the BASE middleware. The PerFlow

Middleware itself is responsible for serializing the information and figuring

out the targets for a message using the Message Proxy as explained in Section

6.5.2. For sending the information, a BASE invocation is created for each target

containing the sender ID, message type, data type, and the serialized data. In the

next step, the invocation is handed over to the BASE middleware to deliver the

message. To efficiently distribute information with a high number of targets, the

serialization of data, creation, and sending of the invocation is parallelized. The

abstract message receiver implemented by the application developers to receive

information is created as a BASE service. Upon receiving an invocation, the

message receiver is called by BASE and the PerFlow Middleware is again

responsible for the deserialization of the incoming data. Figure 7.1 shows all

the PerFlow classes directly connected to the BASE middleware and how the

communication is achieved.

7.2. Implementation of the PerFlow Tool

In the following section, the implementation of the prototype for the PerFlow

Tool is described in detail. First, the tool itself, the implementation of the UI, and

the platforms used for the prototype is discussed. Second, the connection to the

PerFlow Middleware is outlined. This section concentrates on the prototype

of the tool itself, the visual scripting language is implemented as described in

Section 6.6.1.

7.2.1. The Visual Scripting Tool

The PerFlow Tool prototype is implemented as an application for the Microsoft

Universal Windows Platform (UWP) [122]. Therefore, it was implemented using

C#. With the use of UWP the requirement RF4 for heterogeneity is supported.
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While limiting the possible operating systems to Microsoft Windows, it allows

for the execution of the tool on smartphones, tablets, and personal computers.

Additionally, UWP also supports specialized devices like the Microsoft Surface

Hub1 without having to port the application to the new hardware. This is

especially helpful in scenarios like smart classrooms or meeting rooms, which the

PerFlow system should support as a possible use case. In these environments

Surface Hubs are already starting to show up in a larger number and are used

as smart whiteboards, which are also able to run UWP applications natively.

Thus, the PerFlow Tool can be installed directly in the smart environments

and, e.g., lecturers are able to reconfigure the middleware without the need of an

additional device. The finished application can even be uploaded to the Microsoft

App Store2 for easy deployment on supported devices.

Figure 7.2.: The user interface for the PerFlow Tool showing the list of visual
scripting elements on the left, the menu on the bottom, and in the
middle the canvas containing a rule.

In Figure 7.2 a screenshot of the PerFlow Tool prototype is shown. The

actual implementation is as close as possible to the design described in Section

6.6.2. One of the main goals was to provide a clean and understandable user

interface to achieve the requirement RNF4. Therefore, we considered different UI

guidelines for the implementation of the PerFlow Tool prototype, e.g., from

Apple [9], Microsoft [123], or Google [60]. The main considerations were to offer an

1https://www.microsoft.com/en-us/surface/business/surface-hub-2
2https://www.microsoft.com/en-us/store/apps/windows?source=lp
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intuitive to use application which is focused to the key tasks it has to fulfill. Users

should be able to learn the usage of the application fast and grasp the offered

functionalities at the first glance. Nonetheless, the visual scripting tool should

be functional and support a fast and effective work flow. The visual scripting

elements are color-coded to assist the users at reading the rules and allow them to

distinguish the elements fast. Sender nodes are colored in a light blue, receiver in

a light green, and all filters in an orange tone. Additionally, correctly connected

ports are colored in a bright green, while unconnected ports are gray. Further, the

users interact with the tool via drag and drop for the creation of rule. Elements

can be dragged from the list on the left side and dropped on the main canvas.

Repositioning them is done in the same way. This type of interaction is especially

useful on touch enabled devices like smartphones, tablets, or the Surface Hub.

Figure 7.3 shows the example of a lecture with several students and a lecturer.

Here, the lecturer is able to configure the information flow on a Surface Hub and

distribute the presentation to the projector at the front and the laptops of the

students.

Figure 7.3.: An example setup of the PerFlow system in a smart classroom
setup with one user creating new rules with the PerFlow Tool
while the others see the current presentation on their device and the
projector.
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7.2.2. Communication with PerFlow Middleware

The PerFlow Tool and PerFlow Middleware are developed as separate

entities, which in the future allows for an easy exchange with new visual scripting

tools or other pervasive middlewares. As it is necessary for the tool to receive

information about the current status of the pervasive system and for the middle-

ware to get updated with the configuration created by the user, both need to be

connected and communicate with each other.

To share the needed information, the PerFlow Tool connects to a Java proxy

communicating with the PerFlow Middleware. As soon as the tool starts

up it automatically searches on the local device for the proxy and connects to it.

The proxy directly retrieves the current configuration and the information about

all available devices from the middleware and forwards it to the visual scripting

tool. Additionally, it is responsible for receiving the newly created configuration

as XML, interpreting it, and handing over the rules as JSON to the middleware,

as described in Section 6.6.3. For parsing the XML configuration of the visual

scripting tool the Dom4j library [45] is used. The visual scripting elements and

connectors contained in the configuration are then handed over to the JGraphT

library [96], which generates a directed graph. In the next step, the Dijkstra based

shortest path algorithm offered by JGraphT is used to generate the rules.

For the actual transfer of information between the tool and middleware the MQTT

protocol [143] is used. MQTT is available both for Java and C# and thus can

be used with the PerFlow Middleware and UWP. The proxy runs a MQTT

publish subscribe broker, which the visual scripting tool connects to. Therefore,

the PerFlow Tool is decoupled from the middleware and allows in the future

for an easy exchange of the tool. While it is currently only available as an UWP

application for devices running Microsoft Windows 10, it is possible to develop and

use applications for other platforms, like Apple iOS or Google Android, without

changing the PerFlow Middleware. As kibg as they are MQTT-enabled,

it would even be possible to combine completely different approaches with the

PerFlow Middleware, like a database of configurations where the user can

pick a wanted set of rules.
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7.3. Implementation of the PerFlow Virtual Extension

Similar to the PerFlow Tool, the PerFlow Virtual Extension is designed

in two major parts. First, the actual virtual environment utilizing an existing

game engine. Second, the Virtual Controller located at the pervasive middleware

and providing the connection between the virtual environment and the PerFlow

Middleware.

Therefore, the following section will first take a deeper look on the virtual en-

vironment and discuss the used game engine and libraries, and the developed

prototype of a virtual classroom. Afterwards, the connection to the pervasive

middleware and the communication between the physical and virtual environment

is discussed.

7.3.1. Virtual Classroom Environment

The design of the PerFlow Virtual Extension is independent of any specific

Game Engine but for the implementation of the prototype one has to be chosen.

While the developers of early 3D games and environments relied on their own

rendering methods developed in-house an increasing interest in third party game

engines can be observed in recent years. Especially small to medium sized

developers, as they are common in the field of educational/serious games and

virtual environments, sacrifice the flexibility of implementing their own engine for

the easier and time saving development with an out of the shelf game engine.

There are many commonly used engines with the most used ones being the

Unreal Engine 43, CryEngine4, Blender Game Engine5, and Unity3D6. Out of the

game engines presented in [156], we chose Unity3D. The CryEngine and Blender

Game Engine are lacking behind in their development compared to their large

competitors and the Unreal Engine is more focused on the highly professional

market and large development projects. In comparison, the Unity3D engine also

offers a high flexibility regarding devices, operating system (OS), and programming

languages. It is possible to run virtual environments developed with Unity3D on

3https://www.unrealengine.com/en-US/
4https://www.cryengine.com/
5https://www.blender.org/
6https://unity.com/
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all major OS including Microsoft Windows, Linux and Apple MacOS. Further,

the engine also provides support for gaming consoles, like the Sony Playstation 4,

Microsoft Xbox One, or Nintendo Switch, and mobile devices including Android

and iOS. Additionally, Unity3D supports VR devices, like the Oculus Rift and

HTC Vive, directly without the need to port the developed virtual environment.

Such VR devices help to increase the immersion of environments developed with

PerFlow Virtual Extension e.g., virtual smart classrooms. To aid the

developer, Unity3D also provides them with further tools and libraries aside the

3D rendering engine. This includes a graphical world builder, animation tools, or

libraries for artificial intelligence, sound, and networking.

Unity3D offers several programming languages to the developers including Java-

Script, Boo, and C#. For the development of the PerFlow Virtual Extension

C# was chosen, as it appears to have the highest support in the Unity3D developer

community with a large amount of available documentation and tutorials. This

increases the potential target audience for the PerFlow Virtual Extension.

When developing with the Unity3D engine, everything included in the virtual

environment is represented as a game object. Each of these objects can be pro-

vided with several properties defining the behavior or visual appearance of it e.g.,

textures, collision meshes, or scripts programmed by the developer containing the

game logic. These game objects could be virtual objects (e.g, chairs or tables),

terrain and buildings, or avatars. Additionally, it is possible to create empty

game objects, which are present in the environment during runtime, but have no

visual representation. This is useful for adding logic and services to the virtual

environment which are universal and not affiliated with any visual objects like

the player avatar. The complete implementation of the Virtual Broker for the

PerFlow Virtual Extension was developed as C# scripts and added to

such an empty game object. Developers are provided with a preset of this object,

which they can just drag and drop into their virtual environment to add support

for PerFlow.

For the prototype of the PerFlow Virtual Extension an example virtual

environment was developed, which allows for testing, debugging, and evaluating

the system. Fitting to the scenario discussed in Section 4.1 a virtual classroom

was created, which can be seen in Figure 7.4. It is the representation of a physical

classroom and contains a main projector for presentations, a public display at the
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Figure 7.4.: A virtual classroom with several screens using the PerFlow Vir-
tual Extension to receive content like pictures or presentations.
Additionally, the user has the ability to communicate via the middle-
ware with text or speech chat.

side, and several PCs with screens at each seat for the students. All these screens

are connected to the Virtual Broker and are able to receive and show images.

Additionally, the virtual environment contains avatars representing the user and

other students or lecturers in the system. These avatars are also communicating

via the Virtual Broker and are able to send and receive text based chat messages

and also voice chat.

7.3.2. Communication with PerFlow Middleware

The PerFlow Virtual Extension is communicating with the middleware

via proxies similarly to the PerFlow Tool. As described in Section 6.7, a

proxy is started for each virtual application running in the PerFlow Virtual

Extension and connects it to the PerFlow Middleware. For the commu-

nication between the Virtual Controller and Broker they are connected via a

reliable TCP connection and the previously defined protocol is implemented.

They are also responsible for the serialization of the data transmitted between

them. As the controller is implemented in Java and the broker in C#, Protocol

Buffers [62] is used as an external serialization library. It offers a fast, convenient,

and platform-independent serialization [53]. As ProtocolBuffer does not offer a
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stable C# library, we also use the protobuf-net library [157] for serialization within

Unity3D. For the actual transmission the standard implementation of the TCP

sockets is used on the Java side and the UNET package provided by Unity3D is

used by the Broker.

Regarding the data handling, Unity3D offers direct support for the image formats

Joint Photographic Experts Group (JPEG) and Portable Network Graphics (PNG)

and the video format Ogg. The engine is able to render the content of these

files directly in the virtual environment without the need for further libraries.

Presentations in the Portable Document Format (PDF) file format are split up by

the Virtual Controller into single PNG images containing each slide before sending

them to the virtual environment. Therefore, no PDF support is needed in the

Unity3D engine. For splitting up the presentations the GhostScript library [10] is

used. While these formats cover the implemented display service, the chat service

needs additional data types. For the text based chat simple strings are used and

transmitted via the PerFlow Middleware to other participants. To enable

the voice chat, the additional library Nspeex [141] for recording the sound and

serializing it into byte arrays is used. It gives access to the microphone connected

to the user device and is able to capture the audio signal. The recording frequency

is set to 16,000 Hertz. In the next step the signal is split into chunks and decoded.

These individual chunks are then transmitted as a byte array and on the receiver

side deserialized using the same library.

7.4. Summary

During this chapter we presented the prototype implementation of the design for

the PerFlow system. Therefore, we discussed the PerFlow Middleware,

PerFlow Tool, and PerFlow Virtual Extension separately. In the

prototype we used BASE [16] as a communication middleware, UWP [122] as the

platform for the visual scripting tool, and Unity 3D [156] as the game engine for the

virtual environment. The prototype covers the complete design discussed in the

previous chapter and is the foundation for all following conducted evaluations.
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8. Evaluation

After discussing the complete design of the PerFlow system the previous chapter

introduced the prototypes for the PerFlow Middleware, PerFlow Tool,

and PerFlow Virtual Extension. Thus, the next chapter concentrates on

the evaluation of these prototypes. First, a proof of concept shows the feasibility

of the system by introducing an example smart classroom. Second, the effort

a developer has, to use PerFlow with his application is showcased in Section

8.2. Third, the performance of the implemented prototypes is measured. Finally,

Section 8.4 introduces a user study to evaluate the perceived ease of use and

usefulness of the PerFlow Tool.

8.1. Proof of Concept

To show the feasibility of the proposed middleware and how it can be used

in a real environment, a smart classroom was implemented as the chosen use

case. The proof of concept for the PerFlow system is based on the testbed for

pervasive middlewares in learning environments (PerLE) introduced in [134]1.

Following, the concept and services of PerLE are introduced before evaluating

the requirements with the help of the testbed. While the in [134] introduced

PerLE testbed offers a total of five different services for the use in a smart

classroom, it was later extended with a sixth live feedback service. The proof of

concept will concentrate on three of them and how they utilize the PerFlow

Middleware.

8.1.1. The PerLE Testbed for Pervasive Classrooms

PerLE offers lecturers and students an application to use during lectures com-

bining six different services. The main goal is to increase the efficiency of the

1 [134] is joint work with S. Schmitz and C. Becker
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lessons by incorporating all available devices and enable them to share information

for a better transfer of knowledge. Following, the overall concept of PerLE is

discussed together with the use case and the applications handed out to the

users. Afterwards, at the example of three of the services, the migration to the

PerFlow Middleware is discussed and how its functionality is utilized for the

testbed.

Concept

In today’s learning environments, e.g., classrooms or lecture halls, an increasing

amount of devices brought by students, lecturers or belonging to the infrastructure

are available. The goal of PerLE is to offer the users in such environments

different services to increase the learning experience. Additionally, an application

is provided for students and lecturers to install on their devices. The prototype of

PerLE is implemented in Java and uses the BASE middleware [16], however the

design allows for the middleware to be exchanged with little effort. Thus, for the

proof of concept it was switched to the PerFlow Middleware. The testbed

allows for performance measurements and shows how the evaluated middleware

works in a real world scenario.

The application for students and lecturers bundles the services included in PerLE.

Thus, it offers functionalities like access to projectors or displays, file transfer,

surveys, or live feedback during the lecture. The application can cope with a high

variety of different use cases which may occur in ha pervasive classroom. These

scenarios could be a standard head on lesson, group work, or presentations by

different students. Especially together with the PerFlow Tool, the lecturer is

able to react to these changing use cases and reconfigure the pervasive system

on the fly. Figure 8.1 shows an example lecture, where one person is holding

a presentation while the listeners are able to follow the slides on their personal

devices, download them, and give feedback.

Services

The PerLE testbed offers a total of six different services for the use in pervasive

classrooms. A display service can be used to share projectors and screens in the
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Figure 8.1.: The PerLE system deployed in a real lecture room. While only
the presentation is shown on the screen, all other devices show the
complete application with access to all services contained in the
testbed.

lecture room and show content such as presentations. The file service allows for

the peer-to-peer distribution of files between applications. With the survey service,

the lecturer can distribute predefined surveys and tests to students and collect

the results. A user service offers the lecturer the possibility to collect the contact

data of the students present in the lecture. Lastly, the room control service gives

access to smart devices in the system like shutters or the lighting. In addition

to these five services introduced in [134], a live feedback service was developed,

which, in contrast to the survey service, allows for continuous feedback from the

student to the lecturer e.g., regarding the speed, volume, or questions on the

content. Following, the display, room control, and survey service are discussed in

more detail and the integration of the PerFlow Middleware is explained. The

applications for the lecturer and students register with the Connector Registry

of the PerFlow Middleware. They provide properties for the device type

(e.g., PC, tablet, or projector), the role (lecturer, student, or infrastructure), and

location (remote or local).
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Display Service: This service is designed to be used in two different ways.

First, it can be executed as a standalone service directly on devices like projectors

or public displays in the infrastructure of the pervasive classroom. This is similar

to the initial service introduced in [133]2. Second, it is also integrated into the

application used by the lecturer and students. Thus, the content can not only

be displayed at the front of the classroom but also directly on the users’ devices.

The display service supports images and PDF files for which the PerFlow

Middleware is extended with a new custom object for transferring them. If a

presentation in the PDF format is received, the GhostScript library [10] is used

to decompose it into single images for each slide to be able to display them. The

display service registers connectors at the PerFlow Middleware for receiving

images and PDF files, and a connector to send commands (as strings), to forward

or reverse the presentation. These connectors are bundled, as while displaying

a presentation it should always be possible to control it. The application for

the lecturer and students has registered the corresponding outgoing connectors.

Additionally, the display service is available remotely through the PerFlow

Virtual Extension, where the handling of the incoming images and PDF is

done similar to the approach described in [131]3.

Room Control Service: The room control service acts as an intermediate

between the PerFlow Middleware and typical smart devices from the home

automation market, like smart light bulbs or automatic window shutters. It

therefore makes use of the Representational State Transfer (REST) API provided

by many of these smart devices, e.g., as by Nest4. It would be possible to

extend the service in the future if additional APIs need to be supported. For the

prototype, the iCasa simulator developed by Lalanda et al. [104] is integrated.

The service offers a list of available smart devices and their capabilities as a

custom transfer object. Additionally, it can receive strings with commands which

are then forwarded to the smart device. For the device list and the commands it

registers the corresponding connectors, which are also bundled. The application

provided to the users is able to receive the list and display the content, so that

2 [133] is joint work with D. Schäfer, S. VanSyckel, and C. Becker
3 [131] is joint work with C. Krupitzer and C. Becker
4https://developers.nest.com/guides/api/rest-guide
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the user can interact with the smart devices and e.g., send the command to turn

on the lights.

Survey Service: The third service discussed in this section allows the lecturer

to send out surveys to students. For instance, lecturers are able to collect feedback

after the lesson. These surveys are predefined in the JSON format. The lecturer

only needs to choose a survey, which is afterwards distributed to all student

devices. The receiving applications then interpret this survey and present the

students the corresponding UI elements (e.g., radio buttons or text boxes). After

filling out the survey, the responses are then sent back to the lecturer, where they

are collected. For the transfer, the application of the lecturer is registering an

outgoing connector for the surveys and an ingoing for the results. The student

applications are registering their connectors vice versa with the Connector Registry

of the PerFlow Middleware.

8.1.2. Requirements Evaluation

The previous section introduced the PerLE testbed with its functionalities, the

following section performs a qualitative evaluation. Therefore, the application

and services included in the testbed are used to demonstrate the fulfillment of

the requirements introduced in Chapter 4.

The PerFlow Middleware allows for the information exchange between the

applications of lecturers and students. Also, it is possible to communicate with

infrastructure devices like projectors via the display service or light bulbs and

shutters via the room control service. This supports requirement RF1. To achieve

this, PerFlow uses BASE as a communication middleware. As shown at the

three presented services for the testbed, developers have the possibility to bundle

the information flow for their applications and services (RF3). Additionally,

they are able to introduce new content types for the transfer via the PerFlow

Middleware e.g., the PDF files for the display service, which supports the

requirement for extensibility (RNF5). With the help of the PerFlow Virtual

Extension, it is also possible to migrate the services from the physical into

the virtual environment. Thus, the display service is able to present the same

content to both the local and remote students. This enables a remote access to
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the system, which is as close as possible to the experience in the smart classroom

itself (RF7). The lecturer in the introduced PerLE testbed is able to reconfigure

the information flow in the pervasive system with the help of the PerFlow Tool

supporting requirement RF2. This could include giving specific students access

to the projector or specify which device should collect the responses for a survey.

As in a classroom not everyone should be able to influence the complete system

to prevent chaos, the possibility to reconfigure the PerFlow Middleware

should be left only to the lecturer. Therefore, the Consensus Module introduced

in Section 6.4 allows for an access control and for limiting the right to send new

configurations to the PerFlow Middleware to specific users or groups (RF6).

The requirement RF4 for the support of a heterogeneous system is fulfilled in

two different ways by PerFlow. For the possibility to include a high range of

different devices and offer information about the devices available in the system

(RF5), a communication middleware is used. In the prototype, BASE [16] provides

the needed functionalities to fulfill this requirement. Additionally, the PerFlow

Middleware should not only connect a large amount of devices but the tools

and systems introduced with PerFlow also need to provide a possible large

interoperability. By using UWP for the PerFlow Tool and the Unity3D game

engine for the PerFlow Virtual Extension it is possible to execute them

on many different devices. This includes smart boards like Microsoft Surface

Hub for reconfiguring the pervasive system or VR devices like the Oculus Rift for

participating remotely. While the PerLE testbed is targeted to smart classrooms,

the same services and mechanisms could be used in several other use cases e.g.,

smart meeting rooms or conference centers. Further, in the user study in Section

8.4, an additional use case for a smart airport lounge is introduced. Thus, it

is shown that the PerFlow system is flexible and can be tailored towards a

high number of different scenarios supporting the requirement for generalizability

(RNF3).

8.2. Implementation Effort

To ensure a widespread adoption, using the PerFlow Middleware should

lead to minimal effort for the developer. Thus, it is essential that the overhead

for the developer is as low as possible to encourage a widespread adoption.
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The implementation effort is compared to using the BASE middleware for the

communication between applications and services without PerFlow. To quantify

the implementation effort with and without PerFlow Middleware, the concept

of source Lines of Code (SLoC) is used [6]. The SLoC metric is further differentiated

into physical and logic SLoC. While counting the lines of code physical SLoC

excludes comments and empty lines from the measurement and logical SLoC

additionally takes different ways of writing the same code into account e.g., curled

brackets at the end of the line or in a new one [138]. For the measurement the

Statistic5 plugin for the IntelliJ6 Integrated Development Environment (IDE) is

used.

The examples offer a simple way for users to share the content of their screen

with others. Therefore, an application sending screenshots and a service receiving

the screenshots was implemented for each BASE and PerFlow Middleware.

The applications capture the screen of the source device in regular intervals (every

two seconds) and send the resulting image with either BASE or the PerFlow

Middleware to the target device. The services wait for incoming images and

show the to the user with an image viewer. An excerpt of the source code for the

most relevant part of the applications and services, with BASE and PerFlow, is

shown in Appendix A. These excerpts larger helper functions for e.g., setting up

and starting the middlewares (setup(...)), capturing the current content of the

screen as an image (ScreenCapture.capture()), and displaying the incoming image

(viewer.showImage(...)). The application using the PerFlow Middleware

starts by registering an outgoing connector for the captured image and creates the

message proxy. Afterwards, it hands over a new image every two seconds to the

proxy and the middleware is responsible for distributing the image according to the

current routes. In the case of the application developed with the BASE middleware,

the setup and sending of information is more complex. While developing the

application, the service and its interface used during runtime has to be known

by the developer. During runtime the application needs to search for available

services on its own, decide which services to use, and send out the image to them.

The logical SLoC is 18% lower for the application using the PerFlow Middle-

ware (49 to 58 lines), while at the same time offering more features to developers

5https://plugins.jetbrains.com/plugin/4509-statistic
6https://www.jetbrains.com/idea/
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and users. The BASE application is using a naive approach sending out the

image to every display service no matter if it should receive the screen capture or

not. This could lead to security problems (sending your screen to strangers) or

performance problems (sending to too many devices at once). If the developers

would like to control the communication more fine grained, the possible receiving

services have to be checked manually and the developer is responsible for storing

and distributing information needed for the decision. Therefore, the advantage of

the PerFlow Middleware regarding the implementation complexity would

further increase. This section looked at the implementation of applications with

both middlewares. When looking at services receiving the information, the advan-

tage of the PerFlow Middleware even increases, as the effort to implement a

receiving application is not higher as the already discussed sending application.

At the same time the complexity for a BASE services rises, as the developer would

also need to implement a skeleton and proxy for the service. Thus, the logical

SLoC for the services is 110% higher for the BASE service over the receiver service

implemented with PerFlow Middleware (37 to 78 lines). In conclusion, the

requirement RNF4 for the usability of the middleware is fulfilled for the developers,

as PerFlow is able to ease their effort for implementing new applications.

8.3. Performance Measurements

Responsiveness is a major non-functional requirement of the system (RNF1). As

PerFlow is tailored towards everyday environments e.g., smart classrooms

or meeting rooms, the users should not experience any hindrance due to the

middleware. There are three possible functionalities which introduce an additional

overhead compared to a traditional pervasive middleware. First, the reconfigu-

ration of the system where the current status has to be collected and the new

configuration needs to be distributed. Second, while sending information over the

middleware, the receiver is not directly specified but has to be determined by the

PerFlow Middleware. Third, if users take part in the system remotely, the

information not only needs to be transmitted by the middleware but also has to

be handed over to the PerFlow Virtual Extension.

In the following sections performance measurements are conducted for these three

processes to evaluate the overhead introduced by PerFlow. The computers used
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for these evaluations are two PCs with an Intel Core i7 8700k hexacore CPU with

3,70GHz, 32 gigabytes of memory, and a Nvidia Geforce GTX 1080Ti graphics

card running Windows 10 64bit and Java version 10.01.

8.3.1. Reconfiguration Overhead

Reconfiguring the information flow in the PerFlow system triggers several events

and the process has to be coordinated between all available peers in the system.

The reconfiguration can be started in two different ways: By a change in the

pervasive system or by a user introducing a new configuration. Following, the

performance of the second case is evaluated in more detail, as it is the more

complex process.

The reconfiguration starts, when the user, e.g. the lecturer, sends a new configura-

tion to the middleware. During this step, the available connectors are polled from

all devices, the rules are interpreted, and the new configuration, as well as the

new routes are delivered to all devices in the system. As there is network traffic

involved in this process, the evaluation was conducted on two PCs connected in

a private network via a Gigabit Switch. The first computer ran the application,

which introduced the new configuration, while the second computer simulated up

to 100 devices with one application having ten connectors each. Thus, the first

computer received the available connectors and had to send out the configuration

and routes via the network. Two different JSON configurations were used for

the performance measurements, a small one containing 5 and a large one with

20 rules. As the user would have to create these configurations during runtime

using the PerFlow Tool a total of 20 rules is already a large but still feasible

size for the configuration. For the increasing number of devices and the two

configurations each single measurement was performed 100 times to create an

average and mitigate the influence of outliers.

Figure 8.2 shows the results of the evaluation with the average time needed to

reconfigure the system with an increasing amount of devices. It includes also

both configurations, with 5 and 20 rules. The results separated by the size of the

JSON configuration can be seen in Appendix B. On average, the reconfiguration

of the middleware needed 57.08ms, where the majority of the time was needed

to distribute the configuration to all devices (32.01ms) via the network. This
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Figure 8.2.: Time needed to reconfigure the information flow for up to 100 devices.
The values are measured with two configurations containing 5 and 20
rules and the average times are used for this chart.

distributed configuration includes the JSON rules for the PerFlow Middleware

and the XML representation of the visual scripting elements for the PerFlow

Tool. The average for the 5 rule configuration was 45.59ms and for 20 rules

68.58ms. For the maximum of 100 active devices we see an average time of 87.78ms

for 5 rules and 132.47ms for 20 rules. Thus, even with 20 rules, which would

already be complex to specify using visual scripting, the reconfiguration time

would not lead to noticeable delay in the workflow of the users. An uninterrupted

workflow is also ensured as the previous configuration is still active and usable

until the reconfiguration is finished. The effort of reconfiguration rises linearly

with the number of devices present in the system. While the longest part of the

process is the delivery of the configuration to all devices, the actual interpretation

takes only 2.59ms on average.

In the case of a change in the pervasive system without the introduction of new

rules, many of the steps described above still apply. The connectors of the available

devices need to be collected, the existing rules are interpreted, and the new routes
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are distributed. As the configuration itself did not change, the main advantage is

that it does not need to be distributed. Thus, the process is sped up drastically,

as the most time consuming part can be ignored.

8.3.2. Consensus Algorithm Overhead

In the previous section, the time needed to perform the reconfiguration for

the information flow was discussed. This applies in the naive approach, where

everyone is allowed to introduce new configurations to the system without any

access control. If the administrator wants to only give some specific users or user

groups the right to reconfigure the system, it is possible to set the PerFlow

Middleware up accordingly as discussed in Section 6.4. While the process and

effort of reconfiguring the system stays the same, additional steps are introduced

to coordinate the access control, which may have an influence on the performance.

According to the consensus algorithm explained in the design, the system needs

to elect a leader which is then responsible for deciding if the requesting peer is

allowed to apply a new configuration. In a first step, the effort for the election

of a new leader is measured before discussing the overhead for evaluating the

permissions.
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Figure 8.3.: The average time (in ms) needed to elect a new leader for the consensus
module measured for growing pervasive systems of up to 50 devices.
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While the election process is quite complex and requires a lot of coordination

between the different peers in the pervasive system, it also should not be needed

often. In the best case scenario the system is very stable by e.g., electing the

device of a lecturer as the leader which possibly will not leave the system during

the complete lecture. But even in more fluctuating scenarios the new elections

should not interfere with the user experience. For the evaluation the time needed

for the complete election process was measured. The time was measured from the

point, where the old leader is shutdown and the election algorithm is triggered

until the process returned with a new leader or in the worst case failed due to a

time out. The evaluation was executed with an increasing amount of connected

peers until a total of 50 devices was reached. The results for the measurements

can be seen in Figure 8.3. For an increasing number of devices in the pervasive

system the time needed to perform the election first increases rapidly until settling

between about 600ms and 800ms after reaching a total of 32 devices. This effect

has two different causes. First, the load on the PC used for the evaluation is

increasing heavily leading to slightly longer response times. But the second and

more relevant cause is, that the number of devices recognizing the loss of the

leader rises and therefore, increasingly more messages are generated announcing

the need for a new leader and voting on the possible new leaders. The reason

why the overall time needed does not rise further, is the timeout of 800ms for the

election process. If the peer responsible for coordinating the election is reaching

this timeout, it will ignore further messages and determine the winner of the

election. The prerequisite therefore is, that over half of the available peers actually

voted. If this is not the case the election failed. Thus, a fitting timeout for the

expected size of the pervasive system is important, as a too large value would

lead to longer and a too small value to more failed elections. This is in the

responsibility of the administrator deploying the system. For the evaluation the

chosen timeouts did not lead to any failed elections.

The second overhead introduced by the consensus algorithm is for evaluating the

permissions before sending out the new configuration. This is done locally on the

elected leader and if the evaluation turns out positive, the transmission is similar

to the process discussed in Section 8.3.1. The measurement for the permission

check was conducted with an increasing number of devices in the system up to a

total of 50 devices. It started when the leader received an inquiry to distribute
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Figure 8.4.: The average overhead introduced by the permission evaluation exe-
cuted by the leader upon receiving a new configuration.

a new configuration and ended as soon as he was finished with the permission

evaluation and the distribution process started. The results of this overhead

evaluation can be seen in Figure 8.4, which also shows the time needed on top

of the previously discussed configuration distribution if the consensus algorithm

is enabled. Overall, the computation time increases linearly with the number of

devices, but even in the worst case it barely exceeds 14ms. Thus, the introduced

delay is not recognizable for the user and does not interrupt the workflow.

In summary, the major overhead introduced by the consensus algorithm is the

election of new leaders. While this process needs a substantial amount of coordina-

tion, it has not a high impact on the usability. In scenarios like smart classrooms

or meeting rooms it is normally possible to elect a stable leader and thus reduce

the need of new elections. Additionally, reconfigurations of the complete pervasive

system, and with that the introduction of new rules and the need for the leader,

is not extremely frequent. Therefore, the worst case, that one device has to

wait for publishing its new configuration until an election phase is finished, is

not very likely. The actual impact on the normal operation of the PerFlow

Middleware, when the leader is stable, is very low and does not influence the

experience of the users.
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8.3.3. PerFlow Middleware Communication Overhead

For each outgoing message the PerFlow Middleware first has to determine

all possible receivers according to the routes. This extra step in the process means

the introduction of an overhead. Following, the influence of this overhead on the

PerFlow system is evaluated by measuring the time needed to send messages

between two applications. As BASE is used as the underlying communication

middleware for PerFlow, it is also used as the baseline for the evaluation of the

communication overhead. Therefore, each measurement is done first only with the

BASE middleware and second with the addition of the PerFlow Middleware.

These measurements were conducted on a single PC, because the determination

of possible receivers is only performed locally and not influenced by messages

received from other peers over the network. Thus, a local setting was chosen to

eliminate possible uncertainties introduced by network delays. As a payload for

the measurements, two uncompressed pictures with 500x500 and 1000x1000 pixels

were used, which resulted in approximately 0.75MB and 3.0MB of transmitted

data to each receiver per message. The overhead was measured for 5, 20, and 50

receiving applications and repeated for 100 times per image. Each measurement

was performed with and without PerFlow.
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Figure 8.5.: Overhead introduced by the PerFlow Middleware. The values
represent the delta to a communication via the BASE middleware
only.
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Figure 8.5 shows the overhead generated by the Route Controller of the PerFlow

Middleware compared to a direct communication via the BASE middleware.

Independent of the payload and the number of receiving applications, the difference

in execution time is with values between +1ms and -1ms within the uncertainty of

measurement. The interpretation of the rules contained in the JSON configuration

is only executed once beforehand to generate the routes. Therefore, the main

computational work is already done, when a message is transmitted and the

determination of the receivers is only a mere lookup of the routes. This leads to the

conclusion, that the PerFlow Middleware does not introduce a recognizable

overhead during sending messages and is not affecting the responsiveness of

applications.

Additionally, the PerFlow Middleware could even outperform the commu-

nication via BASE in some circumstances. This may be counterintuitive, as the

BASE middleware is still used for the transmission of each single message. The

effect can be credited to a better and more effective parallelization of the data

serialization and the calls to the BASE middleware for sending the data. Thus,

especially with higher amounts of receivers and larger payloads, it is possible for

the PerFlow Middleware to be more effective while sending the data.

8.3.4. PerFlow Virtual Extension Communication Overhead

To evaluate the performance of the PerFlow Virtual Extension, we measured

the time an image needs from being sent by an application until it is displayed

at a virtual device. For the measurement we use three images as payloads

with 1000x1000, 500x500, and 250x250 pixels. The images are transmitted

uncompressed and are thus representing a payload of 0.19MB, 0.75MB, and

3.00MB. As Figure 7.4 shows, the virtual displays cover only a limited area of

a physical display. Therefore, these resolutions of the images are sufficient for

the use case. The transmission, and therefore the measurement, is split into two

parts: first, sending the image from the application to the Virtual Controller and

second, handing it over to the virtual environment and displaying the image. The

first step contains the serialization of the image at the application, sending it via

the PerFlow Middleware, and deserializing it at the Virtual Controller. In

the second step the data is again serialized at the Virtual Controller, handed over
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to the virtual environment developed with the Unity3D engine, where the image

is deserialized and displayed. The evaluation is repeated 300 times per image.
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Figure 8.6.: The overhead introduced by the PerFlow Virtual Extension
showing the time needed to forward the information to the correct
virtual device. The measurement is split into sending from the appli-
cation to the Virtual Controller (App to VC) and from the Virtual
controller to the displays in the virtual environment (VC to VE).

Figure 8.6 shows the time needed in total and for each of the two steps. The

measurement was conducted with one application sending to one virtual display.

The effort needed to send the image to the Virtual Controller is similar to sending

to a physical display. Thus, the main overhead of the PerFlow Virtual

Extension is in handing the data over to the game engine and displaying it in

the virtual environment. Even for the largest image, the time needed to send it

from the Virtual Controller to the virtual display is with 37.75ms not recognizable

for the user. If the virtual environment is executed with 30 frames per second,

the measured delay is under two frames (one frame equals 33.33ms). This does

not influence user experience as for users it seems as the physical and virtual

displays are synchronized. For a single image the transmission via the PerFlow

Middleware consumes up to 71% of the needed time from application to virtual

display (69% on average).

Next, we evaluate how the PerFlow Virtual Extension scales with an

increasing amount of virtual devices. Therefore, we measure the time needed
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Figure 8.7.: The transaction time needed to send the same picture to an increasing
number of services in the PerFlow Virtual Extension.

to send an image to several virtual displays. The evaluation again measures

the time from the application to the Virtual Controller and from there to the

virtual displays. For this measurement we used the largest image with 1000x1000

pixels. The amount of virtual displays was increased up to ten displays placed

in the virtual classroom. Figure 8.7 shows the resulting transaction times. The

average increase for the complete process is 19.06ms for each additional display.

To send an image to all ten displays simultaneously, PerFlow needs on average

302.94ms. In an optimized scenario it is highly unlikely for all applications to

update their virtual display at the same time. The time needed by the PerFlow

Middleware to send the image to the Virtual Controller increases only by

5.07ms per additional display. Therefore, with only a few displays the effort to

distribute the image in the pervasive system is larger then handing it over to the

virtual environment and displaying it. Starting with six simultaneously receiving

virtual displays, we see a shift in the effort needed and displaying the image

gets more time consuming. Nonetheless, even in the worst case displaying the

image takes 164.73ms, which accounts for less then 5 frames, when the virtual
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environment is executed with 30 frames per second. This is not noticeable by the

user in the typical use cases of the PerFlow system, e.g., a presentation, where

such a delay in a slide change would not be interruptive.

8.4. User Study

As the PerFlow Tool is mainly aimed at end users with little to no IT

knowledge, one of the main requirements is a high usability (RNF4). The user has

to understand the tool fast and be able to create new rules for the pervasive systems

without having a deeper knowledge about the theory behind it. To evaluate, if

the users are able to really use all the offered functionalities of PerFlow and if

they are able to do so without trouble, two user studies were conducted.

The following section first introduces the methodology of the user study and the

overall procedure. Afterwards, the participants of the study and their recruitment

are discussed before taking a deeper look on the tasks they had to perform and on

the data acquisition. Lastly, the results of the study are shown and the assessment

of the PerFlow Tool by the users is discussed in detail.

8.4.1. Methodology

For the evaluation of the PerFlow Tool two separate user studies were con-

ducted. They were in their process nearly identical and the users were in both

studies confronted with the same use cases and tasks. But in the second study

some details at the visual scripting tool itself and at the documents handed out

to the participants were tweaked based on the feedback of the first study.

At the beginning of the study, the participants received a short explanation of

the PerFlow Tool. Described on about half a page, this included the overall

goal of the visual scripting tool and how it can be used in smart environments.

Additionally, the different visual scripting elements were explained shortly together

with the functionalities offered by the tool itself comprising also about half a

page. Lastly, one simple example for a rule created in the PerFlow Tool was

shown. The participants then had a few minutes to familiarize themselves with

the visual scripting tool and read the short introduction. As the goal of PerFlow
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as a pervasive middleware is to organize the information flow in many different

scenarios, users may encounter the system without knowing it beforehand e.g.,

by holding a lecture in a new classroom. Therefore, the explanations and the

introduction time for the tool was purposely short as users in real life scenarios

may also encounter the system with nothing more as a short on-screen manual.

In the next step, the participants are provided with a sheet describing several

scenarios and tasks they should perform by using the PerFlow Tool. In each

of these tasks, they are asked to reconfigure a pervasive system according to what

they would need in order to fulfill the needs of the current scenario. The scenario

and tasks are discussed in more detail in Section 8.4.2. After each reconfiguration,

the prototype of the PerFlow Tool saved the new set of rules allowing to check

later if the users were able to create a valid configuration for the pervasive system.

Lastly, the participants were asked to fill out a questionnaire and describe their

experience with the visual scripting tool and how well they received it.

Based on the feedback the users gave in the first study, the PerFlow Tool itself

and the description provided in the second study were refined. For the tool, the

amount of visual scripting elements were reduced by condensing functionalities

of redundant elements. Additionally, the naming scheme for the elements and

their descriptions were improved to be less technical. The same applies to the

overall user interface of the tool. These changes resulted in the design presented

in Section 6.6. Further, the description of the visual scripting tool handed out to

the participants was also written less technical and therefore easier to understand.

Both descriptions, for the first and second study, can be seen in the Appendix

C.1 and C.2.

8.4.2. Scenario and Questionnaire

After the participants had some time to familiarize themselves with the PerFlow

Tool, they were handed out a description for two different scenarios. Each

contained several tasks for the user to solve by using the visual scripting tool.

The handouts with the description of PerFlow, the scenarios, and tasks are

shown in Appendix C.1 for the first study and Appendix C.2 for the second study.

During the first scenario, the participants pose as the teacher in a smart classroom

and need to reconfigure the system in three different ways e.g, for a head on
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presentation first and then for the students to use it during group work. The

second scenario placed the users in the role of an employee at an airport. Here,

they needed to reconfigure a smart airport lounge in four different ways to allow,

for instance, visitors to use the screen or send text messages to connected devices.

For the task descriptions, the participants were provided with information on

which users and devices should be able to communicate with each other and

which information they want to share. Thus, they needed to figure out how these

descriptions translate to possible rules and how they can be built by using the

provided visual scripting elements on their own.

Regarding the data collection and the analysis of the results for a user study,

we encounter many different models. Before designing the questionnaire and

the actual conduction of the study, a decision for one of these models had to be

made. The two most prominent and well known models are the Unified Theory

of Acceptance and Use of Technology (UTAUT) model [191] and Technology

Acceptance Model (TAM) [41] with its extensions TAM2 [190] and TAM3 [189].

The goal of the UTAUT model is to determine, if the user is intending to use

the system by looking at the key constructs of performance expectancy, effort

expectancy, social influence, and facilitating conditions. These constructs are

combined with further personal informations of the user. The TAM model on the

other hand focuses more on how the user perceives the usefulness and ease-of-use

of the evaluated system. In most scenarios the administrator chooses a suitable

pervasive middleware for the intended use and sets up the smart environment.

Therefore, it is not the decision of the later end-user if the PerFlow system

and its visual scripting tool is deployed in a specific use case. In the scenario of

the smart lecture room the university or school decides on the system to deploy,

while the lecturer reconfiguring it during the lesson is only able to use what he

was provided with. Thus, for the user study the valuation of the usefulness and

ease-of-use for the system by the user is more valuable as the intention of use, as

the user regardless of his intention would have to use it if it is deployed in the

smart environment.

Therefore, the TAM model is used as the basis for the questionnaire handed out

to the participants after they completed all given tasks. The questionnaire first

asked for some personal information including the gender, age, and IT knowledge.

For the data acquisitionm the questionnaire contains five groups with a total of
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23 Likert-scaled questions between 7 (strongly agree) and 1 (strongly disagree)

and five open questions for comments. The five question categories are for the

Personal Information, Scenario, Ease of use, Usefulness, and User Interface. The

complete questionnaire for the user study can be seen in Appendix C.3.

8.4.3. Participants

In total, 43 users participated in the two studies, 20 in the first and 23 in the second.

The focus was on getting a possible diverse crowd of participants. Therefore,

the users were recruited from students participating in varying courses at the

university and in the private environment of students and colleagues. Within the

questionnaire, the participants were asked for some personal information, of which

the most important one is summarized in the Table 8.1 for both studies.

Study 1 Study 2

Total participants 20 23
Mean age 31.6 years 26.6 years
Male / Female 60.0% / 40.0% 43.5% / 56.5%
IT background 55.0% 45.5%

Table 8.1.: Personal information of the participants taking part in the first and
second user study.

The information shows that the distribution of male to female participants is nearly

50%. While the average age of the participants was 29.1 years, the oldest user was

57 years and the youngest 19 years old. Of all participants 5 have an educational

degree below highschool, 10 a highschool degree, and 28 have an academic degree.

Most importantly for the user study about half of the participants do not work or

study in an IT related field. As the PerFlow Tool is aiming to non professional

users, like the lecturer in the scenario introduced in Section 4.1, the feedback and

assessment of users without knowledge in pervasive systems or programming is

highly valued.

8.4.4. Results

After describing the structure of the user study, the participants, and the tasks

they had to fulfill, the next section will focus on the results obtained through
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the questionnaire. As already discussed, two studies were conducted and the

PerFlow Tool, as well as the documentation, was improved in between based

on the feedback of the first study. While it was certainly helpful to evaluate the

Likert-scale questions, the most important feedback for the improvements came in

the form of the open questions where many participants gave useful suggestions.

Additionally, the participants were monitored while solving the tasks. During

the overhaul of the PerFlow Tool, the functionalities itself and the process

of creating new rules remained unchanged. The changes can be categorized in

improved naming scheme, simplified visual scripting language, and improved error

handling. Many participants, especially these without IT knowledge, showed

problems understanding some of the terms used for the visual scripting language

and tool. Therefore, a less technical naming scheme was introduced, which means

that e.g., the “Input Device” and “Output Device” was renamed to “Sender”

and “Receiver”. Further, in the first iteration of the PerFlow Tool the visual

scripting language was more complex and contained e.g., redundant elements

which could be used to create the same outcome in different ways. Some users

found this confusing, which led to a reduction of elements. Lastly, the error

handling was improved by identifying possible error sources and eliminating them.

This has been done by e.g., changing text fields to drop down boxes or not allowing

certain combinations of elements. Due to the simplification of the user interface

and the overall more understandable naming scheme it was also possible to slightly

shorten the documentation for the participants without introducing obstacles for

the users.

During the study the PerFlow Tool saved the created rules for each user and

tasks. This allowed the evaluation of how the users performed and if it would have

been possible to use the created configurations in a real system. By looking at

the results, the effect of the improvements between the studies is visible. During

the first study seven out of the 20 participants created in at least one task rules

with minor to severe errors, which would have led to a faulty system. Even so

the handout with the introduction for the visual scripting tool was simplified

and reduced in length for the second study the participants produced way better

results. Only two out of the 23 participants created the same kind of errors, while

one other user made a small error, which would have easily been caught with an

improved error handling while saving the configuration.
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Figure 8.8.: Comparison of the average rating of the first and second user study
in the different categories. The values show an overall increase in the
second study.

The average results for the four categories of Likert-scaled questions can be seen

in Figure 8.8. Additionally, the results for both studies can be compared. As

the description of the PerFlow Tool was simplified and less information was

provided, the results showed that the participants rated the scenario, helping

material, and documentation lower in the second study. Especially the question

on how satisfied the participants were with the provided helping material dropped

from an average 6.10 to a 5.65 rating. Nonetheless, the ratings in all other

categories increased and were between 6 (moderately agree) and 7 (strongly agree)

for the second study. The strong improvement is visible in the average values,

where especially an increase from 5.80 to 6.28 for the the Ease of use can be seen

and the User Interface is also evaluated as more intuitive. Especially noteworthy

is that the result for the statement “I find the application easy to use.” was raised

by 0.6 points to 6.35 and for “The function of the elements is clear.” the result

increased by 0.81 points to 6.26 in average. In both studies the participants saw

the overall appeal of the application and valuated the Usefulness of the PerFlow

Tool for the scenarios with 5.97 in average. Even though the participants were

already quite satisfied with the visual scripting tool in the first study, some small

tweaks without altering the functionalities made a large impact in the perceived
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Ease of use. Appendix C.4 shows the average results for each question for the

first and second user study.

8.5. Summary

In this chapter, the evaluation of the prototype of the PerFlow system, includ-

ing the PerFlow Middleware, PerFlow Tool, and PerFlow Virtual

Extension, was presented. The evaluation was split into four parts. First, a

qualitative evaluation was performed introducing the PerLE testbed for perva-

sive classrooms. Second, the implementation effort for developers while using

the PerFlow Middleware was examined. Third, four different performance

measurements were conducted looking at the time needed to reconfigure the

PerFlow system and the overhead introduced by the middleware, the virtual

extension, and the consensus algorithm. Fourth, two user studies were discussed

showing the usability and ease of use of the PerFlow Tool.

Requirement Discussion

RF1 - Information Exchange PerLE
RF2 - Runtime Reconfiguration PerLE
RF3 - Bundling Information Flow PerLE
RF4 - Heterogeneity Support PerLE
RF5 - Device Management PerLE
RF6 - Access Control PerLE
RF7 - Remote Access PerLE
RNF1 - Responsiveness Performance Measurements
RNF2 - Fault Tolerance User Study
RNF3 - Generalizability PerLE & User Study
RNF4 - Usability User Study & Implementation Effort
RNF5 - Extensibility PerLE

Table 8.2.: The requirements for PerFlow introduced in Chapter 4 and where
they are discussed in the evaluation.

In Table 8.2 the requirements introduced in Chapter 4 are shown together with

the associated part of the evaluation. The functional requirements RF1 - RF7

were discussed in Section 8.1 and the fulfillment was shown at the example of

the PerLE testbed. Further, the conducted performance measurements showed
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that it is possible to develop applications in the PerFlow system which are

responsive (RNF1). The user studies resulted in a high usability (RNF4) and after

some small adjustments most of the participants in the second study made no

mistakes while creating the rules (RNF2). Additionally, in Section 8.2 we could

show that a high usability (RNF4) of the PerFlow Middleware is also given for

developers. During the evaluation three possible use cases for smart classrooms,

meeting rooms, and airport lounges were discussed, which support the argument

for a generalizable system (RNF3). Lastly, during the development of the PerLE

testbed several new file formats were introduced for the communication via the

PerFlow Middleware e.g., PDF or voice recordings, showing the extensibility

of the system (RNF5).
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9. Conclusion and Outlook

In the previous chapter, we discussed the evaluation of the prototype for the

PerFlow system, including the PerFlow Tool and PerFlow Virtual

Extension. The evaluation was comprised of a proof of concept with the

PerLE testbed, an analysis of the implementation effort, several performance

measurements, and a two stage user study for the visual scripting language and

tool. In this chapter we close the thesis with a conclusion and give an outlook on

possible future work.

9.1. Conclusion

With the increasing number of smart devices in today’s environments many people

are encountering them in a daily basis. This is not only true for people directly

working in the field of information technology or people with a high interest in

novel technologies, but also for many others. Often, users are even forced to

interact with smart devices, if, for instance, their employer deploys a new smart

meeting room or their school decides to introduce intelligent classrooms. This

ubiquity of smart devices bears several challenges. While smart environments

are often set up by administrators and offer possibilities to adapt themselves to

the surrounding context, it is impossible to predict every scenario a user could

encounter. Therefore, end users need the possibility to influence the behavior

of the system on their own. This is especially challenging for users that are not

familiar with smart devices. Further, while people start relying on their smart

devices and use them for help with their daily task, these systems are often getting

critical to the work performance of some users. This leads to the fact, that users

may need access to their systems even while they are not physically on location.

To tackle these challenges and answer the research questions postulated in Section

1.2, this thesis presented the PerFlow system. The design of the system is

split into three major parts, each supporting one of the research questions. First,
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the PerFlow Middleware is responsible for handling the communication

in a pervasive system and allows the reconfiguration of the information flow

during runtime. To achieve this, application developers are not required to define

themselves to which other applications or devices they want theirs to connect.

Instead, they need to inform the middleware which information their application

is able to provide or receive. The middleware is then responsible to distribute the

data. This is done by the middleware according to configurations provided by users.

After handing over a new configuration, the middleware is also responsible for

validating and distributing it throughout the system. Second, with the PerFlow

Tool we offer end users an easy to use visual scripting tool to enable them

to create their own configurations for the middleware and thus reconfigure the

system to their needs. Therefore, an own visual scripting language was introduced.

The language is designed to create rules for the information flow in a pervasive

system. Users submit new sets of rules and the middleware interprets them and

reconfigures the system accordingly. Third, the PerFlow Virtual Extension

gives developers the possibility to transfer their services and applications to a

virtual environment. Which gives end users the ability to have a comparable user

experience remotely as the users physically on location. The virtual extension

utilizes an existing game engine and provides a proxy to enable the communication

of virtual applications with the middleware.

Finally, the thesis discusses the implementation of a prototype for the complete

PerFlow system and provides an in depth evaluation. The evaluation was

conducted in four steps. First, showing with a proof of concept that it is possible

to reconfigure the pervasive system during the runtime. Therefore, the PerLE

testbed was introduced, showing how PerFlow could be used in a learning

environment scenario. Second, the evaluation showed that the use of the Per-

Flow Middleware reduces the implementation effort for application developers.

Third, performance measurements led to the conclusion that the PerFlow

Middleware does not introduce a noticeable overhead compared to the used

communication middleware. Additionally, remote users are also experiencing no

overhead when using the PerFlow Virtual Extension. Fourth, a two stage

user study demonstrated that it is possible for unexperienced users to configure a

pervasive system with the introduced PerFlow Tool.
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9.2. Outlook

During the design and development of the PerFlow system we encountered

several research challenges. These provide a promising starting point for possible

future work.

While the PerFlow Middleware showed good performance with BASE [16]

as the chosen communication middleware, it may be worth analyzing different

middlewares. In this case, it would be of special interest to look at middlewares

with different communication models. As BASE uses remote procedure calls, a

comparison with middlewares based on publish-subscribe or tuple spaces could

lead to new insights.

Further, as the PerFlow Tool can be easily exchanged for other visual scripting

tools, it provides the possibility to compare different visual scripting languages.

The chosen data flow based visual alphabet showed in the user study a good

usability for the configuration of the information flow. Nonetheless, a comparison

with other alphabets, e.g., an iconic, graph, or box based alphabet, could lead to

further insights. This would require to first analyze how the different alphabets

could be applied to the use case of a pervasive system and then design and develop

a new language and visual scripting tool.

Additionally, a direct integration of the PerFlow Middleware into the archi-

tecture of a game engine could lead to a significant performance improve. With

such an integration the separate proxy for the PerFlow Virtual Extension

and thus one extra serialization step could be saved. But this would require a

cooperation with one of the commercial developers to get access to the low level

architecture of their game engine.

Lastly, a large and long term field study for the complete PerFlow system would

be desirable. By deploying the system for instance at a university or school, it

would be possible to analyze how lectures benefit from pervasive systems and how

lecturers and students rate the usability.
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A. Example applications for BASE and PerFlow

This appendix provides the source code for the example applications used in

the evaluation of the implementation effort in Section 8.2. For the BASE and

PerFlow applications sending the images the classes starting the main thread and

capturing the image are not included, as they are not relevant for the functionality

of the middleware. This is also the case for the actual window showing the image

to the user in the BASE service and PerFlow receiver application.

A.1. BASE Application

The BASE application is a single class runnable as a thread and captures the

screen every two seconds. The screenshot is then sent to all available services in

the system.

1 public class BASEApplication extends Device implements Runnable {

2 ServiceRegistry registry;

3 ReferenceID ownID = new ReferenceID(SystemID.SYSTEM);

4

5 public BASEApplication() {

6 setup(Logging.MAXIMUM_VERBOSITY, 500);

7

8 registry = ServiceRegistry.getInstance();

9 }

10

11 @Override public void run() {

12 while (true) {

13 try {

14 Thread.sleep(2000);

15

16 ServiceDescriptor[] descriptors = registry.lookup(new String[]{

IBASEService.class.getName()}, ServiceRegistry.LOOKUP_BOTH);

17

18 for (ServiceDescriptor d : descriptors) {

19 BASEProxy proxy = new BASEProxy();

20 proxy.setSourceID(ownID);

xliii



xliv A. Example applications for BASE and PerFlow

21

22 proxy.setTargetID(d.getIdentifier());

23 proxy.receiveImage(ScreenCapture.capture());

24 }

25 } catch (Exception e) {

26 Logging.error(getClass(), "Error sending image.", e);

27 }

28 }

29 }

30 }

Listing A.1: BASE example application

A.2. BASE Service

The BASE service for receiving and showing the images is split into four classes

and the interface for the service. The main class starts the middleware and

registers the service. Further, it needs a BASE proxy, BASE skeleton and the

implementation of the actual service.

1 public class BASEServiceMain extends Device {

2

3 public static void main(String args[]) {

4 setup(5000);

5

6 BASEService service = new BASEService();

7 BASESkeleton skeleton = new BASESkeleton();

8 skeleton.setImplementation(service);

9

10 registerService("BASEService", service, skeleton, new String[]{

IBASEService.class.getName()});

11 }

12 }

Listing A.2: BASE example service: Main class
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1 public interface IBASEService {

2

3 public void receiveImage(SerializableImage img) throws

InvocationException;

4 }

Listing A.3: BASE example service: Interface

1 public class BASEService extends Service implements IBASEService {

2 ImageViewer viewer = new ImageViewer();

3

4 @Override public void receiveImage(SerializableImage img) throws

InvocationException {

5 viewer.showImage(img.getImage());

6 }

7 }

Listing A.4: BASE example service: Service

1 public class BASEProxy extends Proxy implements IBASEService {

2

3 @Override public void receiveImage(SerializableImage img) throws

InvocationException {

4 Object[] args = new Object[1];

5 args[0] = img;

6 String method = "void receiveImage(SerializableImage)";

7 Invocation invocation = proxyCreateDeferred(method, args);

8 proxyInvokeDeferred(invocation);

9 }

10 }

Listing A.5: BASE example service: Proxy

1 public class BASESkeleton extends Skeleton {

2
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3 @Override protected Result dispatch(String method, Object[] args) {

4 IBASEService impl = (IBASEService) getImplementation();

5 try {

6 if (method.equals("void receiveImage(SerializableImage)")) {

7 impl.receiveImage((SerializableImage) args[0]);

8 return new Result(null, null);

9 }

10

11 return new Result(null, new InvocationException("Illegal

signature."));

12 } catch (Throwable t) {

13 return new Result(null, t);

14 }

15 }

16 }

Listing A.6: BASE example service: Skeleton

A.3. PerFlow Sender Application

The sender application developed with PerFlow behaves exactly like the BASE

application. The only exception beeing, that it does not need to determine the

receivers itself.

1 public class PerFlowApplication extends ConfigurableDevice implements

Runnable {

2 private MessageProxy proxy;

3

4 public PerFlowApplication () {

5 setup(Logging.MAXIMUM_VERBOSITY, 500);

6

7 proxy = new MessageProxy();

8 proxy.setSourceID(getDeviceID());

9 registerConnection(true, true, false, "screenCapture", "

streaming", IMessage.ABBREVIATION_IMAGE);

10 }
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11

12 @Override public void run() {

13 while (true) {

14 try {

15 Thread.sleep(2000);

16

17 proxy.sendImage("screenCapture", ScreenCapture.capture())

;

18 } catch (Exception e) {

19 Logging.error(getClass(), "Error sending image.", e);

20 }

21 }

22 }

23 }

Listing A.7: PerFlow example sender

A.4. PerFlow Receiver Application

In contrast to the BASE service developers do not need to implement interface,

proxy, or skeleton for the PerFlow receiver application.

1 public class PerFlowServiceMain extends ConfigurableDevice {

2

3 public static void main(String args[]) {

4 setup(5000);

5

6 PerFlowService service = new PerFlowService();

7

8 registerDevice("PerFlowService", service);

9 registerConnection("PerFlowService", false, true, false, "

screenCapture", "streaming", IMessage.ABBREVIATION_IMAGE);

10 }

11 }

Listing A.8: PerFlow example receiver: Main class

xlvii



xlviii A. Example applications for BASE and PerFlow

1 public class PerFlowService extends AbstractMessageReceiver {

2 ImageViewer viewer = new ImageViewer();

3

4 @Override

5 public void receiveImage(ReferenceID source, String messageType,

SerializableImage val) {

6 viewer.showImage(val.getImage());

7 }

8 }

Listing A.9: PerFlow example receiver: Receiver
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B. Reconfiguration times for different configuration sizes

In addition to performance analysis in Section 8.3.1 the following appendix includes

two figures with the time needed to reconfigure the system with configuration

containing 5 or 20 rules.
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Figure B.1.: Time needed to reconfigure the information flow for up to 100 devices.
The values are measured with a configuration containing 5 rules.
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Figure B.2.: Time needed to reconfigure the information flow for up to 100 devices.
The values are measured with a configuration containing 20 rules.
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C. User Study

The following part of the appendix contains all documents used throughout the

two conducted user studies. In Section C.1 the handout for the first user study and

in Section C.2 the handout for the second user study is shown. Both contain first

the explanation of the PerFlow system and a short example. Afterwards, the

scenarios and tasks are explained. Lastly, Section C.3 contains the questionnaire

used for both studies.

C.1. PerFlow Tool: First User Study Handout

The handout for the first user study consists of two pages. The first page described

the goals of the system and provided a short tutorial on how to use it. Additionally,

a small example rule is shown. The second page introduced two scenarios with

several tasks each. Overall, the described visual scripting elements and their

naming differs from the design introduced in 6.6, as they were refined between

the user studies based on the collected feedback.
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liv C. User Study

C.2. PerFlow Tool: Second User Study Handout

The handout for the second user study consists of three pages. The first page

describes again the goals of the system and gives a short tutorial on how to use the

visual scripting tool. The description is shortened and the tutorial simplified based

on the user feedback of the first study. Overall, the wording was less technical.

The second page only shows an example route and the third pages introduces the

scenarios and tasks.
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lviii C. User Study

C.3. Questionnaire

Participant Information

What is your gender?

• Female

• Male

• Other

What is your age?

Are you working in or studying an IT-related field?

• Yes

• No

Please rate your confidence using a computer or similar technological devices?

• Not at all Confident

• Slightly Confident

• Moderately Confident

• Very Confident

• Extremely Confident

What is your highest educational degree?

Scenario-Related Statements

Overall, I am satisfied with the ease of completing the tasks.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)
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Overall, I am satisfied with the amount of time it took to complete the tasks.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

Overall, I am satisfied with the provided information for completing the tasks

(scenario description).

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

Do you have any comments (positive or negative) that are related to the scenarios?

Ease of Use - Statements

I find the application easy to use.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

Learning to operate the application was easy for me.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

My interaction with the application was clear and understandable.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

I find the application to be flexible to interact with.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)
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I find it easy to get the application to do what I want it to do.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

Overall, I am satisfied with how easy it is to use this application.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

Usefulness - Statements

I find the application useful in completing the tasks (configuring the information

flow).

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

I could effectively complete the tasks using this application.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

Using the application enables me to accomplish the tasks (more) quickly.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

This application has all the functions and capabilities I expect it to have.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

lx



lxi

Overall, I find the application useful.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

User Interface and Visual Language - Statements

The organization of information on the screen is clear.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

I find the various functions in this application well integrated.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

The construction of configurations, i.e. rules, is intuitive.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

The functionality of nodes is clear.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

The application gave error messages that clearly told me how to fix problems.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)
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The application prevented me from doing careless mistakes.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

The on-screen messages provided within this application are clear.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

The application is user friendly.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

Overall, I enjoyed using and playing around with the application.

• Strongly Disagree (1)

• ...

• Strongly Agree (7)

Comments

What did you especially like when using the application?

What did you not like when using the application?

Did you encounter any problems?

Further Comments:

Thank you for participating in our user study!

lxii



lxiii

C.4. Survey Results

Study 1 Study 2

S
ce
n
ar
io

Overall, I am satisfied with the ease of completing the
tasks.

5.70 6.00

Overall, I am satisfied with the amount of time it took to
complete the tasks.

5.85 5.96

Overall, I am satisfied with the provided information for
completing the tasks (scenario description).

6.10 5.65

E
a
se

of
U
se

I find the application easy to use. 5.75 6.35
Learning to operate the application was easy for me. 6.10 6.26
My interaction with the application was clear and under-
standable.

5.25 6.17

I find the application to be flexible to interact with. 5.95 6.09
I find it easy to get the application to do what I want it
to do.

5.80 6.35

Overall, I am satisfied with how easy it is to use this
application.

5.95 6.48

U
se
fu
ln
es
s

I find the application useful in completing the tasks (con-
figuring the information flow).

6.45 6.43

I could effectively complete the tasks using this applica-
tion.

6.00 6.13

Using the application enables me to accomplish the tasks
(more) quickly.

5.53 5.83

This application has all the functions and capabilities I
expect it to have.

5.37 5.39

Overall, I find the application useful. 6.21 6.30

U
se
r
In
te
rf
a
ce

The organization of information on the screen is clear. 5.95 6.30
I find the various functions in this application well inte-
grated.

6.11 6.09

The construction of configurations, i.e. rules, is intuitive. 5.70 6.43
The functionality of nodes is clear. 5.45 6.26
The application gave error messages that clearly told me
how to fix problems.

5.79 6.06

The application prevented me from doing careless mis-
takes.

5.71 5.95

The on-screen messages provided within this application
are clear.

6.20 6.15

The application is user friendly. 5.80 6.00
Overall, I enjoyed using and playing around with the ap-
plication.

6.40 6.26

Table C.1.: The average result for each question and both user studies.
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