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Abstract We show that the sequential closure of a family of probability measures on
the canonical space of cadlag paths satisfying Stricker’s uniform tightness condition
is a weak™ compact set of semimartingale measures in the dual pairing of bounded
continuous functions and Radon measures, that is, the dual pairing from the Riesz
representation theorem under topological assumptions on the path space. Similar re-
sults are obtained for quasi- and supermartingales under analogous conditions. In
particular, we give a full characterisation of the strongest topology on the Skorokhod
space for which these results are true.
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1 Introduction

The Riesz representation theorem states that the operation of integration defines a
one-to-one correspondence between the continuous linear functionals on the bounded
continuous functions and the Radon measures on a topological space. On the Sko-
rokhod space, it provides a locally convex way of constructing all cadlag stochastic
processes on the canonical space as tight probability measures. On a conceptual level,

Research is partly supported by a Swiss National Foundation Grant SNF 200020-172815.

D M. Kiiski
matti.kiiski@gmail.com

1 TInstitute of Mathematics, University of Mannheim, B 6, 26, 68159 Mannheim, Germany

Published online: 22 July 2020 €\ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s00780-020-00432-5&domain=pdf
mailto:matti.kiiski@gmail.com

M. Kiiski

any criterion that characterises a certain object should give rise to some kind of com-
pactness when applied uniformly to a family of objects. We relate Stricker’s uniform
tightness condition of semimartingales to the weak™ compactness in the dual pairing
of bounded continuous functions and Radon measures, that is, the dual pairing from
the Riesz representation theorem on the canonical space of cadlag paths.

The weak topologies on the Skorohod space and weak convergence of stochastic
processes, that is, the sequential convergence of laws of stochastic processes for the
weak™ topology induced by the Riesz representation theorem, have been studied ear-
lier in the works of Meyer and Zheng [44], Zheng [58], Stricker [55], Jakubowski et
al. [34], Kurtz [40], Lowther [42] and Jakubowski [31, 33]. We rely heavily on these
earlier results. In particular, we utilise the stability results of Kellerer [36], Meyer and
Zheng [44], Jakubowski et al. [34], Jakubowski [31] and Lowther [42].

Weak topologies are rich in terms of convergent subsequences and have found
various applications in studying convergence of financial markets, see Prigent
[46, Chap. 2], time series analysis in econometrics, see Chan and Zhang [11],
stochastic optimal control, see Kurtz and Stockbridge [41], Bahlali and Gherbal [2],
Tan and Touzi [56], and martingale optimal transport, as introduced by Beiglbock et
al. [3], and extended for a continuous-time parameter by Dolinsky and Soner [15]
and Guo et al. [24]. We aim to provide a functional-analytic framework that uni-
fies and elaborates these existing results and allows extending the analysis beyond
the convergence of sequences. In particular, the framework allows studying the non-
sequential compactness of families of semimartingales. The question of compactness
arises naturally in the context of convex conjugate duality on functions and measures
on the cadlag path space. Many problems in quantitative risk management can be em-
bedded in this framework as convex risk measures and their conjugates; see Follmer
and Schied [21, Chap. 4]. A classical example is the minimal superhedging cost of a
derivative contract over a convex set of hedging positions. We recall the connection
between compactness and the superhedging duality that yields model-independent
price bounds for derivative contracts as originally observed by Beiglbock et al. [3],
and extended to continuous time by Dolinsky and Soner [15] and Guo et al. [24].

The objective of the paper is to provide a weak™ compactness result for cadlag
semimartingales under the most general topological assumption on the path space.
Our main contribution is to unify the previous results on the weak convergence of
semimartingales and provide an easy method for constructing weak™ compact sets of
semimartingales on the canonical space of cadlag paths. We also give examples of
such sets and show that the examples are consistent with earlier results for Banach
spaces of stochastic processes defined over a common probability space.

We characterise the strongest topology on the Skorokhod space for which our main
result is true. A natural candidate is Jakubowski’s S-topology, due to its tightness cri-
teria. However, it is an open problem whether the S-topology possesses a separation
property so that the aforementioned Riesz representation theorem is true. We address
the problem of regularity by introducing a new weak topology on the Skorokhod
space that has the same continuous functions as the S-topology, suitable compact
sets and additionally satisfies a strong separation axiom. The topological space is
perfectly normal (7g) in comparison to the Hausdorff property (7>) that has been ver-
ified for the S-topology. The topology is obtained from Jakubowski’s S-topology as a
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result of a standard regularisation method that appears already in the classical works
of Alexandroff [1, Chap. 2] and Knowles [38]. Our contribution is to carefully show
that the important properties of the S-topology are preserved in the regularisation.

The rest of the paper is organised as follows.

In Sect. 2, we give rigorous definitions of semimartingale measures and related
notions on the canonical space of cadlag paths. We also provide a brief introduction
to the aforementioned Riesz representation theorem that is the basis of our approach.
The main results, examples and financial motivation are given in Sect. 3. The proofs
of the main results and the required auxiliary results are provided in Sect. 4. In Sect. 5,
we characterise the strongest topology on the Skorokhod space for which the results
of the two previous sections are true. Some definitions and technical results are omit-
ted in the main part of the article and are gathered in the Appendix.

Conventions and notations Throughout, the comparatives ‘weaker’ and ‘stronger’
should be understood in the wide sense ‘weaker or equally strong’ and ‘stronger or
equally strong’, respectively. We say that two topologies are ‘comparable’ if one is
stronger than the other.

We fix the following notations: No := {0} UN and R := R U {4o00}. For any
x=(x1,x2,...,x3) € R, we set |x| := Z;j:] lx;], xt = Zf;l xl.+, X" = Zle x;
and [|xloo = |x1| V [x2] V -+ V |xql.

Further, D, D(7) and D(7; R?) denote the R?-valued cadlag functions on 1; V([)
denotes the functions of finite variation on /. We equip D with a topology which is
not yet specified at this point.

By C(X) we denote the family of continuous functions on a topological space X,
e.g. X =D, while U(D) denotes the family of upper semicontinuous functions on D,
and B(D) the family of Borel functions on . We add a subscript ; if we want the
functions to be bounded as well. Also By(ID) denotes the family of bounded Borel
functions on [D vanishing at infinity.

When talking about measures on a topological space, we follow Bogachev
[8, Chap. 7]; so all measures are o-additive and have values in R, hence are signed
measures of finite total variation. By M (ID) we denote the family of Radon measures
(of finite total variation) on the Skorokhod space D, while M; (D) (resp. M, (D))
denotes the family of r-additive (resp. o -additive) Borel measures (of finite total
variation) on ID; see [8, Definition 7.2.1]. If M, (D) = M, (D) = M, (D), we denote
all three families by M(ID). Also M (D) denotes the family of nonnegative elements
of M(D).

By P(D) (resp. P(RY)) we denote the family of all probability measures on the
Skorokhod space ID (resp. the Euclidean space RY).

Moreover, (D), B(D) and Ba(D) denote the families of compact, Borel and
Baire sets on the Skorokhod space I, respectively. Similarly, B(R¢) denotes the
Borel sets on the Euclidean space R¢.

For a process X : Q x [ — RY and a subset J C I, we write X J for the re-
striction of X to J, ie., X;: Q2 x J —> RY. In the case of a singleton J = {t},
t € I, we suppress the dependence on the set J and simply write X; for the
value of X at 7, whence X, : Q@ — R, We set || X|oo (@) := sup,c; 1 X¢(w)]loc and
X llv (@) == Y, sup {1 X4 (@) |+ X4, |X; (@)= X _ ()|}, where the supremum
is taken over all finite partitions 7 of .
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By E¢[f1:= [ fdQ we denote the integral, for a measurable function f : 2 — R
and a probability measure Q on (2, F), and by || fllzr(g) the LP-norm. For
X:QxI— R we set 1 XLy == Il X lloollLrP(0)-

For p > 1, | Xllnr (o) = M|l + lIAllvIlLr (@) is the (maximal) H#-norm for a
semimartingale X whose canonical decomposition under Q is X = M + A.

Also £(Q) denotes the family of elementary predictable processes which are
Q-a.s. bounded by 1, for a probability measure Q on (€2, F). Then

d d n
(HeX) =) H{X)+ ZZH&_I (Xong =Xing )o 1€l (LD
i=1 i=1 k=1

denotes the stochastic integral for H € £(Q) and the canonical process X ; the depen-
dence on Q is omitted in this notation. For p > 1, we set

1 Xllerg):= sup [(H @ X)|lLr(g)-
HeE(Q)

By NJ‘T"b we denote the number of upcrossings of an interval [a, b] with respect to
a partition 7 of 7, and by N*? = sup_. N;’b the number of upcrossings of an interval
la, b].

Also AX := X; — X;— denotes the jump of X at ¢; [w]’ denotes the restriction of
w to [0, t], while — o denotes convergence in LO(Q).

Terminology We provide some frequently used terminology. Standard literature
references for general topology and topological measure theory are [16, Chap. 1] and
[8, Chap. 7].

Let X be a topological space. A subset Z C X is called compact if every cover of
this set by open sets contains a finite subcover; relatively compact if Z is contained in
a compact set; sequentially compact if every infinite sequence of elements of Z con-
tains a subsequence converging to an element of Z; relatively sequentially compact
if every infinite sequence of elements of Z contains a subsequence converging in X.

Remark 1.1 In contrast to the case of a metric space, in a general topological space,
neither does compactness imply sequential compactness nor the other way round.

The closure c1 Z of Z is the set of all points x € X such that every neighbourhood
of x contains at least one point of Z. The sequential closure [Z]seq of Z is the set of
all points x € X for which there is a sequence in Z that converges to x.

Remark 1.2 In contrast to the case of a metric space, in a general topological space,
the sequential closure of a set is not necessarily a sequentially closed set.

All topological spaces considered are Hausdorff (1>), and a Hausdorff space X is
called:

— regular (T3) if for every point x € X and every closed set Z in X not contain-
ing x, there exist disjoint open sets U and V suchthatx e U and Z C V;
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— completely regular (T 1 ) if for every point x € X and every closed set Z in X not

containing x, there exists a continuous function f : X — [0, 1] such that f(x) =1
and f(z)=0forall z € Z;

— perfectly normal (Tg) if every closed set Z C X has the form Z = f~!(0) for
some continuous function f on X;

— paracompact if every open cover of X has an open refinement that is locally
finite;

— k-space if a set Z C X is closed in X provided that the intersection of Z with
any compact subspace K of X is closed in K;

— sequential space if every sequentially closed set is closed;

— Fréchet-Urysohn space if every subspace is a sequential space;

— Polish space if the space is homeomorphic to a complete separable metric space;

— Lusin space if the space is the image of a complete separable metric space under
a continuous one-to-one mapping;

— Souslin space if the space is the image of a complete separable metric space
under a continuous mapping;

— Radon space if every Borel measure on the space is a Radon measure;

— perfect space if every Borel measure on the space is perfect, i.e., for every Borel-
measurable function f and every Borel measure Q, the set f(X) contains a Borel set
B for which Q[ f~1(B)] = Q[X];

— angelic space if every set Z C X with the property that every infinite sequence
of its elements has a limit point in X also possesses the following properties: Z is
relatively compact and each point in the closure of Z is the limit of some sequence
in Z.

Remark 1.3 For closed subspaces, all these properties are hereditary, meaning that if
the space has a property, then a closed subspace endowed with the relative topology
has that property as well. So all discussion on these properties generalises as such for
relative topologies on closed sets.

2 Cadlag semimartingales as linear functionals

In this preliminary section, we define the canonical space for cadlag semimartingales
and related measures and continuous linear functionals.

2.1 Canonical space of cadlag paths

We fix I to denote a usual time index set of a stochastic process, i.e., I := [0, T']
for 0 < T < oo or I :=[0,00). The Skorokhod space D(/; Rd), d € N, with the
domain I consists of all R%-valued functions @ on I that admit a limit w(f—)
from the left for every + > 0 and are continuous from right, w(¢) = w(t+), for
every t < T. We call such functions cadlag. The space ([0, oo]; R?) is regarded
as the product space ([0, 00); R?) x R?; see Appendix A.l and note the differ-
ence between [0, co] and [0, 00). We write w = (!, ..., %) for w € D(I; R?) with
o) = (@'(1),...,0% 7)) for every t € I. We denote by X the canonical process
on D(I; RY), ie., X;(w) = w(r) for all (t,w) € I x D(I; RY). We write X’ for each
coordinate process of the canonical process X fori <d.
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We endow the Skorokhod space D(/; R9), d € N, with the right-continuous ver-
sion F; := ﬂ8>0 r1e Of the raw canonical filtration ]-'0 =0 (X :s <t) generated
by the canonical process X on D(I; RY).

Remark 2.1 The right-continuous version of the raw canonical filtration is needed in
the proof of Proposition 4.15. Alternatively, we could use the universal completion
of the raw canonical filtration; see Proposition 4.3 (b).

A cadlag stochastic process is identified with a probability measure on the fil-
tered canonical space (D(/; RY), Fr, (Ft)ier), where T = sup,.;t € (0,00] and
Fr:=V,e; F =\/,¢; F:. The family of all probability measures, i.., cadlag pro-
cesses, on (D(I; RY), Fr) is denoted by P(D(/; RY), Fr), and two elements of
P(D(I; R?Y), Fr) are identified as usual, ie., P = Q, if (and only if) one has
P[F]= Q[F]forall F € Fr;cf. Sect. 4.1.3.

2.2 Semimartingales on the Skorokhod space

We recall some basic concepts of semimartingale theory in the present setting.
All semimartingales are assumed cadlag. We adopt the terminology of Dolin-
sky and Soner [15] and Guo et al. [24] and call a probability measure Q on
(D(I; RY), Fr) a martingale measure if the canonical process X is a martingale
on (D(I; RY), Fr, (Fier, Q) (up to oo if I = [0, 00]). Note that X is a martin-
gale on [0, oo] if and only if X is a uniformly integrable martingale on [0, 00); see
e.g. [45, Theorem 1.1.2 (2)]. We say that the canonical process X is L?”-bounded, for
some p > 1, on (D(I; RY), Fr, Q) if sup; 7 1 X¢llLr(g) < 00.

(Special) semimartingale and supermartingale measures are defined similarly to
martingale measures. On (D(/; RYY, Fr, (Fier, Q), for a fixed probability measure
0, let £(Q) denote the family of elementary predictable integrands, i.e., the family
of adapted caglad processes of the form

= Hi1() + Z Lo i i<d, 2.1

wheren e N,0=1, <t <--- < t,il are in I and each Ht’[ is an J,;-measurable ran-
k k

dom variable satisfying |Htii | <1 Q-a.s. Forafamily Q € P(D(/; R?), Fr), consider
k

the condition

lim sup sup QI[|(H e X)/|>c]=0, Viel, aT)
TP 0ecQHEE(Q)

where H e X is the elementary stochastic integral defined in (1.1). The condition (UT)
was introduced by Stricker in [55]. By the classical result of Bichteler—Dellacherie—
Mokobodzki, a probability measure Q on (D(/; Rd), JFr) is an (F;)sey-semimartin-
gale measure if and only if Q = {Q} satisfies the condition (UT). The family (2.1)
of processes generates the predictable o-algebra, and the condition (UT) is some-
times called the predictable uniform tightness condition (P-UT). Remark that for
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semimartingale measures, no integrability condition is imposed on Xy, i.e., the lo-
calisation of the local martingale in a semimartingale decomposition is understood
in the sense of [25, Definition 7.1]; cf. [29, Remark 6.3]. We call a semimartingale
measure Q of class HP if

1X N0 () = inf { | 1M lloo + N AN | gy - X = M + A} < o0,

where the infimum is taken over all semimartingale decompositions of X into a lo-
cal martingale M and a finite variation process A with Ag = 0, all on the space
D RYY, (F)er, Fr, Q). In fact, if Q is a semimartingale measure of class H?”
for some p > 1, then X decomposes into a martingale M and a predictable finite
variation process A, i.e., X is a special semimartingale under Q.

To obtain compact statements for quasi- and supermartingales, we introduce two
conditions. The first condition is

sup sup (EQ[|X,|] + sup Egl(He X),]) < 0. (UB)
QeQ rel HeE(Q)

The second condition is the same condition, but the L!-boundedness is strengthened
to the uniform integrability of the negative parts, for every r € I, i.e.,

Q satisfies (UB) and lim sup EQ[X ]l{X >C}] =0, Vveel. (U]

c—>00 QEQ

The uniform integrability in (UI) yields the convergence of the first moments that
preserves the supermartingale property; see Proposition 4.13. If we insist that ¢}, = ¢
in (2.1), then the second supremum in (UB) is attained, by choosing

Hk—51gn(EQ[ | ]) 1<k<n,i<d,

for which the value of the integral is equal to the (F;);c7-conditional variation of X i
on [0, 7],

Var? (X') —SUPEQ|:|X <0>|+Z\EQ Xy |y 1]} i=d,
k=1

where the supremum is taken over all partitions 0 < té < tf <...< t,’; =t,neN;
see e.g. [14, Appendix II]. A probability measure Q on (ID(/; RY), Fr) is a quasi-
martingale measure if and only if Q = {Q} satisfies the condition (UB); see e.g.
[25, Definition 8.12]. Moreover, a quasimartingale is an 7!-semimartingale if and
only if it is bounded in the L1 norm; cf. [14, VIL(98.9)]. Finally, let us note that
we have the hierarchy

(U) = (UB) = (UT). (2.2)

The first implication is obvious. The second implication follows from Lemma 2.2.
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Lemma 2.2 There exists a constant b > 0 such that for any Q € P(D(), Fr),
H € £(Q) and ¢ > 0, we have

b
OlI(H o X)i| > c1 = = (EgUXi[1+ sup Eol(H'eX)1), 1€l (23
¢ H'eE(Q)

where the right-hand side is possibly infinite.

Inequality (2.3) is well known, but we provide a proof for the convenience of the
reader in Appendix A.2.

A family Q € P(D(I; RY), Fr) is called J!-tight if it is exhausted by a se-
quence of J'-compact sets; see Appendix A.1.4. Following the classical terminology
[25, Definition 15.48], we say that a family Q € P(D(1; R?), Fr) is C-tight if it is
J!-tight and satisfies

sup Q[sup|AXs|>c]=0, Vtel,Ve>0.
QeQ s<t

The paths of the canonical process X of D(/; RY) lie in C(I; R?) Q-almost surely
if and only if Q@ = {Q} is C-tight on D(/; R%). An analogous assertion is true for
Holder-continuity.

The Markov property is not preserved by the convergence of finite-dimensional
marginal distributions, but a stronger property is needed; cf. [42, Sect. 2.3]. Following
Lowther [42], we call a probability measure Q € P(D(/; R?), Fr) Lipschitz—Markov
if for every s,7 € I with s < ¢, for every bounded Lipschitz-continuous function
g: RY — R with a Lipschitz constant L(g) < 1, there exists a bounded Lipschitz-
continuous function f :RY — R with a Lipschitz constant L( f) < 1 such that

f(Xs)=Eglg(X) | F]  Q-as.

The Lipschitz—Markov property is indeed stronger than the Markov property; con-
sider the sequence of functions g, (x) = —n V |x| A n, n € N, on R?. The Lipschitz—
Markov property was first studied by Kellerer [36].

2.3 The Riesz representation on the canonical space

The Riesz representation theorem for the laws of D-valued random variables, i.e.,
stochastic processes, requires topological assumptions on the canonical space.

Assumption 2.3 The Skorokhod space D is endowed with a topology under which
D is a completely regular Radon space and the Borel o-algebra coincides with the

canonical o -algebra.

The strict topology Bo on Cp(D) is a locally convex topology generated by the
family of seminorms

Pe(f) = 1/gllco f €Cy(D), g € Bo(D),
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where
Bo(D) :={f € Bp(D) : Ve > 03IK?® € K(D) such that | f (x)| <&, Vx ¢ K¢}.
The collection of finite intersections of the sets
Voo ={f €Cp(D): pe(f) <&}, g €Bo(D), e >0,

forms a local basis at the origin for the topology Bo.

The linear space of all By-continuous linear functionals on Cp (D) is isomorphic to
the linear space M(ID) of all countably additive measures of finite total variation on ID.
More precisely, under Assumption 2.3, we have the following Riesz representation
theorem on the Skorokhod space. See Sect. 2.3.1 for a reference to a proof.

Lemma 2.4 Assume that the Skorokhod space D satisfies Assumption 2.3. Then any
w € M(ID) induces a Bo-continuous linear functional on Cyp(D) by

up(f) 1=/fd,u, f € Cyp(D), 24
and any Bo-continuous linear functional on Cyp(D) is of the form (2.4) for some
unique p € M(ID), and the one-to-one correspondence 1 <> u, defined by (2.4) is

linear.

For the elements of P(D) € My (D), we write

Eolfl= f fdQ.  feCyD), Q ePD).

The weak™ topology on M(D) is a locally convex topology generated by the family
of seminorms

pr(u) = ‘/fdu

, f €Cp(D), u € M(D). 2.5)

We write g —>y* u for anet (g )gea With a directed set A in M(ID) converging in
the weak™ topology to u € M(D), i.e., if

/ fda — / fdp,  YfeCyD). 2.6)

In the case that the Skorokhod space D is endowed with a metric topology, the weak*
topology on the nonnegative orthant M (D) is metrisable, i.e., the family of semi-
norms (2.5) can be replaced with a single metric, and consequently it is sufficient
to consider sequences (i, ),eN in (2.6) that define a topology; see e.g. [8, Sect. 8.3].
Thus the weak™* topology then coincides with the classical notion of the topology of
weak convergence widely used in probability theory, that is, the convergence

Eo,[f1— Eolf]. vfeCpD),
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for probability measures (Q,),en and Q on a metric space . Following Sentilles
[50], we write ‘weak™®’ in place of ‘weak’ to distinguish the topology from the weak
topology on the bounded continuous functions in the pairing of Lemma 2.4.

2.3.1 Background

The classical Riesz representation theorem is stated as a Banach space result for
bounded continuous functions vanishing at infinity on a locally compact space. The
strict topology Bo, introduced by Buck in [10] for locally compact spaces, gives up
the Banach space structure, but allows relaxing the assumption that the bounded con-
tinuous functions are vanishing at infinity. Further observations in the 1970s by Giles
[22] and Hoffmann-Jgrgensen [28] led to a generalisation of the Riesz representa-
tion theorem for completely regular spaces; locally compact spaces are completely
regular. The weak™ topology was thoroughly studied by Sentilles in [50] in the case
of a general completely regular space. A streamlined proof for Lemma 2.4 can be
found e.g. in the book of Jarchow [35, Sect. 7.6]. The proof relies on the fact that on
a completely regular space, every continuous function admits a unique continuous
extension to the Stone—Cech compactification of the space. The fact that the under-
lying topological space is completely regular (7, 1 ) is also necessary for the Riesz

representation theorem in the sense that the separation axiom cannot be relaxed to a
weaker one as there exist examples of regular (73) spaces on which every continuous
function is a constant, and on such a space, the Riesz representation theorem can-
not be true; see [26]. However, in our setting, it suffices to assume that the space is
regular; see Sect. 4.1.

3 Main results and examples

A stochastic process is regarded as a probability measure on the canonical space, and
the family of all probability measures (processes) on the canonical space is endowed
with the weak™ topology (2.5) of the Riesz representation theorem (2.4). We impose
the following assumption on the canonical space.

Assumption 3.1 The Skorokhod space is endowed with a regular topology that is
weaker than Jakubowski’s S-topology, but stronger than the Meyer—Zheng (MZ)
topology.

The S*-topology introduced in Sect. 5 meets the previous requirements and is the
strongest topology on the Skorokhod space for which the results are true; see Theo-
rem 5.13 and Remark 5.14.

3.1 Motivation by the analysis of a problem in finance

This work was initiated by investigations in robust pricing of derivative contracts
by Guo et al. [24, Lemma 3.7] and the current author together with Cheridito et
al. [12, Corollary 6.7]. In parallel work [12], we describe a general superhedging/
sublinear-pricing paradigm and its relation to the compactness studied in the present
work.
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In our application, the canonical process X represents the value of an underlying
asset that can consist of liquid options or common stocks. The objective is to de-
termine the price for a derivative contract £ that is a function of X, i.e., £ : D — R.
Every viable pricing model Q € P(D) for a class D(Fr) of Fr-measurable derivative
contracts on the underlying asset X must satisfy

Eg[§] = ®(8), V& € D(Fr),

where @ (&) denotes the greatest lower bound for the initial capital requirement at
time + = 0 of all portfolios that produce a value greater than or equal to £ at time
t =T, for every possible realisation of the underlying X. Indeed, otherwise it is pos-
sible to make a sure profit by creating a portfolio that consists of a short position in a
derivative contract £ € D(Fr) and a long position in a portfolio that produces a value
greater than or equal to £. On an efficient market, this should not be possible; cf. the
seminal work by Black and Scholes [6, Abstract]. On the other hand, for £ € D(F7),
if the least upper bound V(&) for the expected value of & over all viable pricing mod-
els is taken to be the lower bound for the price of &, then one may ask whether this
lower bound coincides with the upper bound given by the superhedging price given
as (&), i.e., one seeks sufficient conditions for the equality

V(E) =), VE € D(Fr).

In the case of an increasing sublinear @, it turns out that the necessary and suf-
ficient condition for the two values to be equal for D(Fr) = Cp(D) is the lower
Bo-semicontinuity of ® on Cp(ID). The question whether the set of viable market
models is weak™ compact then arises naturally. Indeed, the weak* compactness al-
lows extending the duality correspondence immediately to D(Fr) = Up(D) and is
also a sufficient condition for the duality to hold on D(F7) = B, (D), under an-
other continuity assumption on ®, namely the upper o-order semicontinuity of &
on B, (D), provided that the underlying space DD is perfectly normal (7). These ex-
tension criteria are classical in measure transport; consult e.g. the seminal work by
Strassen [52].

Although no probabilistic assumption on the stock dynamics is made a priori, it is
reasonable to restrict to the class of semimartingale measures, which form the largest
class of stock price models for which it is impossible in a frictionless market to make
unbounded profits (or losses) by selling and buying the stock in a non-anticipative
manner. Indeed, this is the statement of the Bichteler—Dellacherie-Mokobodzki the-
orem. Further, if one allows non-anticipative trading of the underlying asset without
transaction costs and no interest rate, then all viable pricing models are martingale
measures on the canonical space of cadlag paths satisfying an additional half-space
constraint posed by the prices of statistically traded European options. Indeed, if there
are static positions available on the market, they translate to half-space constraints on
the viable martingale measures. This is the so-called martingale optimal transport
problem studied e.g. in the aforementioned works of [3, 15, 24, 12].

3.2 Main results

The following Theorem 3.2 is our main result that together with its corollaries and an
auxiliary lemma provides an easy method of constructing weak™ sets of semimartin-
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gale measures. The statement regarding sequential compactness in Theorem 3.2 re-
fines the classical results of Meyer and Zheng [44], Stricker [55] and Jakubowski [31]
for semimartingale measures, i.e., for semimartingales on the canonical space. The
statement about (non-sequential) compactness is, to the best of our knowledge, a new
result.

The proofs are postponed to Sect. 4.3.

Theorem 3.2 Let S be a family of semimartingale measures satisfying the condition
(UT). Under Assumption 3.1, the set [Slseq is a weak™ compact and sequentially
weak® compact set of semimartingale measures.

Corollary 3.3 Let Q be a family of quasimartingale measures satisfying the condi-
tion (UB). Under Assumption 3.1, the set [ Qlseq is a weak™ compact and sequentially
weak® compact set of quasimartingale measures.

Corollary 3.4 Let M be a set of supermartingale measures satisfying the condition
(UD. Under Assumption 3.1, the set [M]seq is a weak™ compact and sequentially
weak* compact set of supermartingale measures.

By combining one or both of the assertions of the following Lemma 3.5 with
Theorem 3.2, or one of its corollaries, one obtains compact sets of continuous and
Markov semimartingales, quasimartingales and supermartingales.

Lemma 3.5 Let P be a family of probability measures on the Skorokhod space. Un-
der Assumption 3.1, we have the following:

(a) If the set P is C-tight, then the set [Plseq consists of continuous processes.

(b) If each measure in the set P is Lipschitz—Markov, then the set [ Plseq consists
of Lipschitz—Markov processes.

3.3 Examples

The following Example 3.6, essentially an observation made by Guo et al.
[24, Lemma 3.7], was our original motivation to study weak* compactness in the
present setting. In Example 3.6, we allow an infinite time horizon, i.e., the index set

I =10, T] for some T € (0, oc].

Example 3.6 Let M" be the family of uniformly integrable, hence L'-bounded mar-
tingale measures and P a weak™ compact subset of P(R). Then the set

M ={QeM":QoX;' €P)
is weak™® compact and sequentially weak™ compact.
Proof We adapt the proof of [24, Lemma 3.7]. For a > 0, we have

Eol|X:|L(x,12a)) < 2Eol(IX/| —a/2)T1 < 2Eo[(IX7]| —a/2)*]
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uniformly over (¢, Q) € I x M%, and
Eg[(HeX)]=0

for every elementary predictable |H| < 1, every ¢t € I and every Q € M". Thus by
the general form of Prokhorov’s theorem, see e.g. [8, Theorem 8.6.2], the family M7,
satisfies the condition (UI); cf. [29, Lemma IX.1.11]. By Example 5.10 (b) below,
the evaluation mapping is (sequentially) continuous at the terminal time; so we have
M“p = [M?;]seq- A measure Q is a martingale measure for X on D(/; R9) if and
only if Q is a supermartingale measure for X’ and —X' for every i < d; so by Corol-
lary 3.4, the set M, is weak™ compact and sequentially weak™ compact. O

Example 3.7 Let MP denote the family of L”-bounded martingale measures. Then
the sets

ME:={0 e MP 1 ||X||Lroo(g) <7}, r>0, 3.1

are weak™ compact and sequentially weak* compact for 1 < p < oo.

Proof The increasing continuous function y — y” composed with the lower semi-
continuous function y = ||w||« is lower semicontinuous, see Lemma A.12, and non-
negative. So by [8, Proposition 8.9.8], the functional || X||zr.cc(g) is lower semicon-
tinuous in the weak* topology. Thus the set M’ is weak* closed for 7 > 0 and p > 1.
The L”-boundedness for p > 1 implies that the set MY satisfies the condition (UT)
for r > 0 and p > 1 and hence is weak* compact and sequentially weak™ compact;
cf. Example 3.6. g

Assume that a probability measure Q is fixed and p > 1. Then the Hardy space
of L?(Q)-bounded (equivalence classes of indistinguishable) cadlag martingales,
MP(Q) := MP(DU;R), Fr, (Fi)ier, Q), can be identified with the Lebesgue
space L?(Q) := L?(D(; R), Fr, Q). Indeed, there exists a linear one-to-one corre-
spondence between the (uniformly integrable) L (Q)-bounded martingales on [0, T']
and the random variables X7 of L?(Q), p > 1,aseach X7 € L?(Q) defines a Q-a.s.
unique cadlag L”(Q)-bounded martingale on [0, 7] via

X;:=Eg[Xr|F], 1€[0,T],

and conversely, each such cadlag martingale has a (Q-a.s. unique terminal value
Xr € LP(Q). By Doob’s maximal LP-inequality, the LP-°°(Q)-norm on MP”(Q)
and the L”(Q)-norm on LP(Q) are equivalent for p > 1. In the case p =1,
there is no one-to-one correspondence, but we only have /\/ll(Q) C Ll(Q) for
I = [0, 00). Further discussion on this one-to-one correspondence can be found e.g.
in [14, VII.64].We mention [54, Theorem 3], where this one-to-one correspondence
is used in the construction of semimartingale decompositions for quasimartingales,
which forms a central step in the classical proofs for the Bichteler—Dellacherie—
Mokobodzki theorem.

In the case of a fixed probability measure Q, due to the one-to-one correspon-
dence, the weak™® compactness follows alternatively from classical results for Banach
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spaces L?(Q), p > 1. For p > 1, the space L”(Q) is a reflexive Banach space; so the
(sequential) weak* compactness of the sets (3.1) follows from the Banach—Alaoglu
theorem in conjunction with the Eberlein—Smulian theorem; see [55]. The Dunford—
Pettis theorem states that a uniformly integrable subset of the non-reflexive Banach
space L' (Q) is relatively sequentially compact in the weak topology; but the random
variables in L'(Q) are not in one-to-one correspondence with either the family of
Ll'oo(Q)—bounded or the family of L! (Q)-bounded martingales for I = [0, c0).

Example 3.8 Let H? denote the family of H”-semimartingale measures. Then the
sets

S ={Q e HP 1 | XllLroo(o) + IXllgrcy <7}, 7 >0,

are weak™ compact and sequentially weak* compact for 1 < p < oo.

Proof The sets Srp ,r >0, p> 1, satisfy the condition (UB); so by Corollary 3.3, the
sets [SP Jseq are weak™ compact and sequentially weak® compact sets of quasimartin-
gales. Moreover, for any sequence (Q,),en in S/ converging in the weak™ topology
to some Q, we have

I Xl2roe() < liminf || X]|1poc(om <00 (3.2)

for p > 1; cf. Example 3.7. Thus we have [S/]seq € H'; cf. [14, VIL98]. To show
that ¥ = [} 1seq and [S/lseq € H”, we introduce an auxiliary class A of smooth
elementary integrands of the form

=17

k

Ai=§ Al i i<d,
; Jj—1
j=1

where k e N, 0 = té < t{ <...< t,i in I, each Aii is a continuous F,i _-measurable
J i
function satisfying |A’;| < 1, and each ¢,; i is a smooth function on I vanishing
tl]' tjfl’[j
: i i iy - i i
outside (tj_l, 1 +ej) for some g, € (tj, tj+
NON-Z€10 @i i (tp) el—1,1]forty =T, cf. (A.2). Now let Q € [Srp]Seq and assume
k—1°

we are given an elementary predictable integrand H = (H i)le, i.e., an element of

£(Q), see (2.1), such that each Htit- in (2.1) is f-ﬁ -measurable. By [13, IV.69 (¢)],
j i

1) and satisfying |¢,i 1 Al = 1; we allow
J=

the domain of Fﬁi-measurable functions is homeomorphic to a closed subset of
D(I; RY); cf. Cor(j)llary A.11. Thus by Lusin’s theorem in conjunction with Tietze’s
extension theorem, for every ]-"g _-measurable |H t’}| < 1, there exists a sequence
of continuous .Fﬁ _-measurable functions (AZ")%N with |A2-_n| < 1 and such that
A;;" — Ht’} Q-as. as n — 00; see e.g. [17] and [16, 2.1.8.]. Moreover, caglad step
functions can be approximated from the right with smooth functions, and smooth
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functions can be approximated from the right with caglad step functions; so there ex-
ists a sequence (A"),en, A" = (A" ”)l 1> of elements of A such that [|A" |y < [|H v
Q-as. forall n e N and (A" e X)7 — (H e X)r Q-a.s. as n — oo. Integrating by
parts, we get

(A" @ X)7| = (IXTAT| + I Xl A" Iv) < cll X lloos Ap=0,neN, (33)

where ¢ :=2||H|ly < oo Q-a.s. and || X||cc € LP(Q) by (3.2). Thus by dominated
convergence, for any Q € [SP Jseq> we have

nlggo (A" @« X)7llLr(0) = I(H @ X)7llLr(0).

The elements of A can similarly be approximated with elements of £(Q). More-

over, due to the uniform bound (3.3), for any sequence of integrands bounded in

total variation, the right-continuity of X = (X D CR Xd) allows to relax the

}'g -measurability of the random variables H,i to }—,(3 -measurability, and further to
i~ J

ti+-measurability; cf. (4.17) below. Thus for any Q € [Srp Jseq» we have

1 Xller@) = 1 X1l ar (@) := sup (A e X)TllLr(@).
AcA

Now since each A’ of A = (A’)" | in A is continuously differentiable in # for every
w € D(I; RY), the function |(A e X)7|P is continuous, see (A.2), and nonnegative.
So by Proposition 4.5 and [8, Proposition 8.9.8], the functional ||(A e X) 7| Lr(g) is
weak* lower semicontinuous on S/ for every A € A. Consequently, the functional
I X1l4r () is weak™ lower semicontinuous on SY, which in conjunction with the
weak™ lower semicontinuity (3.2) of the functional ||X||zr.(g) yields the weak*
closedness of the sets S in £P. Indeed, for any r > 0 and p > 1, for any sequence
(Qn)nen in S} converging in the weak™ topology to some Q, we have

1 X1ILroo(@) + 1 XNlgr o) = 1 X Loy + 1 X 1 AP (@)
<1 1 ,00 p
= iminf([| X[Lro(g,) + 1 X1.ar(0,)

= limi 00 <
lzlgggf(llxllw o T 1 Xllgron) =1,

ie., 0 € S’. Thus we have S” = S”]W%c HP, i.e., the sets S/ are weak* compact
for r > 0 and p > 1. Every element in S, is indeed an H”-semimartingale measure;
cf. (3.4) and (3.5) below. O

The pseudonorm in Example 3.8 given by the sum of the L”>*°-norm and the
Emery pseudonorm

IXllercoy:= sup [[(H e X)7llLr(0), p=>1, (3.4)
HeE(Q)

is equivalent to the (maximal) £7-norm

IXllgrcgy = [IMlloo + ANV ] 1p gy P 1, (3.5)
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where X = M + A, Ap = 0, denotes the canonical semimartingale decomposition
of X under Q; see [14, Theorem VII.104 and subsequent remark]. Fix a probability
measure Q and p > 1. Then the Hardy space H” (Q) :=H? (D(I; R), Fr, (Fi)ier, Q)
of HP”(Q)-bounded (equivalence classes of indistinguishable) semimartingales is
a Banach space; see [25, Problem 10.10]. For martingales in particular, the norm
I Xller (o) is equivalent to the norm || X||r.(p), and as mentioned in the context of
Example 3.7, there is an analogous Banach pairing

(M?(Q)' = (L7(Q)) = L(Q) = M*(©)

for p,q > 1 with 1/p + 1/q = 1; see [14, beginning of Sect. VIL.3] and [25, Prob-
lem 10.29].

In contrast to the classical Banach space pairing, the pairing of the Riesz rep-
resentation theorem makes it straightforward to construct compact sets of continu-
ous and Markov processes by invoking the classical stability criteria for almost sure
(Holder-)continuity and the (Lipschitz—)Markov property.

Example 3.9 Let S be a set of semimartingale measures satisfying the condi-
tion (UT).
(a) Assume that there exist constants a, b, ¢ > 0 such that

sup EQ[|X,—XS|“]§b|s—t|1+C, Vs, tel. 3.6)
QeS

Then the set [S]seq is a weak™ compact set of continuous semimartingales.

(b) Let Q be the standard Wiener measure on the Skorokhod space D(R; R).
Assume that for every Q% in P, there exists a function o : Ry x R — R that is
continuous, continuously differentiable in the first component, and that Q¢ is the law
of a (unique strong) solution X% of

t
X$eR,  X¥=X¢ +/ 0%, X*)dX,, Vi>0,Q-as. (3.7)
0

Then the set [S]seq is a weak™ compact set of Markov semimartingales.

Analogous assertions to (a) and (b) are true for the sequential closures [Q]seq
and [M]seq of a set Q of quasimartingale measures and a set M of supermartingale
measures satisfying the condition (UB) and (UI), respectively.

Proof (a) The Kolmogorov continuity criterion (3.6) is a sufficient criterion for the
C-tightness of S; see e.g. [48, XII.1.8]. Thus the statement follows from Theorem 3.2
in conjunction with Lemma 3.5 (a).

(b) We adapt the argument of [27, Proposition 5]. Under the given assumptions,
an equation of the form (3.7) admits a unique strong solution. For fixed «, s > 0 and
x € R, let X*5* = (X{"*"),>, denote the solution to

'
Xt =x, X7 =x —I—/ o%u, Xy )dX,, Vt=>s,Q-as.
s
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and define the process M*** = (M)~ by M{"** := %X?"S‘X. Then for every
t > s, we have

t ] 1 /! )
M =exp (/ o (u, X34 dX, — E/ @)%, X,‘f’”)du) Q-as.,
s s

where o := 3%0"‘. The process M®** is a nonnegative local martingale, so that
M >0 Q-as. and Eg[M;"*"] < 1 for every ¢t > s. Assume now that g is a
bounded continuously differentiable function with |g’(x)| < 1 for every x € R, and

fix # > s > 0. Then define the function f : R — R by
f@):=Eglg(X{"" 1. xeR.
The function f is bounded and continuously differentiable with
|f'0) = Eolg' (X" M 1< 1, xeR.

Therefore X% = (X{);>0 satisfies the Lipschitz—Markov property on the space
DR+; R), Foo, (F1)r=0, Q) for every «, i.e., the law Q¢ of X* is a Lipschitz—
Markov measure on the space (D(R4; R), Foo, (F7)s>0) for every «. Thus by Theo-
rem 3.2 in conjunction with Lemma 3.5 (b), every element of [P]seq is a (Lipschitz—)
Markov semimartingale measure.

The statements for quasimartingale measures and supermartingale measures are
obtained by replacing Theorem 3.2 above with Corollary 3.3 and 3.4, respec-
tively. d

4 Auxiliary results and the proofs for Sect. 3.2

The purpose of this section is to provide the proofs for Theorem 3.2 and its corol-
laries that we omitted in Sect. 3.2 and the required auxiliary results leading to the
proofs. In Sect. 4.1, we establish three basic results for the weak™ topology deployed
in the proof of Theorem 3.2. The required stability and tightness results for the weak™
topology are covered in Sect. 4.2. Finally, the proofs for the results of Sect. 3.2 are
provided in Sect. 4.3.

In Sect. 4.1, in addition to that the underlying topological space X is regular and
Souslin, we assume that it has the following separation property.

Property 4.1 There exists a countable family of real-valued continuous functions f,
k € N, such that for all x, y € X, we have

Ji@) = fi(y),VkeN = x=y. (4.1)

Remark 4.2 A topological space satisfying Property 4.1 is submetrisable, i.e., there
exists a weaker topology that is metrisable. Indeed, such a topology is given e.g. by
the metric

e¢]

k1) = fiy)l
dx,y):==) 27* , ,yEX, 4.2
(e g RGN AC @2
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where the f; are given by (4.1). The author would like to thank Professor Jakubowski
for pointing out this fact.

Property 4.1 was extensively studied in Jakubowski [30]; see also Sect. 5.2. In
particular, we note that a Skorokhod space satisfying Assumption 3.1 has this prop-
erty. Indeed, for the Skorokhod space D(/; Rd), a countable family of continuous
functions possessing the property (4.1) is given e.g. by the family of functions

1 ratr . .
a)l—)—/ o' ()dt and wr o' (T), for I =[0, T],
r
q

where g and ¢ + r run over the rationals in / and i over the spatial dimensions
1,...,d; cf. (A.2) and (A.3). Therefore, the results of this section are true for a Sko-
rokhod space satisfying Assumption 3.1. Indeed, the Souslin property is verified in
Proposition 5.12.

4.1 Weak* topology

The results of this section are established under the assumption that the space D is
a regular Souslin space satisfying Property 4.1. Under this assumption, we obtain
a stronger separation axiom than the required 7 1 cf. Sect. 2.3. Indeed, combining

the fact that D is regular (73) with the fact that it is a Souslin space, it follows from a
result of Fernique [18, Proposition 1.6.1] that the space D is perfectly normal (T¢).
Recall that the families M, (D), M; (D) and M, (ID) are defined in Sect. 1.

Proposition 4.3 The following characterise the dual space in the pairing given in
Lemma 2.4.

(a) The dual of Cp(D) under the strict topology Po is isomorphic to the family of
measures

M; (D) = M (D) = M, (D), (4.3)

where the Skorokhod space D is endowed with the canonical o -algebra.
(b) The assertion (a) remains true if the canonical o-algebra is augmented with
the universal nullsets.

Proof (a) Every Lusin space is a Radon space; see e.g. [49, Theorem 1.3.9]. Thus we
have M, (D) € M, (D). The equality (4.3) follows from the fact that the inclusions
M, (D) € M; (D) and M, (D) € M, (D) are true for an arbitrary topological space;
see [8, Proposition 7.2.2]. By [35, Theorem 7.6.3], the dual space of Cp(ID) under
the strict topology Bp is isomorphic to the family M (ID), and hence isomorphic to
the family (4.3).

(b) Let g(D) denote the universal completion of the Borel o -algebra B(D). For
every u € P(B(D)), there exists a unique & € IP’(g(]D))) such that

[ ran=[ ran.  vieco.
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Since any measure of finite variation is a linear combination of two probability
measures, it suffices to observe that the mapping u +— 71 is a bijection; see e.g.
[13, Remark 32 (c)(1)]. The statement then follows from (a). Il

Remark 4.4 1t also follows that every measure in the class (4.3) is perfect; see e.g.
[8, Theorem 7.5.10 (1)].

We use the equality (4.3) without mentioning it when we apply the results
from the book of Bogachev [8].

4.1.1 The Eberlein-Smulian properties

In this section, we show that the nonnegative orthant M, (D) endowed with the
weak™ topology is angelic. In angelic spaces, the properties of compactness and se-
quential compactness coincide. In general, one does not imply the other; see e.g.
[9, Example 3.4.1].

Proposition 4.5 The space M (D) of nonnegative measures endowed with the weak™
topology is angelic. In particular, for any subset M C M (D), the following are
equivalent:

(1) Any sequence in M has a weak™ convergent subsequence in M (D).

(ii) The weak™ closure of M is weak™ compact in M(DD).
Moreover, under these conditions, the weak™® closure of M is metrisable.

Proof Because the underlying topological space D is a regular Souslin space, it ad-
mits a continuous injective mapping to a metric space; see [19, Theorem 2.25 (i)].
It is also known that if a regular space can be continuously injected into an angelic
space, then this regular space is also angelic; see [20, Theorem 3.3]. Since the weak*
topology on the space M (D) of nonnegative measures is metrisable for a metrisable
topology on the underlying space D, see [8, Theorem 8.3.2], and metric spaces are
angelic, the space M (D) endowed with the weak™ topology is angelic under our
assumption that ID is a regular Souslin space. By [8, Theorem 8.10.4], the weak™ clo-
sure of a subset M of M (D) satisfying (i) or (ii) is a compact metrisable subspace
of M(ID); so (i) and (ii) are indeed equivalent for M. O

It is immediate from Proposition 4.5 that the properties of weak* compactness
and sequential weak™ compactness are equivalent for subsets of M (D). In fact, a
stronger statement is true. In angelic spaces, the closure of a relatively compact set is
completely exhausted by the limits of sequences of points in this set.

Corollary 4.6 Assume that M is a subset of M4 (D) that satisfies the equivalent
conditions of Proposition 4.5. Then the sequential weak* closure of M in M (D),
i.e., the set

[M]seq = {1 € My (D) : I(n)nen S M such that W= i},

is weak™ closed.
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Proof By Proposition 4.5, the closure of M endowed with the relative topology
is a first countable space. In particular, the space is a Fréchet—Urysohn space.
By [16, Theorem 1.6.14], the sequential closure [M]sq coincides with the closure
of M. O

Various properties of a family of laws of stochastic processes, such as (UT), (UB),
(UI) and C-tightness, that guarantee S-tightness and stability of a family of processes
as studied in Sect. 4.2.1 are not preserved in taking the weak™ closure; so the previous
results are crucial for constructing weak* compact sets of stochastic processes.

4.1.2 Prokhorov’s theorem

We say that a subset M of M(D) is Bg-equicontinuous if the corresponding family of
linear functionals

{fn—)uﬂ(f):/fdu:ueM}

is equicontinuous in the Bp-topology on Cp (D), i.e., if for every € > 0, there exists a
Bo-neighbourhood V in Cp,(ID) such that |u, (f)| < e forall (f,u) eV x M.

A measure u € M(ID) is called tight if there exists an exhausting net of compact
sets (K®)g=o for w, ie., |u|(D\ K?) < ¢ for every ¢ > 0, where |u| is the total
variation of . A subset M of M(D) is called uniformly tight if there exists a net of
compact sets (K ¢),- ¢ which is uniformly exhausting for the total variation of M, i.e.,
sup,ep ||\ K¥) < ¢ forevery & > 0.

Proposition 4.7 A subset M of Ml(DD) is Bo-equicontinuous if and only if it is bounded
in total variation and uniformly tight. In addition, we have the following:

(a) If M is a Bo-equicontinuous subset of MI(D), then M is relatively compact and
relatively sequentially compact in the weak™ topology.

(b) If (Un)neN is a uniformly tight sequence in M(ID) converging in the weak*
topology to u € M(D), then for any f € C(D) satisfying

im sup [ 1718 1=c1dm =0,
N

L‘—)C)OnE

we have

ffdu,l—>/fdu as n —» oo.

Proof As the underlying topological space is completely regular, the characterisation
follows directly from [50, Theorem 5.1]. The compact subsets of a completely reg-
ular Souslin space are metrisable, cf. Proposition 4.5 and [8, Lemma 8.9.2]. In con-
junction with the fact the space is completely regular, this verifies the assumptions for
both the sequential and the nonsequential Prokhorov theorem and hence gives (a); see
[8, Theorem 8.6.7]. The convergence criterion in (b) is similarly a direct consequence
of the fact that the underlying space is completely regular; see [7, Lemma 3.8.7]. [
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The characterisation of relative compactness in terms of fp-equicontinuity yields
also a criterion for compactness of closures (of convex (circled) hulls).

Corollary 4.8 The closed convex circled hull of a By-equicontinuous subset of M(ID)
is Bo-equicontinuous, weak™ compact and sequentially weak* compact. In particular,
the closure and the closed convex hull of a By-equicontinuous set are weak™ compact
and sequentially weak* compact.

Proof The weak™ compactness of the closed convex circled hull of an equicontin-
uous set follows from [37, 18.5]. Closure and closed convex hull are closed sub-
sets of the closed convex circled hull, from which the second statement follows. The
Bo-equicontinuous sets are bounded in total variation, in particular, from below; so
the sequential statements are true by Proposition 4.5. O

4.1.3 Skorokhod’s representation theorem

Jakubowski’s fundamental observation was that Property 4.1 yields a subsequential
Skorokhod representation theorem.

Proposition 4.9 Let (Q,)neN be a sequence converging in the weak™ topology to Q
inP(ID). Then there exist a subsequence (Qy, )reN, a probability space (2, F, P) and
D-valued random variables (Yi)ren and Y on (2, F, P) such that Q,, = P o (Y ™!
forkeN,Q=PoY ! and

f(M(@)— f(Y (@), Voe,¥feCyD). a.4)

Proof The Euclidean space endowed with its usual inner product is a Hilbert space;
so by [32, Theorem 1], the existence of an a.s. convergent subsequence of D-valued
random variables (Yi)xen as in the assertion follows from Property 4.1. The conver-
gence in [32, Theorem 1] is the pointwise convergence in the topology of the under-
lying space, which for a sequence in a completely regular space is equivalent to the
convergence (4.4); cf. (5.3) below. Moreover, modifying the D-valued random vari-
ables Y; and Y given by [32, Theorem 1] on a set of measure zero does not affect
their weak™ convergence; so their almost sure convergence can be strengthened to
pointwise convergence. g

In particular, by Proposition 4.9, every element of P(ID) can be regarded as the law
of some D-valued random variable. Conversely, any such random variable induces a
probability measure on D.

4.2 Stability and tightness
In this section, we cover the required stability and tightness results. We present the
required multidimensional infinite-horizon extensions of the stability results of Meyer

and Zheng [44], Jakubowski et al. [34] and Lowther [42], for the right-continuous
version of the raw canonical filtration.
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4.2.1 Stability

Under Assumption 3.1, it suffices to establish the required stability results for the
Meyer—Zheng topology MZ; see Appendix A.1.3. The required stability results are
classical and thoroughly studied in the aforementioned works [44, 34, 31] for scalar-
valued processes. We demonstrate that after some slight modifications, they are
true in the present setting. We utilise the following multidimensional extension of
[44, Theorem 5], provided by Jakubowski’s subsequential Skorokhod representation
theorem.

Lemma 4.10 (Jakubowski) If (Q,)neN IS a sequence converging in the weak™ topo-
logy to Q in P(D(I; RY)Y), then there exist a subsequence (Qy, ken and a set L C 1
of full Lebesgue measure such that T € L if | =[0, T] and

Ono X' —>ur Qo Xy asn— oo (4.5)

for every finite subset F of L. In particular, there exists a (countable) dense set D C 1
suchthat T € D if I =[0, T] and (4.5) is true for every finite subset F of D.

Proof By Proposition 4.9, we can find a subsequence (Q;, )ken and D-valued ran-
dom variables (Y )ken and Y on some (L2, F, P) such that Q,, = Po kal fork e N,
Q0 =PoY !and Y (w) >wmz Y (w) for every w € Q as k — oo; since the topology
MZ is metrisable, (4.4) is equivalent to —\z. By Lemma A.10, there exist a sub-
sequence (Yx, )men and a set L of full Lebesgue such that 7 € L if / =[0, T'] and
Yy, .t (w) = Y (w) for every (t, w) € L x 2 as m — oo. Hence the finite-dimensional
distributions of the process (Y, :):cr converge to those of (¥;);er . The complement
of L is a A-nullset; cf. Definition A.8, where the measure X is given. Thus the set L
contains a (countable) dense set D such that T € D for I = [0, T]. O

In Proposition 4.11, we show that the required part of [34, Theorem 2.1], which is
an extension of [54, Theorem 2] for a right-continuous canonical filtration, is true on
a multidimensional Skorokhod space.

Proposition 4.11 Let (Q,,)neN be a sequence of semimartingale measures satisfying
the condition (UT) and converging in the weak™ topology to Q. Then the weak™ limit
Q is a semimartingale measure.

Proof The proof is essentially a combination of [34, Lemmas 1.1 and 1.3]. By
Lemma 4.10, there exist a subsequence (Qj, )ren and a countable dense set D C [
such that T € D if I =[0,T] and (Qp, )ken converges to Q in finite-dimensional
distributions on the set D. For every finite collection #; < --- <t; in D, let A, t
denote the family of continuity sets of the marginal law of Q on #; < --- < ¢, i.e.,
+; consists of Borel sets B € ®i5j B(R4) for which Q o X,Tltf [0B] =0,
where dB denotes the (Euclidean) topological boundary of B on R?*/. Following
[34], we introduce an auxiliary class J (D) of integrands, determined by the weak™*

.....
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limit Q and the dense set D, that are of the form
J= Z Ji g g nG)eNi=d,

where every té < tf <. < tjl(i> is a finite collection of elements of D and every

in is a finite linear combination of indicator functions of the continuity sets of the

marginal law of Q on sy <--- <§; < t,i_l, $1,...,5; € D, embedded in ]D)(I;Rd)
and bounded by 1 in absolute value, i.e., |J’/§ 1 | <1 and each Jt;; 1 is of the form

L —1 i L 2
Ji =) oo Xl oo sishopafeRA €A L,

for some elements s; < --- < s; of D and j and p finite, for every i < d and every
k < n.Now, since (Qp, )keN is converging to Q in finite-dimensional distributions on
the set D, by the vectorial Portemanteau lemma, see e.g. [57, Lemma 2.2], we have

Ol(J e X)|>cl=QoXp'[I(J e X);0Xpl|>c]

<liminf Q,, o X' [1(J  X); 0 Xp| > c]
k—o00

= liminf Oy [|(/  X)i[ > cl.  ¢>0.1€D. (4.6)
— 00

where J € J(D) C £(Q") for all k € N. Due to the condition (UT), for every t € D,
the last term in (4.6) tends to zero uniformly over [J (D) as ¢ — oo, i.e., the family
{(J e X),:J e TJ(D)}is Q-tight, i.e., bounded in Q-probability, for every t € D.
The topology of convergence in probability is metrisable; so for every ¢ € D, sets
contained in the (sequential) closure of {(J e X); : J € J (D)} are bounded, which
in particular entails that for every ¢ € I, the set {(H o X), : H € £(Q)} is bounded
in Q-probability. Indeed, by adapting a sequence of approximation arguments from
[34], we show that for every ¢ € I, the set {(H e X), : H € £(Q)} is contained in the
closure of {(J @ X);:J € J(D)}, forany s > ¢, s € D. First, fix s > ¢, s € D. Now,
since D is dense in I and contains T, for every fo <t <---<t, =tinl,n €N,
there exist t(’)‘ < t{‘ <... < t,]f <sin D, k €N, such that ¢; < tf for every j <n and
every k > 1, and tf | tj for every j <n as k — oo; we allow t,’f =T ift, =T. Since

d and n are finite, the right-continuity of X = (X', ..., X9) yields

ka — Xﬁj, uniformly overi =1,...,dand j=1,...,n,ask —oco. (4.7)
J

Secondly, for every i <d, every j <n and every t; < T, any J; -measurable

|Hti/_| <1is ]-'t{}{_—measurable for all £ > 1 and can therefore be expressed as a uni-

J
form limit of simple fﬁ_-measurable functions bounded by 1 in absolute value for

J
every k > 1, i.e., for every i <d, every j <n and every k > 1, there exist functions
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|S§;f| <1, £ € N, such that each Sf;f is of the form
J J
q(0)

Sy Zﬂ,,kwy Bl cRFlL e Fl 1<q@ <00, 4B)

and we have

|H, — St";_?noo —0  asl— . (4.9)
J J

Further, since each -Azl .tj 1s an algebra generating &), - ; B(RY) on RY*/ and the

l<]

.....

the canonical o -algebra on ID(/; RY), for every 0 <t € I, the family

J (k)

o _ 1 . k k .
A= {UX i (A A e A fl<"'<?/(k><”1(k)’”€N}

is an algebra generating ]—',07 =0 (X, :u <t)onD(I; R?); cf. Corollary A.11. Thus
for every Flhjek € 7-3;_ in (4.8), there exists a sequence (A?f ’ﬁ’km)meN in A;)f— with

]J.Ah(m—>Q]l as m — oQ. (4.10)

Flhjik
Finally, by combining the approximations (4.7) and (4.9), and in (4.9) invoking the
approximation (4.10) in the sums (4.8), we conclude that for every t € [ and s > ¢,
s € D, for every H € £(Q), there exist a sequence (J,),eN, n = n(k, £, m), of ele-

ments in 7 (Q) and a sequence (#,),en in D N [¢, s] such that ¢, | ¢ and we have

d d
(JnoX), =) (JioX'), —0o) (H eX') =(HeX), askALAm— occ.
i=1 i=1

Thus for every ¢t € I and for any s > ¢, s € D, the family of simple integrals
{(H eX),: He&(Q)} is contained in the closure of {(J e X), : J € J(D)} that by
(4.6) is bounded in Q-probability. More precisely, (4.6) is immediate only for ¢ € D.
However, this is sufficient: because D is dense in I, the set of simple integrals up to
t € 1 is the intersection of the sets of simple integrals up to s € D for s > ¢, and an
intersection of bounded sets is bounded. Hence for every ¢ € I, the family of simple
integrals {(H o X); : H € £(Q)} is bounded in Q-probability, i.e., the weak* limit Q
is an (F;)re7-semimartingale measure and consequently an (]-'?),e 7-semimartingale
measure; see e.g. [47, Theorem 11.4]. O

The following Proposition 4.12 is essentially [44, Theorem 4].
Proposition 4.12 Let (Qp,)neN be a sequence of quasimartingale measures satisfying
the condition (UB) and converging in the weak™ topology to Q. Then the weak™ limit

Q is a quasimartingale measure.
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Proof Let i < d be fixed. We adapt the proof of [44, Theorem 4] and show that the
coordinate process X' is a quasimartingale under Q on D(/; R¢). We have

1 r¢ . .
EQ|: / |X(t+u)AT|du]<11m1nfEQ |:gfo |XE,+M)AT|dui|§bt

for every ¢ € I and every & > 0, where b’ := liminf,_, o sup,c; Eg, [|X!|] < oo by
the condition (UB). Thus by Fatou’s lemma, we get

EQ[|X 1 <11m1nfEQ|: / |X(S+M)AT|duj| 00 “4.11
for every ¢ € 1. The truncated coordinate process, that is,
Xhel = (—ayv (X' Ab) = (—a) VX — (X! —b)T, a,b>0,

is a difference of two convex 1-Lipschitz functions of X I for every a, b > 0; so we
have

Var2" (x"*) < avar® (X'), neNtel, (4.12)

see e.g. [53]. Let 0=t <t) <---<tfpy =t and |fj| <1, j <k, be continuous
fgf-measurable functions. By (4.12), we have

k
i,a,b i,a,b n(yl .
Ep, [Z Fim1QO(XGoar = Xl(u“+tjl)AT):| <4var?(X'),  neN; 4.13)
j=1

so by Fubini’s theorem, for every n € N and every € > 0, we get

b b 0/ yi
|: / <Zf/ 1(X) l(ua+,])AT Eua+tj_l)AT))dui|§4Var, XhH.

The mappings

b b
FUX) = /(Zf/ OO o = X o) s 20

are lower semicontinuous and bounded from below, see (A.2) and Lemma A.12, so
that we have for all &£ > 0 that

b b [
[/(Zf/ 1CO(X G a7 = l(ua+tj_1)AT)>dui|§4vl, (4.14)

where v! := liminf,_ oo SUpP;c; Vart (X1 < o0 by the assumption (UB). Due to
(4.11), letting ¢ — 0, then @ — oo and finally » — oo in (4.14), right-continuity
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and applying the monotone convergence theorem twice yield

k
EQ[ij_l(X)(Xij —ijl)} <4, (4.15)

j=1

for all fg,f-measurable continuous functions | f;| <1, j < k. Furthermore, by choos-
ing f;(X) = f(Xz_,+u) before (4.13) for a continuous function | f| < 1 on RY, we
conclude that the inequality (4.15) is true for a family of continuous functions that
for every j < k generates the o -algebra ]-'g; cf. Corollary A.11. Thus by the stan-
dard L'-approximation via Lusin’s theorem and Tietze’s extension theorem, for any
f?j-measurable |H;;| < 1, for every j <k, the exists a sequence (fj’.’),,eN, |f]’7| <l,
of functions satisfying (4.15) such that f;’ — Hy; in L'(Q) as n — oo; see e.g. [17]
and [16, 2.1.8]. Thus the inequality (4.15) is true for all fg—measurable functions
|Htj| < 1, and so the process X is an (ff)),e/-quasimartingale on (ID(1), Fr, Q); see
[14, Appendix 2, (3.5)]. By Rao’s decomposition theorem, this is a necessary and suf-
ficient condition for X to be decomposable into a difference X = Y — Z of two cadlag
(I—?),E[-supermartingales Y and Z on (D(1), Fr, Q); see [25, Theorem 8.13]. On
the other hand, by Follmer’s lemma, Y and Z are (F;);c7-supermartingales, see

[25, Theorem 2.46]; so again by Rao’s decomposition theorem, the process X is an
(Fi)rer-quasimartingale on (D(7), Fr, Q). O

The following Proposition 4.13 is essentially [44, Theorem 11].

Proposition 4.13 Let (Q,)neN be a sequence of supermartingale measures satisfy-
ing the condition (UI) and converging in the weak™ topology to Q. Then the weak*
limit Q is a supermartingale measure.

Proof We adapt the proof of [44, Theorem 11] and show that each coordinate pro-
cess XI,i<d,isa supermartingale under Q. We have Eg[|X;|] < co for every
t € I; cf. (4.11). Moreover, by Lemma 4.10, there exist a subsequence (Qp, )ken and
a countable dense set D C I suchthat T € D if I = [0, T] and (Qp, )keN converges
to Q in finite-dimensional distributions on the set D. Let X" denote the coordinate
process X I truncated from above at ¢ > 0, i.e.,

X=X Ac, c>0.

By the condition (UI) and the fact that each Q,, is a supermartingale measure for
X" we have for every 0 < a < b that

Eolf(X)(Xb* — X0y < liminf Eg,, [FXOXH =X <0,  s<t,s.teD,
— 00
where
FX) = fAX) (X)) fu(Xy),  tj€D, fj € CoRY), j <n;
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see e.g. [57, Theorem 2.20]. Consequently, by Corollary A.11, we have
Eollr(X)(X/* —XiP)] <0,  0<a<b, (4.16)

for every s <t in D and F € F;_. Letting b — oo and then a — oo in (4.16),
applying monotone convergence twice yields the same inequality for the coordinate
process X'. By Follmer’s lemma, the inequality extends immediately to the whole
set I, and further to F € ]—'? .. Indeed, we have

EolLr(X)(X; — X1 = lim Eg[lp(X)(X; — X{1,)] <0 (4.17)
for every F € ]-'S ; cf. [25, Theorem 2.44]. O

For the sake of completeness, we provide the following Proposition 4.14. Asser-
tion (a) is the classical Kolmogorov criterion for almost sure (Holder-)continuity, and
assertion (b) is essentially [27, Proposition 6]; see also [42, Lemma 4.5].

Proposition 4.14 Let (Qp)neN be a sequence of probability measures converging in
the weak™ topology to Q. Then we have the following:

(a) Ifthe sequence (Qn)neN is C-tight, then the limit Q is C-tight.
(b) Ifeach Qy is Lipschitz—Markov, then the limit Q is Lipschitz—Markov.

Proof (a) By [25, Lemma 15.49], the C-tightness of the sequence (Q;),eN im-
plies the convergence along a subsequence in the weak™ topology of the Skorokhod
J'-topology, and a fortiori in any weaker topology, to the law of a continuous process,
which is the limit Q; cf. Proposition 5.12 below.

(b) Let s <t in I be fixed and take a bounded Lipschitz-continuous function
g: RY - R with a Lipschitz constant L(g) < 1. For each n € N, there exists a
bounded Lipschitz-continuous function f, : R — R such that

[i(Xs) =Egnlg(X) | FO1  Q-as. (4.18)

Further, we can assume that L(f;;) <1 and || fullco < llgllcc < 00 for all n € N. Thus
by the Arzela—Ascoli theorem, there exist a subsequence (fy, )keny and a bounded
Lipschitz-continuous function f : R — R with L(f) < 1 such that ( fu) converges
to f uniformly on compacts as k — oo. Further, by Lemma 4.10, there exists a further
subsequence of (Qy, )reN, that we again denote by (Qy, )keN, converging in finite-
dimensional distributions to Q on a dense set D C [ suchthat T € D if I =[0, T].
letieNand 0<s; <sp <---<s; <s <t in D and take a bounded continu-
ous compactly supported « : RY — R and a bounded continuous 8 : R?*! — R. By
(4.18), we have

Eg, [(fu(X5) — g(X0))a(Xs) (X, .-, X5)] =0, Vk € N. (4.19)

Since (fy;)ken converges uniformly to f on the compact support of each « and
(Qn)ken converges to Q in finite-dimensional distributions on the set D as k — oo,
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from (4.19), by the vectorial Portemanteau lemma, see e.g. [57, Lemma 2.2], we get

Eo[(f(Xs) — g(X))a(X)B(Xy,. ... Xs5)] =0. (4.20)
Because (4.20) holds for all bounded continuous « with compact support, we get
EQ[(f(XS)—g(X,)),B(XSl,...,Xsl.)]=0, (4.21)
and as (4.21) holds for all bounded continuous 8, we obtain
Eo[(f(Xs) — g(X))h(X)] =0, (4.22)

for every bounded f?—measurable function 4, for every s <t in D. Since D is a
dense subset of I and s — f(X;) is bounded and right-continuous on 1, (4.22) ex-
tends by dominated convergence to the whole set /, and further to every bounded
Fs-measurable function %; cf. (4.17). O

4.2.2 Tightness

We say a family Q of probability measures on (D(I; RY), Fr) satisfies Jakubowski’s
uniform tightness criterion if we have

lim sup Q[||X"" |0 > ] =0,
C—)OOQEQ

lim sup Q[N“?(X"") > ¢] =0, Va < b,
cC—> 00 QGQ

(US)

for every finite ¢ € I and every i < d, where X% denotes the coordinate process X'
restricted to [0, t]; cf. Corollary 5.9. It was shown in [31] that a family of probability
measures on (D([0, T]; R), Fr), T < oo, satisfies the condition (US) if and only if it
is uniformly S-tight. In particular, we have the hierarchy, cf. (2.2),

(UT) = (US) = (US"), (4.23)

where (US*) stands for the uniform tightness in the S*-topology; see Sect. 5 below.

The second implication in (4.23) is immediate from the definition of the S*-topo-
logy; see Proposition 5.4 (i). The first implication in (4.23) follows from Proposi-
tion 4.15 below, which is essentially the result of Stricker [55, Theorem 2] which
states that a sequence satisfying the condition (UT) admits a convergent subse-
quence and the resulting limit law is the law of a semimartingale. Analogous re-
sults were obtained for the S-topology by Jakubowski in [31, Theorem 4.1]; see also
[31, Proposition 3.1].

Proposition 4.15 A family of semimartingale measures satisfying the condition (UT)
satisfies the condition (US).

Proof Following Stricker [54, Theorem 2], we define the family of stopping times

‘L'i’c=irlf{S€IZ|X§,’t|>C}, i<d,c>0,
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and approximate each /¢ from the right with the sequence of simple stopping times
i =min{m/n:m e N, t"¢ <m/n}, neN. (4.24)

Since we are assuming a right-continuous filtration (F;);,c; and X' is right-
continuous, the hitting times 7/ and consequently their approximations r,i’c are
indeed stopping times. Moreover, since each 'L’,l;’c takes only finitely many values in
[0, 7], every process |H"| < 1 of the form

H'=1 i<d,c>0,neN,tel, (4.25)

10,7 ALT?

is an elementary predictable integrand; see (2.1). Now due to the right-continuity
of X', dominated convergence gives for every Q € Q that

OlIX"|loo > cl = Q[|(H" @ X');| > ¢, ¥n € N] (4.26)

for every t € I and every ¢ > 0. By the condition (UT), the left-hand side in (4.26)
tends to O uniformly over Q € Q foreveryi <d andeveryt € I as € — 00. Similarly,
for a < b, we define recursively for all k € Ny the stopping times o, = r(l)’b =0and

i,a . i,b . it
o, =inf{s > 1,7, 1 |X{'| < a},

i,b . ia it
T, =inf{s > 0" 1 [X{'| > b},
and the respective decreasing sequences (07;)nen and (T/i:i)neN of approximating

stopping times taking only finitely many values on finite intervals; cf. (4.24). The
processes |H™"| <1, m,n € N, of the form

m
Hm’n = E 1 i,a i.b
]]Jk:n/\t’rk:n/\t]]
k=1

are finite linear combinations of processes of the form (4.25) so that each process
|H™"| <1 is an elementary predictable integrand. Moreover, we have

OIN®b (XY > ¢] < Q[mli_)moo ((H™" o X'),| > a* + c(b —a), ¥n € N]. 4.27)

By the condition (UT), for every a < b, the right-hand side of (4.27) tends to zero
uniformly over Q € Q as ¢ — 0; cf. (4.6) and (4.7). Thus by Corollary 5.9 below, the
family Q satisfies the condition (US). O

4.3 The proofs of the main results

In this section, we provide the proofs for the results of Sect. 3.2 that we omitted there.
We begin by proving Theorem 3.2 by invoking the results of Sect. 4.1 in conjunction
with the stability and tightness results on the semimartingale property of Sect. 4.2.
Then the rest of the results of Sect. 3.2 follow from the respective stability results of
Sect. 4.2.
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Proof of Theorem 3.2 The condition (UT) is stronger than the condition (US*); cf.
(4.23). So by Proposition 4.7, the family S is Bg-equicontinuous. Thus by Corol-
lary 4.8, the closure of S is compact and sequentially compact in the weak™ topol-
ogy; see Proposition 4.5. By Corollary 4.6, the closure of S coincides with the se-
quential closure of S. It remains to show that every element in the sequential closure
[Slseq is a semimartingale measure. This particular fact is the statement of Proposi-
tion 4.11. O

Proof of Corollary 3.3 The condition (UB) is weaker than the condition (UT); see
(2.2). By Proposition 4.12, the class of quasimartingale measures is stable in the
weak™* convergence under (UB). Thus Corollary 3.3 follows from Theorem 3.2. [

Proof of Corollary 3.4 The condition (UI) is weaker than the condition (UB); see
(2.2). By Proposition 4.13, the class of supermartingale measures is stable in the
weak™® convergence under (UI). Thus Corollary 3.4 follows from Corollary 3.3. [

Proof of Lemma 3.5 Since every sequence in the set is C-tight, by Proposi-
tion 4.14 (a), every limit point in the sequential closure is C-tight. Thus Lemma 3.5 (a)
is true. Likewise, Lemma 3.5 (b) is a direct consequence of the stability of the
Lipschitz—Markov property under weak* convergence; see Proposition 4.14 (b). O

5 The weak S-topology

We introduce the weak S-topology and study its properties and relation to other
topologies on the Skorokhod space.

5.1 Definition

A possibility of defining a completely regular (non-sequential) S-topology is dis-
cussed already by Jakubowski in [31]; see [31, Sect. 3]. We describe here a general
method for regularising any given topology. Our approach is inspired by the seminal
work of Alexandroff [1, Chap. 2]. Let X = (X, ) be an arbitrary topological space
and V an arbitrary subbase for the Euclidean topology on R; then the family

V) f eCpX). V eV) (5.1)
is a subbase for a (unique) topology t* on X. Indeed, the topology t* generated by

the subbase (5.1) on X is independent of the choice of the subbase V on R; see e.g.
[23, 3.4]. The topology 7* is generated by the family of pseudometrics

Of oo fi 2 10 20 oos i € Cp(A)], (5.2)

where
Pt for i (X, ¥) i=max{| f1(x) — fiW], [ 2(x) = 22D, - L fiex) — freDI}
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for x, y € X, and thus the convergence of a net (xy) to an element x in this topology
¥ is equivalent to

J(xa) — f(x), Ve Cp(X); (5.3)

see e.g. [16, Example 8.1.19]. We remark that by replacing Cp(X) with C(X) in

(5.1)—(5.3), one obtains an equivalent characterisation. Any of these characterisations

is necessary and sufficient for a topological space X" to be completely regular (751 );
-2

see e.g. [23, 3.4].

Definition 5.1 The weak S-topology S* is the topology t* constructed from the
S-topology on the Skorokhod space D by choosing X = (ID, S) above.

Remark 5.2 Convergence in the weak™ topology on the Bp-dual of C,(D) (as de-
scribed in Lemma 2.4), traditionally called “weak convergence” for sequences of
probability measures, is equivalent to the convergence (5.3) if the measures are Dirac
measures; see [8, Lemma 8.9.2.].

Remark 5.3 1t should be emphasised that if one could show that the S-topology is
regular (or linear), then the S- and the weak S-topology would coincide. It was com-
municated to the author by Professor Jakubowski that the regularity of the S-topology
remains an open question.

5.2 Properties

Recall Property 4.1 from Sect. 4. A topological space satisfying Property 4.1 is sub-
metrisable, from which various useful properties follow; see (4.2) and [30]. In fact,
all key properties of the S-topology follow immediately from Property 4.1, and Prop-
erty 4.1 is preserved in the regularisation (5.1).

Given a topological space X = (X, 1), we write C(t) for IC(X), B(t) for B(X)
etc.

Proposition 5.4 The S-topology on D has the following properties:

(a) The Skorokhod space endowed with S is a Hausdorff space.

(b) Each K € K(S) is metrisable.

(c) A setis compact if and only if it is sequentially compact.

(d) The Borel o-algebra B(S) and the canonical o -algebra coincide.
(e) The Skorokhod space endowed with S is a Lusin space.

The S*-topology on D has the properties (a)—(e) and additionally:

(f) The Skorokhod space endowed with S* is perfectly normal and paracompact.
(g) The Borel o-algebra B(S*) and the Baire o -algebra Ba(S™*) coincide.

(h) C(S) =C(5%).

1) K(S) =K(S).
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Proof The properties (a), (b) and (c) follow immediately from the fact that both §
and S*satisfy Property 4.1; see [30, pages 10-11]. Indeed, the mappings

1 [ratr . .
—/ X;dt and X7, for I =[0,T],
.

q

where g and g + r run over the rationals in I and i over the spatial dimensions
1,...,d, constitute a countable family of continuous functions possessing the prop-
erty (4.1); cf. Example 5.10 below.

(d) We prove the claim for I = [0, T]. The proof is completely similar for
I =10, 00). Fix a coordinate i <d. Forall 0 <t < T, we have

. 1 t+8
X;=lim - X, du,
§—038 J;

i.e., the mapping X! is a limit of elements of C(S) for every ¢ in I, while for t = T,
the mapping X ; is an element of C(S). Consequently, we have o (X, : u € I) C 5(S*)
and since S* is weaker than S, we have B(5*) C B(S). On the other hand, by Propo-
sition 5.12 below, S is weaker than J'; so we have B(S) CB(J) =0 (X, :uel).
Thus B(S*) = B(S) = (X, : u € I). By Proposition 5.12 below, we have
S*C S < J! and the Skorokhod space endowed with J 1 is a Polish space; so the
Skorokhod space endowed with S or S* is a Lusin space. Thus we have (e).

The Skorokhod space endowed with S* is a (completely) regular Souslin space.
By Fernique [18, Proposition 1.6.1], every regular Souslin space is perfectly normal
and paracompact. Thus we have (f). Now by (f), the Skorokhod space endowed
with S* is perfectly normal, and consequently, by [8, Proposition 6.3.4], we have
B(S*) = Ba(S*), i.e., we have (g). The claim (h) follows directly from Definition 5.1.

To prove (i), we first observe that K(S) € K(S*) by Definition 5.1. To prove
the converse inclusion, we use Jakubowski’s X-topology; see Appendix A.1.2. By
[33, Remark 3.6], we have £ C S and hence C(X) € C(S) = C(S*). Thus we have
¥ C §* since the topology X is completely regular. Indeed, topological vector spaces
are completely regular; see e.g. [9, Theorem 1.6.5]. Consequently, [33, Remark 3.8]
gives IC(S*) C K(X) = K(S). Thus we have shown K(S) = KC(S*). O

Remark 5.5 A countable product of regular Souslin spaces is a regular Souslin space.
Thus by Fernique [18, Proposition 1.6.1], the previous properties (after the obvious

modifications) are inherited for (at most) countable products of S*-topologies; cf.
Sect. 4.1.

5.3 Compact sets and continuous functions

In this section, we recall compactness and continuity criteria for the S-topology from
[31] and [33].

5.3.1 Compactness criteria

The necessity and sufficiency of the condition (5.4) below for the relative (sequential)
compactness in the S-topology was proved in [31] for I = [0, T], T < oo, and the
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multidimensional infinite-horizon extension in Proposition 5.8 below was provided
in [33].

Proposition 5.6 A subset K of D([0, T];R), T < oo, is relatively sequentially

S-compact if and only if it satisfies the conditions
WPk Il < 00, 54)
SUPyex N7 (w) < 00, VYa <b,a,beR.

Remark 5.7 A right-continuous function w : [0, T] — R is cadlag if and only if it
satisfies the conditions

wlloo < 00,
NP () < oo, Ya <b,a,beR.

Proposition 5.8 A subset K of D([0, 00); R) is relatively sequentially S-compact if
and only if the set K restricted to [0, t] satisfies (5.4) for every 0 <t < 00.

The proof of Proposition 5.8 can be found in [33].
We have the following compactness criterion.

Corollary 5.9 Let K = K! x --- x K% be a Cartesian product set in the Skorokhod
space D(I; RY) endowed with S or S*. Then the set K is compact if for each i < d,
there exist a (non-decreasing) function Cg . : I — Ry forall g <r in Q and a (non-

decreasing) function M' : I — R such that

K'= o' : N9 ([0']) = C (1) and [[['] oo < M (1), ¥t < 00},

q<r

where the intersection is taken over all rationals q < r and [0']" denotes the restric-
tion of @' to [0, t].

Proof The product set K = K x --- x K9 is compact in the product topology if each
set K' in the product is S-compact; cf. Proposition 5.4 (i). For any two real numbers
a < b, one can find rationals r < g with a <r < g < b, and so it is sufficient to
let a < b range through rationals in Proposition 5.6. Given that for each ¢t < oo and
every i <d, one has N9 ([0']) < Cf”(t) and [|[@']||oc < M'(t) for some con-
stants Cf“(t) < 0o and M(t) < oo, by Proposition 5.6, each set K' is relatively
S-compact. By Lemma A.12, the mappings N?-"(-) and || - ||« are lower semicontin-
uous in the MZ-topology, and by Proposition 5.12 below in the S-topology as well;
so the sets Ki, i <d, are S-closed. Thus the sets K are S-compact, and hence the
product set K is compact in the product topology. g

Remark that for I = [0, T], T < oo, it suffices to consider constant C ("” and M!
in Corollary 5.9.
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5.3.2 Examples of (semi-)continuous functions

By Proposition 5.4 (h), S*-continuous functions are precisely the S-continuous ones.
In particular, we should like to emphasise that the evaluation mapping at ¢ is not
continuous for any ¢ < T; see [31, Sect. 2].

Example 5.10 (a) The mappings
> / G(t, o' (1))dp(), i<d,
I

are S*-continuous on D(/; Rd) whenever G is measurable as a mapping of (¢, x),
continuous as a mapping of x for every ¢ € I and such that

sup sup |G(t,x)| < o0, Ve >0,

0<t=cl|x|=c

and u is a diffusive (i.e., atomless) measure on /; see [31, Corollary 2.11].
(b) The mapping

o> w(T)
is S*-continuous on D([0, T]; RY): see [31, Remark 2.4].

Example 5.11 By Proposition 5.12 below, the S*-topology is stronger than the
Meyer—Zheng topology MZ; so the functions

o ol and o> NP ), a<b,i<d,

are lower semicontinuous in the $*-topology on ID(1; R?). See Lemma A.12.
5.4 Relation to other topologies

The definitions of Jakubowski’s X-topology, Jakubowski’s S-topology, the Meyer—
Zheng topology MZ and Skorokhod’s J'-topology are given in Appendix A.1. The
S*-topology is related to these topologies as follows.

Proposition 5.12 We have MZ C §*, ¥ C §* and S* € S C J!.

Proof The functions in (A.2) and (A.3) that generate the topology MZ are S*-con-
tinuous; see Example 5.10. Moreover, the topology MZ is metrisable and hence in
particular sequential and completely regular. Thus by Example 5.10, the inclusion
MZ C S* is true; cf. (5.3). The topology ¥ is a completely regular topology weaker
than §; see [33, Remark 3.8] and [9, Theorem 1.6.5]. Since the topology S* is the
strongest completely regular topology weaker than S, we have ¥ C §* C S. The
final inclusion S € J! is proved in [31] for a finite compact interval and extends
immediately for the infinite interval due to (A.5); cf. (A.1). Il
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The Skorokhod space endowed with the J!-topology is a Polish space; so the
space is a Lusin space for any topology that is weaker than the J!-topology. The fol-
lowing Theorem 5.13 states that the S*-topology, which is the strongest (completely)
regular topology weaker than the S-topology, is the strongest (completely) regular
Souslin topology on the Skorokhod space for which the sets (5.4) are compact, and
consequently, Jakubowski’s uniform tightness criterion (US) is a sufficient tightness
criterion; cf. Sect. 4.2.2.

Theorem 5.13 Let T be a completely regular Souslin topology on the Skorokhod
space, comparable to S, and such that IC(T) = KC(S). Then

TCS.

Proof Assume that S C T and let Ty denote the sequential topology generated by 7.
Since the compact sets of a completely regular Souslin space are metrisable, we have
K(T) € K(Ty); see e.g. [8, Theorem 8.10.5]. Consequently, we have

K(S) =K(T) = K(Ty), (5.5)

where
SCTCT (5.6)

and S and T; are sequential; see Appendix A.1.1. By [16, Theorem 3.3.20], the Sko-
rokhod space is a (Hausdorff) k-space for S and Tj; so by (5.5) and (5.6), we have
S=T. O

Remark 5.14 For the Riesz representation theorem in Lemma 2.4 and the required
auxiliary results in Sect. 4, it is necessary that the underlying topological space is
completely regular and Souslin. Among all such topologies, the topology S* is the
strongest one that is weaker than S. Recall that in addition to Lemma 2.4 and the
results of Sect. 4, the proof of the main result in Theorem 3.2 goes through the prop-
erty (US), while the underlying relative compactness criterion (5.4) that gives rise to
the tightness (US) is both necessary and sufficient for S; see also Remark 5.7. On
the other hand, as shown in Theorem 5.13, any topology with the previously cited
properties and the appropriate compact closed sets (5.4) cannot be strictly stronger
than S.
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Appendix

The appendix collects the definitions of topologies and auxiliary results used in the
main part of the article.

A.1 Topologies on the Skorokhod space

We recall the definitions of Jakubowski’s S-topology and X-topology, the Meyer—
Zheng pseudo-path topology and Skorokhod’s J'-metric topology. We define each
topology separately on D([0, T]; RY) for T < oo and on ([0, o0); R?). In particular,
we use a formal definition of the Meyer—Zheng pseudo-path topology MZ that takes
into account the fluctuations of the terminal value in the case of a finite time horizon.
The space ([0, oo]; R?) is regarded as the product space

D([0, ool; RY) = D([0, 00); RY) x RY,

where the space R? is endowed with the Euclidean topology; note the difference
between [0, co] and [0, c0).

A.1.1 The S-topology
Jakubowski’s S-topology, introduced in [31], is a sequential topology. The following
definition of S-convergence on D([0, T']; R) is taken from [31]; the multidimensional

version can be found in [33].

Definition A.1 On D([O, T1; Rd), we write w, — s wy if for every i < d and every
& > 0, one can find (VII’L’S)nENO C V([0, T]) such that

i ie ie i,e
lw, — vy lleo <&, Vn e Ny, and vt =y vy-  asn — 0o,

where the convergence ‘— ,+’ is in the weak™® topology on V ([0, T']), which can be
identified with the Banach dual of C([0, T']) under the uniform norm.

The following definition of S-convergence on D([0, c0); R9) is taken from [33].

Definition A.2 On D([0, co); RY), we write w, — 5 wy if for every i <d, one can
find a sequence of positive real numbers (7"),cn increasing to oo such that

[wil]Tr —g [a)f)]Tr, for every r € N, (A.1)

where [w']7" denotes the restriction of a path ' € ([0, 00); R) to D([0, T"]; R).
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A topological convergence is obtained by requiring that every subsequence admits
a further S-convergent subsequence; see [33, Theorem 6.3]. The following definitions
for the S-topology on the Skorokhod spaces D([0, T']; R?) and D([0, 0o); RY) are
taken from [31] and [33], respectively.

Definition A.3 The S-topology is the topology generated on the Skorokhod space by
subsequential S-convergence.

The Skorokhod space endowed with the S-topology is known to be a Hausdorff
(T») space, and a stronger separation axiom is an open problem. A weak separation
axiom is a well-known issue for topologies defined via subsequential convergence
(Kantorovich—Vulih—Pinsker-Kisynski (KVPK) recipe); see [33, Appendix] for elab-
oration. The difficulties encountered in establishing the regularity of the S-topology
are explained in [31, Remark 3.12].

A.1.2 The X-topology

Jakubowski’s X -topology was introduced in [33]. The Skorokhod space endowed
with ¥ is a locally convex vector space. Following [33], we start by defining an
auxiliary mode of convergence —; on the space

A([0, T R) :=C([0, TI; R) NV ([0, T]; R)

of (bounded) continuous functions of finite variation. We write A,, —; Ag for a se-
quence (Ap)neN, € A([0, T]; R) if

lA; — Aplloo —> O asn — 09,
and
sup [|Azllv < oo,
YLENQ
where || - ||v denotes the total variation norm.

Definition A.4 The fopology = on D([0, T); R?) is the topology generated by the
seminorms

9 i5d7

pil = sup ‘/ o' (u)dA(u)
AcAIJI0,T)

where A ranges over relatively t-compact subsets of A([0, T); R).

Definition A.5 The fopology ¥ on D([0, T']; R?) is the topology generated by the
seminorms o7 (w) = |'(T)|, i <d, and the seminorms

) i<d,

plq = sup ‘ f o' (u)d Au)
AeA1J[0,T]

where A ranges over relatively t-compact subsets of A([0, T']; R). Note the differ-
ence between [0, T) and [0, T'].
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The topology ¥ was defined on the Skorokhod space D([0, T']; R) for T =1 in
[33]. The following properties were shown to be true for ¥ on D([0, T']; R).

Proposition A.6 The X-topology has the following properties:

(1) The Skorokhod space endowed with X is a locally convex vector space.
(i) The topology ¥ is weaker than the topology S.
(iii) A set is X-compact if and only if it is S-compact.

Remark A.7 Tt was communicated to the author by Professor Jakubowski that the
properties of Proposition A.6 remain true for the infinite horizon extension of the
Y -topology.

A.1.3 The Meyer—Zheng topology

The Meyer—Zheng topology, introduced in [44], is a relative topology on the image
measures on the graphs (f, ());¢[0,00] Of trajectories (w(f));e[0,00] Under the mea-
sure A(dt) := e~'drt (called pseudo-paths), induced by the weak topology on proba-
bility laws on the compactified space [0, oo] x R. We write MZ for the Meyer—Zheng
topology, that is, the topology on the Skorokhod space R(I; RY) generated by the co-
ordinatewise convergence in measure; see (A.2). The following definition is adapted
from [44, Lemma 1], which states that on D([0, co); R), the convergence in measure
(A.2) is indeed equivalent to the convergence in the pseudo-path topology.

Definition A.8 For I = [0, c0), the fopology MZ on D(I; RY) is the topology gener-
ated by the convergence

/f(t,wf,(t))k(dt)—>/f(t,wi(t))k(dt), VfeCy(I xR),Vi<d, (A2)
1 1

where A(dt) :=e!dt.

On ([0, TT; Rd), we additionally require the convergence of the terminal value;
see (A.3) below. Without this addition, the topology is not a Hausdorff topology on
D([0, T]; RY).

Definition A.9 For I = [0, T], the topology MZ on D(I; R?) is the topology gener-
ated by the convergence (A.2) in conjunction with the convergence

wp(T) — o(T). (A3)

The key lemma of Meyer and Zheng [44, Lemma 1] extends to [/ = [0, T'] for T
finite and d > 1 via a simple iterative argument; cf. Sect. 4.2.1.

Lemma A.10 Let (wp),en and w be paths in D(1; Rd) such that w,, — pyz w. Then
a)f1 -, ol foreveryi <d. Moreover, there exist a subsequence (wp, ) and a set L C 1
of full Lebesgue measure such that T € L if I =[0,T] and w,"lk (t) = &' (t) for every
i <d and every t € L. In particular, there exists a (countable) dense set D C I such

thatT e D if  =[0,T] and w;k(t) — a)i(t)for everyi <d and everyt € D.
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Proof Let w, —>mz o. By the definition (A.2), we have
/f(t, ok (1)) M (dt) —> /f(t, o' (1)) M (d1), VfeCy(I xRY,Vi<d,
I I

where the measure A(dt) = e~ 'dt is equivalent to Lebesgue measure on /. By tak-
ing f(t,x) :=a(t)arctan(x), o € Cp(I), we deduce that the uniformly bounded se-
quence u’n = arctan(a)fl), n € N, converges to u’ := arctan(w') in the weak topology
of L2(), for every i <d. Then, by taking f (¢, x) := a(?)| arctan(x)|2, a e Cy),
we deduce that |Ju} |12y — llu'll 2y as n — oo, and hence (u})nen converges
strongly in LZ(A) to u', for every i <d. Indeed, in a Hilbert space, strong conver-
gence is equivalent to weak convergence plus convergence of norms. Consequently,
(w}) converges in A-measure to ' in I, i.e., w, —; ', for every i <d. Thus for
i = 1, there exists a subsequence (wy,)¢eN = (a),llz, e, a)ffl)geN of (wy)nen such that

oy, (1) — o' (1) (A4)

for every ¢ in some set L of full Lebesgue measure. By dominated convergence, we
have

/f(t,w;[(t))k(dt)—> /f(t,wi(t))k(dt), VfeCy(I xR, Vi <d.
1 ] I

Replacing i =1 with i =2 and (w,)sen With (w,,)een before (A.4), we obtain a
further subsequence (wy,, JmeN = (a),lle s a)ffk )meN of (w,)nen and a set Ly of
full Lebesgue measure such that a),%e (1) > w* () for every t € Ly. We therefore have

w’llem ([) e (,()1 (t) and (,()sz (l) — (,()2([)

forevery t € L1 N Ly, where the set LN L is of full Lebesgue measure. By repeating
the argument d — 2 more times, we obtain a set L := L1 NLyN---N Ly and a

subsequence (wp, JkeN = (a),llk, e, U)Zk)keN such that

w, () — &' (1),  Vi<d,

for every t € L, where the set L is of full Lebesgue measure. Moreover, by (A.3)
for I = [0, T], we have w,(T) — w(T); so the set L can be chosen to contain the
terminal time T as well. The complement of L is a A-nullset, and so the set L contains
a (countable) dense set D suchthat 7 € D if I =[0, T]. O

Corollary A.11 We have ]-",07 =o(w(s):s €[0,1) =o(w(s):s € DNIO,1)) for
any countable dense subset D of [0, t) and every t < T. Moreover, we have

f-?:cr( lo,a)(t)), t<T,

where GY denotes the o -algebra generated by the family of ]-'to -measurable MZ-con-
tinuous functions.
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Proof Let G denote the o-algebra generated by the family of all ff)-measurable
MZ-continuous functions. We have G7 C ]-'t0 and ]—",0_ C G/ from Lemma A.10.
Moreover, we have

. 1 re .
a)l(t)zlir%—f o' (t +u)du, i<d,e<T-—t,
e—~>0¢ Jo

where each w — % f(f @' (t + u)du is an MZ-continuous function. Thus the assertion
follows. O

Lemma A.12 The mappings
o ol and wr—)N“’b(wi), a<b,i<d,
are MZ-lower semicontinuous.

Proof The proofis adapted from [44]. Leti < d and a)fl —Mz o with sup,, ||a)£l | <c.
If ||w'||oo > c, there either exists s < ¢ such that o' (u) > ¢ for all u € [s, 1), or we
have @' (T) > ¢. In both cases, there exists an MZ-continuous function F for which
lim, o0 F (a)ﬁl) < F(&"), cf. (A.2) and (A.3), which is a contradiction. Thus the
mapping o — ||o||c := o lloo V « -+ V [|[0?||oo is MZ-lower semicontinuous. Simi-
larly, one can show that the sets of the form {w : Ju € [s, t) such that o’ (u) > b} and
{w:3Ju € [s, t) such that ' (u) < a},s <t,a < b, are open in the MZ-topology, from
which the MZ-lower semicontinuity of the mappings N%?, a < b, follows. Indeed,
let a < b be fixed and consider a finite partition 7 := {fg < t] < --- <t} of [0, #,;].
We write N%? (') > k if one can find

bh<mi<lh<m<---<fpr<mp<n

such that for all j < k, ' (s) < a for some s € [tgj_] , t(gj) and ' (¢) > b for some
te [tm_/_l , tm_,.) (or, for t =T, if j =k and my = n). The partition 7 is finite; so the

sets
{w: N9 (@) >k} = {w: N*P () > k — 1}, keN,

are open in the MZ-topology. Consequently, the mapping w N;‘}'b (') and
the mapping N*? (') := sup,, Ng'b (') are MZ-lower semicontinuous for every
i<d. .

We refer the reader to the book by Dellacherie and Meyer [13, IV. 40—46] and the
paper [44] by Meyer and Zheng for details on pseudo-paths and the Meyer—Zheng
topology, respectively.

A.1.4 The Skorokhod J'-topology
The following complete metric, generating a topology called Skorokhod’s J!-topo-

logy, was introduced by Kolmogorov in [39]. The metric introduced by Skorokhod
himself in [51] is not complete despite generating an equivalent topology.
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Definition A.13 The Skorokhod J'-topology on D([0, T]; R¥) is the topology gen-
erated by the complete metric

log

s<t

JT(a) ®) = 1nf {sup

— As _
VIIw—wo?»Iloo},

where A denotes the class of strictly increasing, continuous mappings of [0, 7'] onto
itself.

Definition A.14 The Skorokhod J'-topology on D([0, 0o); R?) is the topology gen-
erated by the complete metric

(o, ) _Zz (1A J (o), [3])), (A5)

where [w]” denotes the restriction of w to [0, r].

Let us recall from Billingsley [5, Sects. 12, 16] the criterion for relative compact-
ness in the J!-topology. Let § > 0 and denote

ms(w) := inf max sup |w(s) —w(t)], welD(0,T]; Rd),

HETi=n s te(toy.4)

where the infimum is taken over all finite partitions 0 =1y <t <--- <t, =T of
[0, T] with mesh size t; — t;_1 > é forall i <n.

Lemma A.15 A subset K of D([0, T]; Rd), T < 00, is relatively Jl-compact if and
only if it is bounded and

lim sup ms(w) =
—~YwekK

A subset K of D([0, 00); R?) is relatively J'-compact if and only if the restriction of
K 1o D([0, T1; R?) is relatively J'-compact for every T < co.

We refer the reader to [5, Sects. 12, 16] for details on the Skorokhod J I_metric on
D([0, T1; RY) and D([0, 00); RY), respectively.

A.2 The proof of Lemma 2.2

Recall that we claimed that there exists a uniform constant b > 0 such that for any
Q e P(D(I; RY), Fr), H € £(Q) and ¢ > 0, we have

b
QlI(H o X > c] = = (EqlIXil1+ sup Eol(HeX)l). 1€l (A6
HeE(Q)

Proof The inequality (A.6) is a generalisation of Burkholder’s inequality which
states that there exists a uniform constant a > 0 such that for any H € £(Q), any
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Q-martingale M and ¢ > 0, we have
a
Q[|H.M|t>C]EEEQ[|Mt|]a tel, (A7)

see e.g. [43, Theorem 47] or [4] for a proof of (A.7). For a fixed Q € P(D(/; Rd), Fr)
and H € £(Q), by [14, Appendix 2, 3], we have

sup Egl(H e X),]—ZVar?(X) tel. (A.8)
HeE(Q) =1

Let us fix i <d and assume that EQ[IX’I] + Var (X’) is finite, as otherwise the
result is trivial. Let to < tl -<t,=tand H = (H’)l=1 be an element of £(Q),
ie.,

n
i_ iq .
H'=) Hidy n  i=d
k=1
where each |H ti;| <lisF,; i -measurable; cf. (2.1). Consider the Doob decomposition
k

X’ M’ + AL

t“

k=1,2,...,n,

j=1
1. We have

where Ai,. =Yk EQ[Xii - X;,- | 7, 1and M' is a Q-martingale on the index
k -1 im

i
set {to,tl,...

1 1
QlI(H' & A')/| > c] < - EQ[I(H'oA)t|]< ~Var? (X"), i=d. (A9

Similarly, for M ! we have
EolIM{|] < Eg[IX| + |Al|] < Eg[IX![] + Varg (X").
Hence by (A.7), we have

OlI(H" e M'),| > ¢] < — (EQ[|X‘|]+Var?(X ), i<d. (A.10)

Combining (A.8)—(A.10), we get for H € £(Q), M = (M")!_, and A = (A")L_ that

OlI(H o X);| > c] < Q[I(H e M); + (H o A)| > ¢]

d
<> 0 [|(H’-M e —]JrZQ[I(H’-A )l > —}

2ad
<

d
- Zl EolIX![]+ VarZ (X1)) + ZVar?(X)

i=1

w

(EQ[|X,|]+ sup EQ[(H.X),]), tel, c>0,

S c He&(Q)
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where b := 2(a + 1)d. The proof for the filtration (]-",O)te ; is completely analo-
gous. g
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