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Preface

This thesis consists of three chapters. The first chapter covers topics in the fields of public
economics. The second chapter covers transparency in economic research. Chapter three
focuses on questions from the field of political economy and public economics.

In Chapter one, sole-authored (accepted at the Economic Journal), I systematically inves-
tigate the sensitivity of the elasticity of taxable income (ETI). Optimal tax policy requires to
quantify the magnitude of behavioural responses to tax changes. The ETI summarizes different
types of behavioural responses to income taxation such as real responses (e.g. labour supply
adjustments), tax avoidance (e.g. (legally) claiming deductions or income shifting between tax
bases) and illegal tax evasion behaviour. To examine the large variation found in the literature
of taxable and broad income elasticities, I conduct a comprehensive meta-regression analysis
using information from 61 studies containing 1,720 estimates. To account for the central role
of deductions and to disentangle real and reporting responses by individuals, I allocate all
reported elasticities to two subsamples: before (BD) and after deduction (AD) elasticities. I
show that the the vast majority of estimates (90%) lies within an interval of -1 and 1, with a
strong propensity to report estimates between 0 and 1 and both distributions reveal an excess
mass between 0.7 and 1. The broader range of responses is reflected by larger AD elasticities.
Within my sample AD elasticities exhibit a mean of 0.403, while BD elasticities have a mean
of 0.287. My findings reveal that estimated elasticities are not immutable parameters. First,
elasticities that account for deductions are not only larger by definition, but they are also more
sensitive to the estimation technique. Second, I link estimated elasticities to inequality measures
as well as tax system- and economy related characteristics. My study shows that AD elasticities
are highly correlated with top income shares. Finally, selective reporting bias is prevalent, and
the direction of bias depends on whether deductions are included in the tax base. Overall,
my findings have important policy implications. An application of a simple formula to derive
optimal revenue maximising top tax rates, lead to tax rate of 62.5% if I incorporate the mean
AD elasticity of 0.403 found in the empirical literature. Using my derived stylized AD estimates
ranging from 0.074 to 0.827, lead to tax rates between 44.63% to 90.01%. Hence, the large
variation found in the literature translate into a broad range of optimal top tax rates.
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In Chapter two, co-authored with Abel Brodeur, we investigate the relationship between
methods of data collection (administrative versus survey, for instance), availability of replication
material and statistical significance. The credibility revolution in empirical economics is
characterized by a shift towards methods focusing on causal inference along with the availability
of more and better data. A large literature documents the extent of p-hacking (i.e., manipulation
or selective reporting of p−values) and publication bias (i.e., outcome and statistical significance
of a study is related to the decision to publish) in economics and other disciplines (Andrews and
Kasy (2019); Brodeur et al. (2016) among others), the question of whether specific methodologies
for data collection suffer from more selective reporting has not received a great deal of attention.
This is a key research question given the increasing accessibility (and use) of administrative
and proprietary data in general, and the fact that publication bias and p-hacking issues cast
doubt upon the credibility of published research in the eyes of policymakers and others. If
policymakers and citizens are more likely to see studies finding a significant effect of a given
policy, then this would lead to a misrepresentation of the policy’s real effect (Blanco-Perez and
Brodeur (2019) and Abadie (2020)). In addition, we test whether the availability of data and
code sharing policies somehow affect selective reporting bias. Using the universe of hypothesis
tests reported in journal articles employing experimental and quasi-experimental methods
reported in 25 top economics journals, we find no evidence that the extent of selective reporting
differs for admin and survey data and that papers providing replication material are less
p-hack. The last result is of particular importance, since disclosure standards and open sharing
of data and code have been been increasing over the last decade. Given that the proportion
of articles receiving exemptions from data-sharing policies for admin data is larger than for
other data types, the increasing use of administrative records may raise concerns about the
reproducibility of research findings, and ultimately, research credibility. We show that the
difficulty of providing replication material is not a key factor driving p-hacking in economics.

In Chapter three, jointly written with Nils Wehrhöfer, we study the effects of public
disclosure laws on outside activities and earnings of German federal members of parliament
(MPs). German politicians are allowed to carry out outside activities in addition to their
political work but the execution of the mandate should be central to a politician’s activity.
Starting in 2005, German federal MPs were forced by law to publish their outside activities and
earnings in a bracket system top-coded at 7,000e. Initially, the information was only privately
disclosed. In 2007, private was replaced by public disclosure (also retroactively to 2005) and
these information can be accessed online on webpages of the German Bundestag. However,
the top-coding at 7,000e was criticized because MPs could cover their well paid activities and
voters could not differentiate between a moderate and high earning MP. In 2013, more brackets
were introduced such that earnings above 250,000e were now censored. This increased greatly
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the information available to voters. First, we exploit both reforms to identify the causal effects
of disclosure rules on politician’s outside earnings using administrative tax return data. It
allows us to observe pre-reform income as well as using unaffected state MPs as a control group.
Our results indicate that for the first reform the top-censored nature of the reporting scheme
has the consequence of raising outside earnings, while the second reform provides evidence
that a higher degree of public disclosure leads to a decrease in outside earnings. Second, we
explicitly distinguish between the effects of private versus public disclosure and find no effect
of private disclosure. Third, to identify potential mechanisms behind our findings, we collected
the published information on earnings and activities along with political and electoral variables.
We show that social norms and electoral accountability matters.
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The Elasticity of Taxable Income: A Meta-
Regression Analysis

1.1 Introduction

The design of tax and transfer policies requires to quantify the magnitude of behavioural
responses to tax rate changes in order to determine optimal policy. Larger responses to
taxation, for example, will lead to smaller revenue-maximizing tax rates for top income earners,
conditional on the shape of the income distribution (Saez (2001); Saez et al. (2012)). The elasticity
of taxable income (ETI) summarizes different types of behavioural responses to income taxation
such as real responses (e.g. labour supply adjustments), tax avoidance (e.g. (legally) claiming
deductions or income shifting between tax bases) and illegal tax evasion behaviour. It serves
not only as a behavioural parameter in optimal taxation models (Mirrlees (1971); Diamond
(1998); Saez (2001); Piketty and Saez (2013)) but also as sufficient statistic for dead-weight loss
calculation (Feldstein (1999) or Chetty (2009)). Since Feldstein (1995), a large body of empirical
work estimating taxable income responses has emerged. Despite the importance, there is little
consensus on the magnitude of these elasticities to be used in economic policy analysis.

In this paper, I provide a comprehensive quantitative survey by applying meta-regression
techniques. ’Elasticity of taxable income’ is used as an umbrella term for all types of elasticities
(e.g. adjusted gross and taxable income). In total, I collect 1,720 estimates extracted from
61 studies. I only consider Difference-in-Differences (DID) and Instrumental Variable (IV)
approaches and do not cover bunching (e.g. Saez (2010)) or time series evidence (e.g. Mertens
and Montiel Olea (2018)) as these estimates are conceptually different and therefore not
comparable to each other.

To account for the central role of deductions and to disentangle real and reporting responses
by individuals, I explicitly differentiate between behavioural responses that are based on income
concepts with or without tax deductions and allocate all reported elasticities to two subsamples:

1



CHAPTER 1. THE ELASTICITY OF TAXABLE INCOME: A META-REGRESSION ANALYSIS

before (BD) and after deduction (AD) elasticities. In addition to real responses (e.g. changes
in labour supply), many tax systems offer a wide range of deductions to legally avoid taxes.
Figure 1.1 plots the distribution of elasticities of both subsamples. The vast majority of estimates
(90%) lies within an interval of -1 and 1, with a strong propensity to report estimates between
0 and 1 and both distributions reveal an excess mass between 0.7 and 1. The broader range
of responses is reflected by larger AD elasticities. Within my sample AD elasticities exhibit a
mean of 0.403, while BD elasticities have a mean of 0.287.

Figure 1.1: Distribution of elasticities

0
.5

1.
5

2

-2 -1.5 -1 -.5 0 .5 1 1.5 2
income elasticity

Before Deductions After Deductions

Notes: The distribution of before deduction (BD) elasticities are displayed as a solid line and the corresponding
vertical line highlights the mean of 0.287 (N=940). The distribution of after deduction (AD) elasticities are displayed
with a dashed line and the corresponding mean of 0.403 is highlighted with the vertical dashed line (N=780). Both
figures are based on an an Epanechnikov kernel with a bandwidth of 0.072.

Researchers that estimate the ETI face various empirical challenges. Most importantly,
income and marginal taxes are jointly determined and potential solutions like Instrumental
Variables (IV) approaches have been developed. In addition, different income growth rates
across the population or reversion to the mean require solutions because it is hard to disentangle
income growth driven by tax and non-tax effects. Most notably functions of past income are
included in the regressions. While the choice of the specific regression specification depends on
the underlying model, there is some discretion in the way that specific methods and controls

2



1.1. INTRODUCTION

are implemented, which can partially affect chapters/etiresults.

I identify and assess different explanations for the pattern of estimates found in the empirical
literature. More precisely, different categories for each study (e.g. empirical strategy or
country) are recorded and differences between elasticity estimates are quantitatively examined.
Importantly, my meta-analysis provides a replicable statistical framework for summarizing and
assessing the full range of empirical evidence.1 Although the ETI literature has been reviewed
by Saez et al. (2012), I am not aware of any meta-regression analysis of taxable income elasticity
estimates.

My results show that elasticities that account for deductions are not only larger by definition,
but they are also more sensitive to the estimation technique. A calculation of stylized elasticity
estimates documents a wide range of possible estimates. When accounting for the implemented
estimation specification in primary studies, my regression chapters/etiresults show that average
BD elasticities lie in the range of 0.053 to 0.120, while average AD elasticities vary from 0.074 to
0.827. Richer income control variables always lower estimated elasticities and the effect is more
pronounced in the AD subsample. It remains unclear which income control is an appropriate
choice to disentangle non-tax from tax-related income responses.

I link estimated elasticities to inequality measures as well as tax system- and economy
related characteristics. More precisely, I add country and year specific characteristics to my
collected data to to provide suggestive evidence that elasticities are related to contextual factors.
Slemrod and Kopczuk (2002) and Kopczuk (2005) emphasise the fact that the ETI is considerably
larger in tax systems with more deduction possibilities and can therefore be controlled by
policy makers. Much of the evidence is based on self-employed and/or high-income taxpayers,
given their larger range of opportunities to adjust their (taxable or gross) income (e.g. Kreiner
et al. (2016); Le Maire and Schjerning (2013) or Harju and Matikka (2016)). Alvaredo et al.
(2013) highlight the role of tax policy and its effects on income inequality. In addition, Kleven
et al. (2011) and Kleven et al. (2016a) stress that third party information reporting (e.g. the
exchange of information of employers or banks and tax authorities) influences the magnitude
of behavioural responses.

My analysis provides evidence that estimated elasticities are not immutable parameters with
respect to the empirical strategy but they are also linked to past as well as current (tax-)policy
and that the underlying context matters when interpreting these elasticities. There is a positive
correlation between inequality measures and estimated elasticities. In particular, AD elasticities
are highly correlated with top income shares. A widening of the income distribution might

1See Christensen and Miguel (2018) for a review of research transparency and reproducibility in economics.
Card and Krueger (1995) and Card et al. (2010, 2018) are three examples that look into the field of labour economics.
Havránek (2015a) examines the literature on intertemporal substitution elasticities and Lichter et al. (2015) study
labour demand elasticities.

3



CHAPTER 1. THE ELASTICITY OF TAXABLE INCOME: A META-REGRESSION ANALYSIS

be the result of past tax cuts for high-income earners. Such developments are insufficiently
considered in the initial estimation of elasticities of taxable income, leading to an upward bias
in resulting AD elasticities. Moreover, the level of third party information reporting within
an economy is unrelated to elasticities that account for the deduction component, while it is
negatively related to the magnitude of elasticities that do not consider deductions. Typically,
deductions are not subject to third party information reporting. The degree of information
exchange between tax authorities and firms or other institutions can be influenced by policy
makers and thereby also influence the magnitude of estimated elasticities.

I focus on two types of selective reporting bias. The first is the so-called ‘file drawer
problem’ (Rosenthal (1979a)). It describes the fact that many studies or chapters/etiresults
have never been published because they do not reveal the expected sign, magnitude and/or
significance. The second type of selection reporting bias arises, if researchers use well-known
chapters/etiresults as a reference point and hence are inclined to report only chapters/etiresults
that are in line with these findings. With respect to the ETI, researchers generally put more
trust into estimates ranging from 0 to 1. With their seminal contribution, Gruber and Saez
(2002) have further shaped this belief by providing a value of 0.4 as their main result.

Graphical evidence as well as regression chapters/etiresults confirm the prevalence of
selective reporting bias in the literature of taxable income elasticities. In general, there is a
tendency to report significant chapters/etiresults more often. The existence of ‘p-hacking’ is
more pronounced among AD elasticities and among published articles compared to working
papers. Since the publication of Chetty (2009), BD (e.g. gross income) elasticities have begun to
receive more attention. This increased interest is reflected by a larger amount of ‘p-hacking’
within the BD-subsample for estimates published after 2009. In addition, I observe excess
(distributional) mass around 0 to 0.4 and below 1. These anomalies in the distribution of
estimates suggests that chapters/etiresults are more likely to get reported because they are in
line with theory and existing evidence. In general, there is an upward reporting bias for BD
elasticities. For AD elasticities, the reporting bias goes in both directions, while the downward
bias appears to be more dominant.

The remainder of this paper is structured as follows. In Section 1.2, I explain the meta
regression model and I describe the data collection process. In Section 1.3, I outline a basic
framework to discuss empirical challenges in the literature on taxable income elasticities (1.3.1)
and provide explanations of defined categories of heterogeneity (1.3.2) along with descriptive
statistics (1.3.3). In Section 1.4, I provide and discuss the baseline results and correlations
between contextual factors and elasticities. In Section 1.5, I highlight the prevalence of selective
reporting bias. Section 3.6 concludes.

4



1.2. META-REGRESSION FRAMEWORK AND DATA COLLECTION

1.2 Meta-regression Framework and Data Collection

I follow standard meta-regression analysis techniques (e.g. Card et al. (2010, 2018)). The meta
regression model is given by

ζis = ζ0 + βXi + δZs + εis, (1.1)

where ζis represents the i-th estimate estimate collected from study s. ζ0 denotes the intercept,
Xi and Zs represent study and estimate-specific variables respectively, and εis is the sampling
error. Since the variances of collected estimates are heteroscedastic, it is preferable to estimate
the model using Weighted Least Squares (WLS) rather than through an OLS estimation. I use
the inverse of the error term variance of an individual estimate V(ζ̂is) = σ2

is as analytic weights.
Hence, I give observations with smaller variances a larger weight and greater influence on the
estimates since precision can be seen as an indicator of quality.2 Standard errors are clustered
at the study level to control for study dependence in the estimates.

Data Collection. A comprehensive review and examination of the ETI literature provided
the data for the meta-analysis.3 As a first step, I searched Google Scholar and IDEAS RePEc
using the following search terms: ‘elasticity of taxable income’, ‘eti’, ‘taxable income’, ‘new
tax responsiveness’ and ‘tax elasticity.’ In addition, I relied on a survey by Saez et al. (2012) to
identify relevant studies published prior to 2011 and I cross-checked these with the reference
list of all previously identified papers. I checked only English- and German-speaking articles.
The main search process lasted from 2015 to 2019 and I identified 203 potential studies.

In the second step, I applied certain exclusion criteria to determine the final sample of
studies. I only coded studies that provide their own empirical estimates and rely on commonly
used income concepts as described below. Based on this sample, I found 37 studies that
were published. Additional working papers increased the number of articles to 61.4 In the
third step, I collected every estimate derived from a different specification (so-called multiple

2To test the robustness of the chapters/etiresults with respect to the underlying weights, I conduct various
regressions (see (online) Appendix F): (1) a simple OLS, (2) Random effects meta-regression technique, (3) a WLS
with weights that are based on the inverse of the share of observations per study in relation to the full sample and
(4) a WLS with weights that account for the sample size of each study. Last, to check whether clustering in the
meta-analysis produces misleading inferences, I apply a wild-cluster bootstrap procedure for improved inference
with only a few clusters.

3The meta analysis follows reporting guidelines proposed by Stanley et al. (2013). A list of people who have
coded and checked the data, a list of identified but not-included studies and estimates or a list of all included
estimates plus sources is provided upon request.

4In the (online) Appendix A, I provide an overview of studies included in the sample. On the one hand, adding
unpublished papers to the meta-sample might lower the quality of included estimates but, on the other hand,
most working papers are more recent and use better datasets and improved estimation techniques. It should be
noted that this meta study is only as good as the studies on which it is based and there might be variation among
the studies that cannot be reflected by the coded variables.
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CHAPTER 1. THE ELASTICITY OF TAXABLE INCOME: A META-REGRESSION ANALYSIS

sampling) so that they are different with regard to the defined categories of heterogeneity (e.g.
income concept or sample restrictions). I collected all point estimates, corresponding standard
errors, number of observations and type of control for heteroscedasticity and autocorrelation.
Additional information on journal, year of publication, country and time period is coded. In the
fourth step, I restricted the final dataset to estimates that provide a standard error or t-statistic.
My sample consists of 1,720 observations. Finally, I collected all necessary study characteristics,
which I will explain in the next section. Additional information on contextual factors such
as tax system and economic characteristics as well as inequality measures are collected and
merged with the dataset (see Table 1.1 for an overview).

1.3 Elasticity of Taxable Income

In this Section, I briefly explain the concept of taxable income elasticities. I outline the most
standard regression specification and I state empirical challenges. For a detailed discussion,
please refer to an excellent survey by Saez et al. (2012). I present various reasons why elasticity
estimates differ and describe the coded characteristics along with a more in depth explanation
in Section 1.3.2. In Section 1.3.3 I provide some descriptive statistics.

1.3.1 Empirical Challenges

The (taxable) income literature uses an extension of the traditional labour supply model.
Individuals maximize a utility function u(c, z), where z is income and c consumption. An
elasticity of the income tax base measures the responsiveness of income to changes in the
net-of-tax rate (NTR) - defined as one minus the marginal tax rate. This is the percentage
change in income in response to a one percent increase in the NTR. An increase in the marginal
tax rate reduces the NTR, which in turn reduces taxable income. Hence, the expected elasticity
should be positive.5

Collected elasticity estimates are summarized such that they belong either to the before or
after deductions subsample. Since an elasticity is a function of the definition of the tax base,
the applied income concept determines the range of responses. These responses can take many
forms, including changes in labour supply (participation and working hours), tax avoidance
(changing the timing of income/transactions, changes in the extent of spending on tax de-
ductible activities, e.g. donations, or even claiming questionable deductions) and tax evasion
(understating income, claiming unjustified deductions). The distinction between whether or

5Information about estimated income effects is rarely available (e.g. Gruber and Saez (2002) or Bakos et al.
(2010)) so, I ignore them and assume that compensated and uncompensated elasticities are equal.
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1.3. ELASTICITY OF TAXABLE INCOME

not an income concept considers deductions is crucial. Real responses can be captured with
a before-deduction elasticity while an after-deduction elasticity captures a broader range of
responses, including avoidance behaviour. Tax evasion affects both types of elasticities. Ideally,
we would like to observe a comparable and uniformly defined income across all studies. This
is impossible even for conceptually equal income concepts like taxable income. The exact
definition varies from country to country and, even within a country, over time. Researchers
mainly use taxable, adjusted gross, or total income to capture behavioural responses towards
taxation. Total income (= gross or broad income) is the sum of all income. Subtracting specific
deductions (e.g. retirement plan contributions), yields adjusted gross income. Taxable income
is calculated as adjusted gross income minus personal exemptions and itemized deductions.6

The most standard regression specification is derived as:

log
(

zit

zit−k

)
= ζlog

(
1− τit

1− τit−k

)
+ δ f (zit−k) + θXit−k + µt + εit, (1.2)

where i refers to the respective taxpayer and t is the underlying year. ζ is the parameter of
interest, k is the chosen difference length and t− k denotes the base-year. Xit−k is a vector of
control variables. Time dummies µt control for any omitted variables in differences that are the
same on average for all individuals. f (zit−k) denotes the income control in order to capture
non-tax related income trends. In equation (1.2) ζ represents the elasticity of the income tax
base that measures the responsiveness of income to changes in the net-of-tax rate (1− τ).

Several conditions must hold in order to estimate behavioural responses correctly. First,
only the marginal tax rate τ should change, while changes in the tax base z are kept constant.
In reality, however, the underlying tax base often changes simultaneously with the tax rate
itself. To rule out any tax legislation-induced tax base effects, the broadest definition and,
therefore, an ‘artificial’ tax base across years is used. For the US, researchers mostly rely on the
TAXSIM calculator developed at the NBER. In other cases, the constant tax base along with a
tax simulation model is often constructed by the researcher himself. Building a tax simulation
model requires a broad understanding of the underlying tax law as well as tax base changes
across the years under study.7

6In the (online) Appendix B, Table 8 provides summary statistics by reported income concept. As a sensitivity
check, I run the estimations on a subsample of the dataset and look only at taxable income elasticities (see Table
17). These chapters/etiresults remain unchanged compared to estimation chapters/etiresults that consider all AD
estimates.

7In many studies, details of the tax simulation model are missing. For example, although capital gains are
part of taxable income, only a few studies explicitly mention that they subtract capital gains. In addition, most
researchers remain salient on whether or not they apply a constant tax base approach. Both things influence the
definition of taxable income and therefore the chapters/etiresults.
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Second, in a progressive tax system, the marginal tax rate τ and income z are jointly
determined, and tax rates increase automatically if an individual faces a (non-tax related)
positive income shock and potential income responses are (wrongly) captured by the ETI.
Following Auten and Carroll (1999) and Gruber and Saez (2002), most studies use an instrument
that is based on mechanical changes in tax rates that are induced by tax reforms. The idea
is that this change in net-of-tax rates is free of any behavioural responses, representing only
mechanical changes that can be used as an instrument for the NTR. To construct mechanical
tax rate changes, one uses income from base year t− k and assumes that it remains the same
in year t. Applying tax rules for year t yields a mechanical (sometimes called predicted or
synthetic) tax rate. More developed instruments try to account for the growing concern that
this instrument is not sufficiently exogenous. For instance, Weber (2014) argues that mechanical
tax rate changes mentioned above should be lagged in order to fulfill the exclusion restriction.
Her approach makes it possible to deal with serially correlated transitory income shocks.

Third, different income growth rates across the population (e.g. larger income growth for
high-income earners) and reversion to the mean further aggravate a ’clean’ estimation. For
example, when income changes are driven by temporary income shocks or different parts of the
income distribution grow at a higher rate, it is hard to disentangle income growth driven by tax
and non-tax effects. In the case of tax cuts for upper-income groups, secular changes in income
(e.g. larger income growth at the top), lead to an upward bias and mean reversion might go in
both directions depending on the type of income shock. These shocks influence the shape of
an income distribution and they need to be incorporated in an empirical framework. While
administrative tax datasets offer precise information about a taxpayer’s income and deductions,
socio-demographic information and therefore the amount of other control variables is limited.
To capture non-tax related income growth, researchers use income controls f (zit−k) and apply
sample restrictions. The simplest income control is the log of base-year income ln(zi,t−k) (Auten
and Carroll, 1999). More sophisticated income controls like a spline of ln(zi,t−k) are applied as
well (Gruber and Saez, 2002). The same is true for sample restrictions. Since mean reversion is
pronounced at the bottom of the income distribution, the income distribution is often restricted
from below. For instance, typically taxpayers with an income below 10,000$ are excluded from
the analysis.

Fourth, variation in marginal tax rates used for identification are assumed to be exogenous.
This assumption is violated if tax changes are systematically correlated with other developments
that affect economic measures such as GDP. For instance, a tax policy that reduces taxes because
policy makers are anticipating a recession is clearly endogenous (Romer and Romer (2010)).
If tax changes are correlated with other developments, this leads to a biased estimated of the
effect of tax changes. Even previous tax changes can affect current elasticities. Finally, many tax
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reforms do not target a single income group, and income groups may face different tax rate
changes in magnitude throughout the income distribution. To disentangle any non-tax related
income changes that systematically vary by income group from the effects of tax rate changes
on income becomes even harder, if the extent of tax rate changes is correlated with income.

1.3.2 Categories of Heterogeneity in Estimated Elasticities

Now, I describe my coded characteristics in more detail. Many factors influence the size
of an estimate. To assess the relevance of different explanations, I define various categories
of heterogeneity: (1) income concept; (2) estimation techniques; (3) sample restrictions; (4)
publication characteristics, including variation across countries and time; and (5) contextual
factors. Dimension (1) to (4) are collected from primary studies while dimension (5) is based on
external data sources. There are more dimensions of heterogeneity worth investigating, such
as the role of income effects, restrictions on demographics (e.g. gender) or tax system-related
characteristics (e.g. restricting the sample to individuals who are not eligible for the alternative
minimum tax in the US) and even certain control variables such as education. However, a
limited number of estimates account for these variables, which makes it impossible test for
them. Table 1.1 provides an overview of all included characteristics and I describe each coded
variable in greater detail in the (online) Appendix C.2.

Income Concept. I only distinguish whether or not the dependent variable considers
deductions, and I allocate all reported income concepts to two subsamples: before (BD) and
after deductions (AD). Kopczuk (2005) shows how the ETI varies with its tax base. While the
AD elasticity is considerably larger in a tax system with more deduction possibilities, it can also
be lower in a country with a high degree of third party information reporting (e.g. exchange of
information between employer and tax authority) (Kleven and Schultz, 2014).

Estimation techniques. I define four distinctive features with respect to estimation
techniques that influence the ETI: (a) regression technique; (b) income control; (c) difference
length; and (d) weighting by income.

I categorize five regression techniques. Since income and marginal tax rates are jointly
determined, almost all approaches follow an Instrumental Variable (IV) procedure. They
essentially differ in the way they instrument for the net-of-tax rate (1− τ). Following Gruber
and Saez (2002) the most standard approach is defined as ‘IV: mechanical tax rate changes.’
The second estimation technique is called ‘IV: (lagged) mechanical tax rate changes’ (Weber,
2014). Different instruments have recently been developed. For instance, Burns and Ziliak
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(2017) use a Wald-type grouping instrumental variables estimator. Instead of using a person-
specific instrument, they construct a new instrument, which is the cohort-state-year mean of
the synthetic tax rate. I summarize all other types of instruments in a third category (IV:other).8

The earliest method, namely a basic Difference-in-Differences (DID) approach, uses a defined
treatment and control group without any instruments and income controls (Feldstein (1995)).
Difference-in-Differences (DID) with a dummy variable as an instrument represents another
category. This is a conventional DID approach in which the NTR is instrumented by the
interaction of the after-reform and treatment group dummy. This is similar to Feldstein’s (1995)
tabulated DID approach, but estimated in a regression framework that allows for additional
control variables (Moffitt and Wilhelm (2000)).

I define five generations of income control variables. First, there is the use of no additional
income control variables (none). Studies published prior to 2000 use no income controls and
most studies estimate a specification with no income controls as a sensitivity check. The second
generation covers studies that use only the log of base-year income control ln(zi,t−k) (Auten and
Carroll, 1999). Following Gruber and Saez (2002) researchers use more sophisticated income
controls like a spline of log base-year income. A spline divides income groups into deciles to
account for non linear income trends across these groups. Kopczuk (2005) argues that using
only base-year income and some flexible function is not sufficient. He explicitly distinguishes
between permanent and transitory income components and proposes two types of income
control variables: the log of lag base-year income ln(zi,t−k−1), which allows one to control
for an individual’s rank in the income distribution and therefore for the permanent income
level; and transitory income trends are captured by using the deviation between log base-year
and log lag base-year income ln(zi,t−k)− ln(zi,t−k−1). The last generation covers every other
(non-standard) income control used in the literature, e.g. cohort-state-year income control as
used in Burns and Ziliak (2017).

All studies apply a ‘First Difference’ estimation strategy with a varying difference length
to eliminate the impact of unobservable time-invariant characteristics. An estimate is either
based on a specification with a time window of 1-year, 2-year, 3-year or of 4 and more years.
The chosen difference length t− k has an effect on resulting estimates. Most estimations use a
3-year time window such that researchers relate income and marginal tax rates e.g. from 2001
to 2004. One might think that the longer the time window, the larger the behavioural response.
However, the timing, announcement and implementation of underlying reform(s), individual
speed of understanding, as well as an individual’s ability to adjust their income have an effect
on the size of behavioural adjustments. Since many tax reforms are phased-in over several
years, an estimate is only a combination of short-, medium- and long-run responses (Weber

8All ’other’ instruments are explained in greater detail in the (online) Appendix C.2.
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(2014)).

Since weighted elasticity parameters reflect the relative contribution to total revenues, re-
gression chapters/etiresults are sometimes weighted by income (Gruber and Saez (2002)).9 If
responses do not vary by income, weighting the estimates by income will not affect elasticity
estimates. However, it seems reasonable to assume that behavioural responses are not homoge-
neous across the income distribution. Weighted chapters/etiresults account for the fact that
high-income taxpayers tend to exhibit larger responses. Typically, these weights are censored
at the top (e.g. at 1 $ million) and are not free of criticism, since income itself is endogenous
(Weber (2014)). Individuals who face a temporary positive income shock will receive a larger
weight. The weight is even larger if high-income earners are affected. Hence, resulting estimates
are even more strongly distorted.

Sample restrictions. I coded whether income cutoffs are used and, if so, the correspond-
ing threshold. These thresholds are re-calculated in US-Dollar. To account for mean reversion
at the beginning and end of an individual’s working life, researchers apply an age cutoff to limit
the sample to the working population and to exclude pensioners.10

Publication characteristics and variations across countries and time. To account for
potential differences, I control for whether or not an estimate is reported in a journal or in a
working paper. Given the research process, I include different categories for publication decade
((1) <= 2000, (2) 2001-2010; (3) >2010) as controls. Publication decade does not necessarily
coincide with the timing of a tax reform. To identify a potential development over time which is
not directly related to any type of methodological progress but rather related to tax policy at a
given time, I include estimation/ data decade as a control. For a particular estimate, I calculate the
mean of the first and end years of the underlying data period (‘mean year of observation’) and
assign the corresponding decade: 1980s, 1990s or 2000s. Countries are summarized in different
country groups (1) USA, (2) Scandinavia (Denmark, Norway, Sweden), and (3) other countries
(Canada, Finland, France, Germany, Hungary, Netherlands, New Zealand, Poland, Spain).

Contextual Variables. Inequality measures and economic characteristics shape be-
havioural responses to taxation. To account for income inequality within an economy, I include
the Gini coefficient (disposable income, post taxes and transfers). In addition, I consider a
measure of the share of pre-tax national income that is held by the top 1% and top 10% as

9Similar to missing details regarding whether or not capital gains are included in the income concept, it often
remains unclear by what type of income estimates are weighted.

10In the (online) Appendix D, I provide estimation chapters/etiresults that account for sample restrictions with
respect to marital status and employment type.
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contextual variables in my regression. An increase in inequality might be the result of past
tax cuts for high-income tax payers. Hence, larger estimates might not be the result of larger
responses, but rather of a widening in the income distribution that is captured by estimated
elasticities.

Aspects of a given tax system as well as the underlying business cycle are related to
behavioural responses to taxation. Kleven and Schultz (2014) find that behavioural elasticities
are larger when estimated from large tax reform episodes and a more salient tax reform is more
likely to overcome optimization frictions. Therefore, I account for the introduction of a top tax
bracket. Since such a reform is more salient and the affected tax group is the most responsive
one, this might lead to higher estimates.11 Hargaden (2020) provides evidence of a weaker
behavioural response during a recession and therefore highlights the role of business cycle
fluctuations. To account for a given economic situation, I add the respective unemployment rate
as a contextual variable in my regression.

Third party information reporting (e.g. the exchange of information of employers or banks
and tax authorities) plays a key role in tax compliance and a country’s overall tax take. Kleven
et al. (2011) find that the overall tax evasion rate is very small in Scandinavia because almost all
income is subject to third party information reporting. I include two variables as a proxy to
check for its influence. First, the fraction of self-employed workers within a country. Traditionally,
self-employed taxpayers provide most of the necessary information to tax authorities themselves.
I expect a positive relationship between elasticities and the share of self-employed workers
within an economy. As a second measure, I include the share of modern taxes per GDP to proxy
for the share of tax revenue that are exposed to third-party information reporting compared to
the overall tax take. Kleven et al. (2016a) distinguish between what they call traditional and
modern taxes. Unlike traditional taxes, which rely on self-reported information, modern taxes
rely on third-party information.12 I expect a negative correlation between reported elasticities
and modern taxes to GDP ratio.

1.3.3 Descriptive Statistics

Table 1.1 provides an overview of the collected information to explain differences in elasticity
estimates. As already mentioned, I divide the meta-sample in two subsamples depending

11Tax reforms are necessary to generate variation that can be exploited. A reform does not happen in a single
year, nor is it easy to tell exactly which income group is affected. Moreover, most estimates are based on a
data period with more than one single change in tax law. This makes it difficult to account for other tax reform
characteristics in the meta analysis.

12Modern taxes are defined as personal and corporate income taxes, value-added taxes, payroll taxes, and social
security contributions, whereas traditional taxes are all other taxes (e.g. inheritance tax). Modern taxes play a
crucial role in the economic development of a country and there is a strong positive correlation between GDP per
capita and modern taxes to GDP.
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on whether the underlying income concept accounts for deductions. The before deductions
subsample consists of 940 observations collected from 46 studies and the after deduction
subsample of 780 observations from 41 studies. Around 60% of the estimates refer to a
regression technique that uses mechanical tax rate changes as an instrument. One third of
estimates use the log of base year income (Auten and Carroll, 1999) as an income control. Most
estimates either use a difference length of three years or consider a short time window of one
year. 40-50% of all primary estimates are weighted by income. Almost half of the estimates
apply an age cutoff and the vast majority of estimates use an income cutoff.
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Table 1.1: Descriptive Statistics: Categories of Heterogeneity
Before Deductions (BD) (N=940) After Deductions (AD) (N=780)

Mean Std. Dev. Mean Std. Dev.
Estimation Techniques
Regression technique

IV: mechanical tax rate changes 0.651 0.477 0.609 0.488
IV: (lagged) mechanical tax rate changes 0.041 0.20 0.165 0.372
IV: other 0.094 0.291 0.127 0.333
DID and IV 0.188 0.391 0.045 0.207
classic DID 0.026 0.158 0.054 0.226

Income Control
Auten Carroll (1999) 0.286 0.452 0.226 0.418
none 0.206 0.405 0.224 0.417
Gruber Saez (2002) spline 0.181 0.385 0.176 0.381
Kopczuk (2005) type 0.249 0.433 0.353 0.478
other 0.078 0.268 0.022 0.146

Difference Length
3 years 0.395 0.489 0.512 0.500
1 year 0.366 0.482 0.287 0.453
2 years 0.074 0.263 0.128 0.335
4+ years 0.165 0.371 0.073 0.260

Weighted by Income 0.484 0.500 0.405 0.491
Sample Restrictions
Age Cutoff 0.564 0.496 0.523 0.5
Income Cutoff

0-10k 0.255 0.436 0.236 0.425
none 0.127 0.333 0.199 0.399
10k-12k 0.249 0.433 0.292 0.455
12-31k 0.191 0.394 0.114 0.318
> 31k 0.178 0.382 0.159 0.366

Variations across Countries and Time
Country Group

USA 0.494 0.500 0.532 0.499
Scandinavia 0.184 0.388 0.099 0.298
other countries 0.322 0.468 0.369 0.483

Mean year in study data 1994.524 7.819 1995.976 8.849
Estimation decade

< 1999 0.286 0.452 0.288 0.453
1990 - 2000 0.394 0.489 0.262 0.440
> 2000 0.320 0.467 0.450 0.498

Publication Characteristics
Publication decade

2001-2010 0.367 0.482 0.414 0.493
<= 2000 0.063 0.243 0.033 0.180
> 2011 0.570 0.495 0.553 0.498

Published Type
published 0.672 0.470 0.671 0.470
working paper 0.328 0.470 0.329 0.470

Mean Year of Publication 2011.169 0 2011.169 0
Contextual Variables

Gini 30.908 5.178 31.684 4.445
top 10% inc. share 0.333 0.059 0.341 0.061
top 1% inc. share 0.109 0.034 0.114 0.037
intro top bracket 0.278 0.448 0.218 0.413
unemployment rate 6.917 2.874 7.023 1.638
fraction self-employed 10.934 3.833 11.056 3.6
share of modern taxes 26.688 9.195 25.449 8.388

Notes: I present descriptive chapters/etiresults separately for two subsamples: before (BD) and after deductions (AD). The sample covers only observations with a given standard error or
t-statistic. Reference categories are given in italics. More details can be found in the (online) Appendix C.2. For a given estimate, contextual variables are merged via country and/or mean year
of observation.
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1.4 Meta-Regression Results

In Section 1.4.1, I separately present the chapters/etiresults for before (BD) and after deduction
(AD) elasticities. In addition, I present some stylized elasticity estimates. These estimates
are intended to facilitate the interpretation of my chapters/etiresults and to summarize chap-
ters/etiresults that correspond to the two most commonly applied approaches in the literature.
In Section 1.4.2, contextual characteristics will be analysed separately and I show that both BD
and AD elasticities are correlated with tax system- and economy related characteristics.13

1.4.1 Baseline chapters/etiresults

I run specification (1) on the before and after deduction subsample separately and present the
chapters/etiresults in Table 1.2 and 1.3. I define the most commonly used characteristic as
a reference category (written in bold) and omit this feature such that reported coefficients
need to be interpreted as a deviation from a particular characteristic to the corresponding
reference category. I gradually add the defined characteristics. In column (1) and (2) I only
control for estimation technique, and in column (3) I account for sample restrictions. If ‘no
restriction’ defines the base category, it means that a particular estimate is not restricted with
respect to a certain characteristic. For instance, the baseline category for age restriction is ‘no
restriction.’ Hence, estimates need to be interpreted in reference to other estimates that do
not apply an age cutoff. chapters/etiresults on country group coefficients are presented in
column (4) and (5), with column (4) accounting for (estimation) decade, column (5) controlling
for (publication) decade. Column (6) presents the most comprehensive specification.14 Baseline
chapters/etiresults do not account for contextual factors. The reference specification in column
(1) is defined as a specification that uses mechanical tax rate changes as an instrument, log base-
year income control and a three-year difference length. For example, it refers to the most stan-
dard approach used by Kleven and Schultz (2014) in their baseline specifications. On average,
such a specification yields a BD elasticity of 0.073 and an AD elasticity of 0.445. As expected,
estimates that allow for deduction responses mostly reveal a larger constant and, therefore, are
statistically more elastic to marginal tax rate changes compared to chapters/etiresults obtained
based on the before (BD) subsample. Next, I present chapters/etiresults obtained for both
subsamples by category of heterogeneity.

13To verify the robustness of the baseline chapters/etiresults, I apply various estimation techniques and further
limit the dataset along certain dimensions (see tables 17 and 18 in the (online) Appendix F).

14Multicollinearity might be a problem in the regressions resulting in standard errors that are too large. This
makes it difficult to isolate the influence of a single variable from overall influence. Therefore, I check if the
variance inflation index is below 10 such that the presented chapters/etiresults are reliable within every estimation.
Except for column (6) in Table 1.2 and Table 1.3 this condition holds.
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Estimation techniques. My chapters/etiresults show that AD elasticities are more
sensitive with respect to different aspects of the underlying estimation technique compared to
BD elasticities. Starting with the choice of income control, most studies follow Auten and Carroll
(1999) and include log base-year income as an explanatory variable. Compared to this approach
a regression that does not consider any income control leads to lower and often negative
BD elasticities (a fact that is already noted in most primary studies). My chapters/etiresults
generalize this finding and quantify an average decrease by 0.2 in BD elasticities. This result
is quite robust even in the most sophisticated specification in column (6). All other kinds of
income control variables (in most cases more sophisticated ones) lower elasticities in both but
in particular in the AD subsample. The success of these controls depends on the extent of
year-to-year mean reversion and the stability of the underlying income distribution. However,
there is a potential risk that they absorb too much identifying variation (see Saez et al. (2012) for
a discussion). It is worth highlighting that Kopczuk-type income controls lower AD elasticities
(on average) by 0.371 compared to a log base-year income control while other types of income
controls (mostly splines) also decrease AD elasticities but at a lower rate.

The chapters/etiresults suggest that the chosen difference length has different effects on BD
and AD elasticities. In the BD subsample, all specifications with a two-year time window have
a marginally lower elasticity compared to specifications based on three-year differences, while
there are no statistically significant differences in difference length among AD elasticities. It
is reasonable to assume that the result represents different responses. Whereas BD estimates
mainly reflect labour supply responses that are not easily to adjust, exploiting tax deductions is
an easy way to change an individual’s income in response to tax rate changes.

There is no statistical significant difference across BD elasticities if they are weighted by
income or not, whereas weighted AD elasticities are significantly lower compared to unweighted
ones. These chapters/etiresults are unexpected, in particular the finding for the AD subsample.
If high taxpayers exhibit larger behavioural responses, weighting by income should result in
higher estimates. As noted in Weber (2014), weighting by income is a controversial model
choice, because income itself is endogenous and it further lead to distorted chapters/etiresults.
Moreover, the chapters/etiresults obtained in primary studies are mixed. For instance, Gru-
ber and Saez (2002) find that an unweighted gross elasticity is substantially lower to the
weighted elasticity, while a weighted ETI is very similar to the unweighted ETI. Giertz (2010) on
the other hand finds that unweighted ETI estimates are smaller than income-weighted estimates.

Sample Restrictions. An age cutoff restricts income and employment fluctuations at the
beginning and end of a person’s working life. Such a cutoff has contrasting effects on elasticities
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depending on the subsample. Estimates in the BD subsample are lowered when a primary
study restricts its data to a certain age, while I observe a positive effect on AD elasticities. Income
cutoffs have no effect on estimated BD elasticities. This is in stark contrast to findings for the AD
subsample where an income cutoff and its value matters greatly. This is an interesting finding
since it is unclear whether or not a certain cutoff (and its level) helps or impairs identification.

Variations across time and countries. Column (4) and (5) take into account country
group. While column (4) controls for estimation decade, column (5) shows the chapters/etiresults
for publication decade. In both subsamples (publication) decade has a significantly larger effect
on resulting estimates than (estimation (or data)) decade. Estimates published prior to 2001 are
always larger than those published at a later date - even when controlling for various aspects of
estimation technique. (Estimation) decade only influences BD estimates. For instance, those
BD estimates that rely on a dataset that cover the 1980s are always larger than those in later
years. Most of the other findings of Tables (1.2) and (1.3) discussed before prevail. Column
(6) shows the chapters/etiresults of the most comprehensive specification that accounts for all
the defined categories of heterogeneity. Unfortunately, multicollinearity seems to influence the
chapters/etiresults to the extent that the precision of some coefficients vanishes.
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Table 1.2: WLS before deductions baseline
Dependent Variable:
Elasticity BEFORE deductions (1) (2) (3) (4) (5) (6)

Estimation Technique:
Reg. Technique (omitted: IV: mechanical tax rate changes)

IV: (lagged) mechanical tax rate changes 0.060∗ 0.061∗ 0.054∗ 0.025∗∗ 0.025∗ 0.026
(0.031) (0.033) (0.029) (0.012) (0.015) (0.017)

IV-other 0.075 0.076 0.081∗ 0.074 0.107∗ 0.094
(0.056) (0.053) (0.044) (0.054) (0.056) (0.062)

DID-IV 0.298∗∗∗ 0.269∗∗∗ 0.224∗∗ 0.257∗∗∗ 0.313∗∗∗ 0.247∗∗∗

(0.053) (0.066) (0.105) (0.056) (0.075) (0.074)
DID-classic 0.332∗∗∗ 0.304∗∗∗ 0.068 0.187∗∗∗ 0.149∗∗ 0.091

(0.059) (0.072) (0.132) (0.063) (0.065) (0.068)
Income Control (omitted: Auten Carroll)

none -0.213∗∗∗ -0.216∗∗∗ -0.212∗∗∗ -0.209∗∗∗ -0.207∗∗∗ -0.209∗∗∗

(0.024) (0.023) (0.025) (0.028) (0.029) (0.028)
Gruber Saez Spline -0.020∗∗∗ -0.015∗∗∗ -0.021∗∗∗ -0.013∗ -0.016∗∗∗ -0.013∗

(0.005) (0.005) (0.007) (0.007) (0.005) (0.007)
Kopczuk -0.017∗∗ -0.014∗∗ -0.014∗∗ -0.015∗∗ -0.010∗∗ -0.012∗

(0.007) (0.007) (0.005) (0.007) (0.005) (0.006)
other -0.034∗∗ -0.070∗ -0.029∗∗ -0.020∗ -0.009 -0.033∗

(0.017) (0.039) (0.013) (0.012) (0.009) (0.019)
Difference Length (omitted: 3-years)

1 year 0.060 0.054 0.033 0.034 0.012 0.003
(0.063) (0.057) (0.045) (0.050) (0.040) (0.032)

2 years -0.013 -0.013 -0.030∗ -0.035∗∗∗ -0.035∗∗∗ -0.041∗∗

(0.021) (0.021) (0.016) (0.011) (0.008) (0.016)
4 years and more 0.082∗ 0.085∗ 0.068∗∗ 0.009 0.026 0.027

(0.042) (0.043) (0.030) (0.019) (0.021) (0.022)
Weighting by Income (omitted: no restriction)

Weighting by Income applied -0.041 -0.046
(0.025) (0.040)

Sample Restrictions:
Age Cutoff applied (omitted: no restriction)

Age Cutoff applied -0.282∗∗ -0.267 -0.259
(0.122) (0.174) (0.168)

Income Cutoff applied (omitted: 0-10k)
none 0.018 -0.020∗ -0.023

(0.021) (0.010) (0.024)
10k-12k 0.024 -0.015∗∗ -0.015

(0.016) (0.007) (0.011)
12k-31k 0.009 0.007 0.014

(0.007) (0.008) (0.011)
>31k 0.021 -0.005 -0.004

(0.017) (0.012) (0.013)
Variation across countries and time:
Country Group (omitted: USA)

Scandinavia -0.135∗∗∗ 0.239∗ 0.176
(0.042) (0.123) (0.143)

other countries -0.020 0.343∗∗∗ 0.300∗∗

(0.051) (0.126) (0.127)
(Publication) Decade (omitted: 2001-2010)

prior to 2001 0.426∗∗ 0.388∗∗

(0.207) (0.191)
after 2010 -0.205∗∗∗ -0.130

(0.073) (0.104)
(Estimation) Decade (omitted: 1980s)

1990s -0.048∗∗∗ -0.049∗∗∗

(0.002) (0.002)
2000s -0.031∗∗∗ -0.060

(0.010) (0.037)
Constant 0.073∗∗∗ 0.110∗∗∗ 0.351∗∗∗ 0.239∗∗∗ 0.296∗∗∗ 0.359∗∗∗

(0.007) (0.028) (0.123) (0.041) (0.054) (0.059)
Observations 940 940 940 940 940 940
Adjusted R2 0.566 0.575 0.615 0.637 0.655 0.680

Notes: Columns (1) to (6) estimated using WLS with the inverse of an estimate’s variance as analytical weights. Reported coefficients
need to be interpret as a deviation from the reference category (in bold). Baseline chapters/etiresults do not account for contextual
factors. Standard errors (in parentheses) are clustered at the study level. Significance levels are ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table 1.3: WLS after deductions baseline
Dependent Variable:
Elasticity AFTER deductions (1) (2) (3) (4) (5) (6)

Estimation Technique:
Reg. Technique (omitted: IV: mechanical tax rate changes)

IV: (lagged) mechanical tax rate changes 0.409∗∗∗ 0.362∗∗∗ 0.420∗∗∗ 0.333∗∗∗ 0.207∗∗∗ 0.141∗∗

(0.088) (0.127) (0.061) (0.079) (0.074) (0.069)
IV-other -0.265∗ -0.253 -0.246∗∗ 0.069 0.197 0.009

(0.145) (0.155) (0.118) (0.275) (0.218) (0.193)
DID-IV -0.590∗∗ -0.615∗∗∗ -0.702∗∗ -0.379 -0.289 -0.393

(0.224) (0.219) (0.281) (0.273) (0.475) (0.468)
DID-classic -0.188 -0.200 -0.189 -0.061 -0.178 -0.166

(0.372) (0.334) (0.363) (0.402) (0.305) (0.281)
Income Control (omitted: Auten Carroll)

none 0.108 0.074 0.045 0.084 -0.249 -0.237
(0.078) (0.084) (0.089) (0.087) (0.159) (0.163)

Gruber Saez Spline -0.100 -0.007 -0.137∗∗ -0.110 -0.119 -0.048
(0.068) (0.029) (0.068) (0.069) (0.088) (0.119)

Kopczuk -0.371∗∗∗ -0.231∗∗∗ -0.387∗∗∗ -0.229∗∗ 0.025 0.126
(0.043) (0.074) (0.075) (0.091) (0.104) (0.076)

other -0.195∗∗ -0.134 -0.331∗∗ -0.066 0.048 0.082
(0.075) (0.115) (0.132) (0.114) (0.124) (0.161)

Difference Length (omitted: 3-years)
1 year -0.048 -0.079 0.073 -0.066 0.119 0.103

(0.106) (0.131) (0.074) (0.121) (0.090) (0.105)
2 years 0.033 0.045 0.019 -0.058 0.057 0.053

(0.086) (0.081) (0.119) (0.078) (0.105) (0.109)
4 years and more 0.285 0.187 0.182 0.139 -0.362 -0.399∗

(0.191) (0.200) (0.212) (0.204) (0.242) (0.235)
Weighting by Income (omitted: no restriction)

Weighting by Income applied -0.195∗∗ -0.208
(0.091) (0.160)

Sample Restrictions:
Age Cutoff applied (omitted: no restriction)

Age Cutoff applied 0.252∗∗ 0.140 0.187
(0.113) (0.124) (0.138)

Income Cutoff applied (omitted: 0-10k)
none 0.154∗∗∗ 0.254∗∗∗ 0.337∗∗∗

(0.054) (0.087) (0.058)
10k-12k 0.109 0.353 0.514∗∗

(0.090) (0.236) (0.224)
12k-31k 0.111∗ 0.068 0.093∗

(0.063) (0.059) (0.050)
>31k 0.468 0.518 0.625∗∗

(0.424) (0.353) (0.306)
Variation across countries and time:
Country Group (omitted: USA)

Scandinavia -0.111 0.410 0.477∗

(0.089) (0.305) (0.279)
other countries 0.237 0.632∗∗ 0.608∗

(0.215) (0.304) (0.312)
(Publication) Decade (omitted: 2001-2010)

prior to 2001 1.164∗ 1.203∗

(0.662) (0.607)
after 2010 -0.500∗∗∗ -0.417∗

(0.173) (0.221)
(Estimation) Decade (omitted: 1980s)

1990s -0.018 -0.043
(0.060) (0.040)

2000s -0.185 0.030
(0.242) (0.131)

Constant 0.445∗∗∗ 0.496∗∗∗ 0.208∗∗∗ 0.420∗∗∗ -0.019 -0.082
(0.040) (0.059) (0.066) (0.103) (0.272) (0.243)

Observations 780 780 780 780 780 780
Adjusted R2 0.405 0.423 0.479 0.425 0.621 0.633

Notes: Columns (1) to (6) estimated using WLS with the inverse of an estimate’s variance as analytical weights. Reported coefficients
need to be interpret as a deviation from the reference category (in bold). Baseline chapters/etiresults do not account for contextual
factors. Standard errors (in parentheses) are clustered at the study level. Significance levels are ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Summary. To highlight the sensitivity of both types of elasticities with respect to the
estimation technique, I calculate some stylized elasticity estimates. In Table 1.4 I present average
BD and AD elasticity estimates for the most commonly used specifications. The upper part of
the table considers an approach that uses mechanical tax rate changes as an instrument and
a difference length of three years (= (basic) Gruber Saez approach). The lower part considers
an approach that uses (lagged) mechanical tax rate changes and a difference length of two
years (= (basic) Weber approach). Both parts show the chapters/etiresults for various income
controls. Compared to BD elasticities the magnitude of AD elasticities is not only larger by
definition but AD elasticities are also more sensitive with respect to aspects of the chosen
estimation technique. Average BD elasticities lie in the range of 0.053 to 0.120, while average
AD elasticities vary from 0.074 to 0.887. Richer (or more sophisticated) income controls always
lower elasticities and the effect is more pronounced in the AD subsample.

Table 1.4: Stylized elasticity estimates

An approach that uses the following
characteristics leads to: BD AD

IV: mechanical tax rate changes
Difference Length of 3 years
and the following income controls:

Auten Carroll 0.073 0.445
Gruber Saez Spline 0.053 0.345
Kopczuk 0.056 0.074

IV: (lagged) mechanical tax rate changes
Difference Length of 2 years
and the following income controls:

Auten Carroll 0.120 0.887
Gruber Saez Spline 0.100 0.787
Kopczuk 0.103 0.516

Notes: Stylized elasticity estimates are based on chapters/etiresults presented in
column 1 in tables 1.2 and 1.3. For instance, a specification that uses (i) (lagged)
mechanical tax rate changes, (ii) a difference length of 2 years and (iii) Kopczuk-
type income controls provide an average AD elasticity of 0.516 = 0.445 + 0.409 +
0.033 - 0.371 (compare table 1.3). Column BD refers to before and column AD to
after deduction elasticity estimates.

1.4.2 Contextual Factors

The following descriptive analysis shows how various contextual factors are associated with the
size of elasticity estimates. The baseline specification involves controls for estimation technique,
income controls and difference length (see column (1) from Tables 1.2 and 1.3). I use this
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specification and gradually take into account contextual factors as defined in Section 1.3.2. The
exercise shows that past as well as current (tax-) policy and the underlying context matters
when interpreting elasticities. The relevant coefficients are displayed in Table 1.5.

Table 1.5: WLS: Contextual Factors

Dependent Variable:
Elasticity: Before Deduct. After Deduct.
Additional Variables

Gini Coefficient 0.008∗∗∗ -0.002
(0.002) (0.014)

Top 10% 0.814∗ 3.563∗∗

(0.442) (1.536)
Top 1% 0.330 7.709∗∗

(0.448) (3.202)
Intro top bracket -0.026 -0.086

(0.094) (0.117)
Unemployment Rates -0.007 0.067∗

(0.004) (0.039)
Fraction of self-employed 0.016∗∗∗ -0.022

(0.006) (0.023)
Modern taxes (in 2005) -0.010∗∗∗ 0.016

(0.002) (0.012)

Notes: Both columns are estimated using Weighted Least Squares with pre-
cision as weights. Standard errors (in parentheses) are clustered at the study
level. The baseline specification only includes controls for estimation technique
(regression technique, income control and difference length) (same as column
(1) from Tables 1.2 and 1.3. I gradually add each contextual characteristic sep-
arately. For the first characteristic, I compare the first and last year of a data
period. Remaining characteristics are merged via mean year of observation.
For observations that are based on a classic DID approach, I do not have infor-
mation of the share of self-employed people that corresponds to the respective
mean year of observation. Full chapters/etiresults can be found in the (on-
line) Appendix E (see Tables 15 and 16). Significance levels are ∗ p < 0.10, ∗∗

p < 0.05, ∗∗∗ p < 0.01.

There is a positive correlation between inequality measures and elasticities. In particular, AD
elasticities are highly correlated with top income shares. An increase in inequality might be
the result of past tax cuts for high-income taxpayers. As Alvaredo et al. (2013) observe, there
has been a widening of the income distribution and top tax rates have moved in the opposite
direction from top pre-tax income shares. While top pre-tax income shares are rising, top tax
rates are decreasing. Such widening in the income distribution affects estimated elasticities. It
might be the case that income control variables do not fully account for such a development
and this leads to an upward bias of AD elasticities. This confirms the fact that not only current
but also past tax policy still has an effect on estimated elasticities and that the underlying
context matters when interpreting elasticities.

Given that wealthier people tend to be more responsive, I expect a positive relationship be-
tween an introduction of a top tax bracket and behavioural responses. Contrary to my expectation,
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the coefficient is insignificant and close to zero.15 Business cycle effects are approximated by
unemployment rate are weakly related to AD elasticities and I do not find any correlation with
BD elasticities.

As shown by Kleven et al. (2016a), there is a close relationship between tax enforcement, tax
compliance and third party information reporting. My regression chapters/etiresults show that
the share of tax revenue that are exposed to third-party information reporting within a country
(modern taxes per GDP) is negatively related to BD elasticities. Given that self-employed people
have greater control over their income, there is a positive correlation between BD elasticities and
the fraction of self-employed workers in an economy. Neither measure influences AD elasticities.
This strengthens the fact that AD responses are mainly driven by avoidance behaviour. Most
taxpayers respond via itemized deductions that are not subject to third party information
reporting. The magnitude of estimated elasticities are affected by the degree of third party
information reporting which can be influenced by policy makers.

1.5 Selective Reporting Bias

In the last part of my analysis, I check for the presence of a selective reporting bias. Publishing
statistical chapters/etiresults that reject the hypothesis of no effect reflects a general desire.
Moreover, researchers naturally want to publish chapters/etiresults that exhibit intuitive
magnitudes. Publication or reporting selection bias has been identified in other areas of
empirical work. Ashenfelter et al. (1999) review the literature on the rate of return on schooling
investment and show reporting selection bias in favour of significant and positive returns to
education. Card and Krueger (1995) find such biases in the minimum wage literature and
Lichter et al. (2015) in the literature on labour demand elasticities. A study by Brodeur et al.
(2016a) uses more than 50,000 tests published in three top economic journals and find that
researchers are prone to choose more ‘significant’ specifications in order to increase the chance
of publication. Moreover, they show that scientists use z-statistics of 1.64 or 1.96 as reference
points.

To start the analysis, I follow Brodeur et al. (2016a) and plot the distribution of z-statistics
and, I then examine the relationship between standard errors and estimates and the distribution
of elasticity estimates. Finally, I check statistically whether publication bias is prevalent.

Distribution of z-statistics An obvious type of bias is the excessive production and
selection of significant chapters/etiresults. Given that z-statistic = beta coefficient/standard

15I ignore all other tax system-related issues (e.g. base broadening) that might have been occurring simultane-
ously.
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Figure 1.2: Raw distribution of z-statistics
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(c) After Deductions - only published
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(d) After Deductions - only working paper
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(e) Before Deductions - prior to Chetty (2009)
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(f) Before Deductions - after Chetty (2009)

Notes: All graphs plot the distribution of z-statistics. The significance level of 5% (1.96) and also the
z-values for the 10% and 1% level of significance are highlighted. Subfigure (a) plots all estimates from the Before
Deductions (BD) subsample and Subfigure (b) for the After Deductions (AD) subsample. Subfigures (c) and (d)
split the AD subsample into estimates published in journals and estimates reported in working papers. Subfigures
(e) and (f) split the BD subsample into estimates that are published prior to and after 2009.
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error, there are three ways to receive significant values. First, to find a specification where
standard errors are low enough. Second, to search for a specification where coefficients are
large enough to offset ‘large’ standard errors. Or third, through a combination of these two
things. Since research on behavioural responses to taxation relies on administrative datasets
with a large number of observations, standard errors are generally small.

I plot the distribution of z-statistics for the two subsamples (see Figure 1.2).16 Subfigure (a)
shows the BD and Subfigure (b) the AD subsample. In accordance with Brodeur et al. (2016a), I
observe a local maximum around 2 (= 5% significance) and also a valley before this. Moreover, I
also observe a spike around 1.64 (= 10% significance) and around 3 (= 0.05-0.01% significance).17

These simple graphs provide evidence consistent with the existence of ‘p-hacking.’ This pattern
is more pronounced in the AD subsample because researchers usually use the elasticity of
taxable income (and not necessarily the elasticity of broad income) when they apply optimal
tax rate formulas.

In Subfigure (c) and (d) I divide the AD subsample into estimates reported in journal articles
and working papers. The maximum around 2 is even more pronounced for published AD
elasticities. It is unclear whether a researcher chooses the most credible findings in the first
place to increase the chances of publication and/or that referees/journals prefer significant
estimates. Moreover, journal editors often require authors to streamline their papers prior to
publication, leading them to limit the number of tables and figures in their paper. Therefore, it
is unclear who chooses which estimates are published.

Chetty (2009) shows that the excess burden of taxation depends on a weighted average of
taxable income and total earned income elasticities. Since the publication of his study in 2009,
BD (e.g. gross income) elasticities have begun to receive more attention. Therefore, I divide
the BD subsample into estimates reported prior to and after 2009. As seen in Subfigure (e), I
observe a larger insignificant mass before 2009 and a huge spike at 1.96 (=5% significance level)
and a missing mass before. After 2009 I observe a much smaller insignificant mass but still a
spike at 1.64 (=10% significance), 1.96 (=5% significance) and now also around 3 (=0.05-0.01%
significance level). The graphical evidence confirms that the share of significant BD elasticities
has increased over time.

16I formally tested the equality across distributions. I applied a Kolmogorov-Smirnov test which tests whether
different t-distributions are equal. More specifically, I test (i) whether the t-statistics of before and after deduction
distribution elasticities differ, (ii) within the AD subsample, I check whether the distribution of t-statistics from
published estimates and estimates collected from working papers differ, and last (iii) within the BD subsample, I
check whether the distribution of t-statistics before and after 2009 differ. In all three cases, I am able to reject the
hypothesis that this is the case.

17There are other peaks and valleys across the distributions. Unlike Brodeur et al. (2016a) I use considerably
fewer observations, with the result that my graphs appear to be more ‘bumpy.’
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Figure 1.3: Funnel Plot
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(a) Before Deductions - all
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(b) After Deductions - all
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(c) Before Deductions - only income control(s)
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(d) After Deductions - only income control(s)

Notes: Funnel plots are presented separately for the before and after deductions subsamples. The short dashed
line denotes the median and the dashed line the mean of the corresponding (full) subsample. In the dataset
the median (mean) BD elasticity is 0.185 (0.287) and 0.353 (0.403) respectively for an elasticity that considers
deductions. The base chapters/etiresults from Gruber and Saez (2002) are highlighted in black. They report
coefficients of 0.4 with a standard error of 0.144 for the ETI and 0.12 with a standard error of 0.106 for the elasticity
of broad (=gross) income. Subfigures (a) and (b) display all collected estimates. Subfigures (c) and (d) are based
on a subset of estimates that rely on a specification with income control(s).

Relationship between estimate and standard error. In the second step, I follow Card
and Krueger (1995) and analyse the relationship between an estimate and its standard error. I
apply a standard procedure and use what is known as a funnel plot in order to analyse the
correlation. Funnel plots are simple scatter plots of elasticity estimates on the horizontal axis
and their precision (=inverse of standard error) on the vertical axis. The most precise estimates
are close to the top of the funnel and as precision decreases, the dispersion of estimates increases.
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The shape of the graph should look like an inverted funnel. In the absence of selective reporting
bias, there should be no systematic relationship between estimates and standard errors. All
imprecise estimates should have the same probability of being reported. The funnel should
be symmetric with the estimates randomly distributed around the population elasticity. If the
estimates are correlated with their standard errors, the funnel can take an asymmetric shape.
This might happen when researchers select only significant estimates and/or estimates with a
certain sign (e.g. omit negative values) such that their chapters/etiresults are consistent with
theory.18

Figure 1.3 plots BD and AD elasticities separately along with their precision. I highlight
the mean and median as well as estimates obtained by Gruber and Saez (2002). Subfigures (a)
and (b) are based on the full sample of estimates, while I restrict the sample to estimates that
rely on income controls and therefore explicitly account for non-tax related income growth in
Subfigure (c) and (d). Subfigures for BD and AD reveal some noticeable differences. First, I
observe a more pronounced missing mass on the negative side in the BD compared with the
AD subsample. According to theory an increase in the marginal tax rate lowers the net of tax
rate, which in turn should reduce taxable income in the simplest case with no income effects
or frictions. If a researcher receives a negative value, this translates into a situation where
the government can tax income by 100% while the people earn/work even more. Hence, it
seems plausible that researchers tend to put more trust in positive chapters/etiresults to keep
in line with theory. This behaviour causes a positive relationship between standard errors and
estimates. AD elasticities allow a wider range of responses and it is also well-documented that
running the exact same specification chapters/etiresults in a larger AD elasticity compared to
an BD elasticity (Gruber and Saez (2002)). The chance of reporting negative values is therefore
larger for an elasticity that does not consider deductions. This might explain why I observe a
larger missing mass on the negative side in the BD subsample.

Within the AD subsample, it appears that researchers tend to report an estimate between 0
and 0.4 with a higher probability compared to estimates ranging from e.g. 0.4 to 0.8. I expect a
negative relationship between standard errors and estimates and therefore a downward bias of
AD estimates.

Distribution of estimates. Another kind of selection reporting bias arises, if researchers
use well-known chapters/etiresults as a reference point and hence are inclined to report only
chapters/etiresults that are in line with these findings. Piketty and Saez (2013) write in their

18As well as a graphical analysis, I formally checked for funnel asymmetry and conducted a so-called Funnel-
asymmetry test as proposed by Egger et al. (1997). In all cases, I am able to reject the hypothesis of funnel
symmetry. Besides selective reporting bias, there are other reasons why funnel asymmetry could arise (e.g. data
irregularities or low methodological quality of some studies).
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handbook chapter that an elasticity of 0.25 seems realistic (same as Chetty (2009)), 0.5 is high
and 1 is extreme. As seen in Figure 1.1, there is a general tendency to report chapters/etiresults
that lie within an interval of 0 and 1. I observe a considerable excess mass between 0.7 and
1. This indicates an aversion to report a value above 1. In their well-known and widely-cited
survey, (Saez et al., 2012, p. 42) refer to their estimates and write ‘[. . . ]. While there are no truly
convincing estimates of the long-run elasticity, the best available estimates range from 0.12 to
0.4. [. . . ]’ and ‘[. . . ] 0.25 corresponds to the mid-range of estimates found in the literature.
[. . . ]’ With regard to the AD-funnel, there is a slight incline to report values between 0 and 0.4
(=mean of AD estimates in the dataset).

Regression Results. To statistically examine the presence of selective reporting bias,
I take specification of column (1) of Tables 1.2 and 1.3 as the baseline specification (=WLS
with estimation technique controls) and explicitly control for an estimate’s standard error and
other publication-related characteristics. Point estimates and respective standard errors should
be independent according to random sampling theory (Card and Krueger, 1995; Stanley and
Doucouliagos, 2010). For the sake of interpretation, I normalize the standard error.
Overall, my regression chapters/etiresults confirm what can already be seen in figures pre-
sented before. The funnel plot for BD estimates indicates selective reporting bias towards
positive elasticities. This is confirmed in column (1). Published AD estimates suffer more from
’p-hacking’ and I statistically show that selective reporting bias is even more pronounced in
journals with a high impact factor among AD elasticities (see column (6)).19 To account for the
fact that larger datasets increase the change of yielding standard errors that are small enough to
produce significant and trustworthy chapters/etiresults, I calculate the median of observations
for each subsample and create a dummy variable if an estimate is based on a dataset that is
smaller or larger compared to the median sample size of all other collected estimates. For BD
elasticities, the relationship is significantly positive (see column (3)). In columns (4) and (8) I
include a dummy variable indicating if an estimate was reported prior to Chetty (2009). Both
aspects influence BD but not AD elasticities.

Summary. The graphical evidence and regression chapters/etiresults indicate an upward
reporting bias among BD elasticities, while the reporting bias for AD elasticities goes in both
directions with a downward bias appearing to be dominate. The distribution of elasticities
an the funnel plot show that there is a tendency to report chapters/etiresults that lie within
an interval of 0 and 1. In general, reference points related to statistical significance such as
1.96 matters for both types of elasticities and well-known chapters/etiresults are targeted.

19I downloaded the IDEAS RePEc simple impact factor (22.06.2016) and working papers receive a value of 0.
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Table 1.6: Testing for Selective Reporting Bias

Dependent Variable: BD BD BD BD AD AD AD AD
Elasticity: (1) (2) (3) (4) (5) (6) (7) (8)
Standard Error 3.654∗∗∗ 4.084∗∗∗ 0.972 0.652 -0.030 -0.834∗∗∗ -0.223 -0.360

(0.719) (0.845) (0.812) (0.988) (0.203) (0.294) (0.354) (0.530)
Journal impact factor -0.012 0.030∗∗

(0.008) (0.014)
Std.Error* Impact Factor -0.051 0.084∗∗∗

(0.035) (0.022)
Dummy if obs > median(obs) 0.771∗∗∗ -0.066

(0.279) (0.285)
Std.Error*D if obs > median(obs) 4.375∗∗∗ 0.113

(1.142) (0.540)
Dummy reported prior to 2009 0.575∗∗ -0.1122

(0.267) (0.304)
Std.Error*D reported prior to 2009 3.726∗∗∗ 0.217

(1.322) (0.614)
Constant 0.876∗∗∗ 0.982∗∗∗ 0.477∗∗∗ 0.460∗∗ 0.424∗∗ -0.027 0.400∗∗ 0.416∗

(0.180) (0.213) (0.138) (0.181) (0.158) (0.221) (0.158) (0.248)
Observations 940 940 940 940 780 780 780 780
Adjusted R2 0.614 0.624 0.628 0.627 0.404 0.456 0.408 0.420

Notes: Columns (1) to (8) are estimated using Weighted Least Squares using precision as weights. I control for estimation
technique (= regression technique, income control and difference length. Full chapters/etiresults can be found in the
(online) Appendix G in Tables 19 and 20. Standard errors (in parentheses) are clustered at the study level. Significance
levels are ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01. Included standard errors as explanatory variables are normalized such that
they can be interpreted as a standard deviation.

In particular, I observe a larger missing mass for negative values in the BD subsample and
I find that researchers report AD estimates ranging from 0 to 0.4 more often compared to
chapters/etiresults that are located e.g. within 0.4 to 0.8. Among the AD subsample selective
reporting bias is even more prevalent in journals with a high impact factor, while the year of
publication matters for BD elasticities. Since 2009 have become more significant because of its
increased interest.

1.6 Conclusion

This study applies meta-techniques to identify and to assess different explanations for the
varying sizes of estimated elasticities. The magnitude of such estimates is of major importance
for tax policy analysis. I differentiate between real responses (before deduction elasticities) and
avoidance behaviour (after deduction elasticities) and use 1,720 estimates from 61 studies.

The paper consists of three parts. First, I conduct a meta-regression analysis and quantify the
impact of various model choices. Compared to BD elasticities the magnitude of AD elasticities
is not only larger by definition, but AD elasticities are also more sensitive with respect to the
estimation technique. Second, my study points to correlations between reported estimates and
tax system- and economy related characteristics, as well as inequality measures. Last, it shows
that selective reporting bias is prevalent in the literature of taxable income elasticities. There
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is an upward reporting bias among BD elasticities while the reporting bias for AD elasticities
goes in both directions with a downward bias appearing to be dominate.

Several important conclusions can be drawn from this analysis. As already acknowledged in
the literature, the ETI is not a structural parameter and this study shows that policy conclusions
can be misleading. Reported estimates need to be interpreted within the context they are
estimated in and researchers and policy makers need to be careful about what type and size of
elasticity should be used for policy analysis (e.g. when calibrating an optimal tax model). An
application of a simple formula to derive optimal revenue maximising top tax rates, lead to tax
rate of 62.5% if I incorporate the mean AD elasticity of 0.403 found in the empirical literature.
Using my derived stylized AD estimates ranging from 0.074 to 0.827, lead to tax rates between
44.63% to 90.01%.20 To develop new (empirical) strategies that are robust to certain model
choices, we need to raise the awareness that insignificant and even implausible estimates are
meaningful. Instead of proving a single estimate, a range of estimates might help to shed light
into the heterogeneity of behavioural responses across the income distribution and different
socio-economic groups.

Finally, the literature on taxable income elasticities suffer from selective reporting bias.
Unlike the literature on the effects of taxation on labour supply, which relies mostly on survey
data, the ETI-literature predominately uses administrative tax-return data.21 On the one hand,
administrative tax-return data provides precise information about a tax unit’s income situation
that is needed for estimation but, on the other hand, a replication of existing findings is very
difficult. Data access is often restricted to a small number of people and its utilisation is costly
in various dimensions (e.g. lack of institutional knowledge and language barriers). Future
researchers should be encouraged to provide as much information as possible to promote a
comprehensive understanding of the obtained elasticities (Slemrod (2016)). Reporting standards
or even a pre-analysis plan might reduce the problem of selective reporting bias (see Burlig
(2018); Christensen and Miguel (2018)).

20Assume that the shape of the income distribution in the highest tax bracket is characterised by the Pareto
parameter a and e is the elasticity of taxable income or the range of AD elasticities found in this study. Following
Saez (2001) the revenue-maximising tax rate is defined as t = 1

1+a∗e . For instance, if a = 1.5 and e = 0.074, the
resulting tax rate is equal to t = 1

1+1.5∗0.074 = 90.01%.
21There are some exceptions who either use survey or aggregated administrative data. Recently, Burns and

Ziliak (2017) use the Current Population Survey for the US and find elasticities in the range of 0.4 and 0.55.
Although deductions and exemptions are precisely measured in administrative tax records, survey data offers a
larger set of demographic characteristics and information about the low end of the income distribution. Tax units
who do not file a tax return are not available in the tax data and these tax units are in most cases poor households.
Future work might consider survey data to (at least) estimate BD elasticities. Saez (2017) provides evidence that
even simple tabulated tax data can provide valuable evidence and he points out to possible advantages of such
data compared to microlevel data (e.g. simplicity and transparency).
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P-Hacking, Data Type and Availability of
Replication Material

2.1 Introduction

In the last two decades empirical microeconomics has experienced a ’credibility revolution’
(see Angrist and Pischke (2010). Various improvements in empirical work has been made. The
greater availability of administrative records has had a great impact on applied microeconomics
research. Indeed, Chetty (2012) documents an important rise in the number of micro-data-based
studies published in top economic journals between 1980 and 2010 that used administrative
records data. The advantages of administrative records include, among others, providing highly
reliable and representative data covering a large number of observations (see Künn (2015) for a
discussion). However, administrative data comes with potential costs such as limited access
because of privacy concerns. As Christensen and Miguel (2018) document the first ’top five’
general interest economics journals explicitly require data and code to be submitted at the time
of article publication. This allows to replicate and to verify the underlying results. In addition,
it also expands scientific knowledge because other researchers are now able to build upon
existing (empirical) research. The increasing fraction of papers relying on administrative data
sources might explain the rising share of papers that received exemptions from the data-sharing
policy (Vilhuber (2020)). Given the lack of replication files, it may hamper the ability of other
researchers to duplicate the results of a prior study if the same procedures are followed.1

In this paper, we investigate the relationship between methods of data collection (adminis-
trative versus survey, for instance), availability of replication material and statistical significance.
While a large literature documents the extent of p-hacking (i.e., manipulation or selective

1Availability of replication material is important for reproducibility of results, but also replicability (i.e.,
replicating prior results using the same codes but new data) and generalizability (i.e., extension of findings to
other populations or settings). See Bollen et al. (2015) for definitions and a discussion of reproducibility and
replicability.
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reporting of p-values) and publication bias (i.e., outcome and statistical significance of a study
are related to the decision to publish) in economics and other disciplines (Andrews and Kasy
(2019); Brodeur et al. (2016b); Bruns et al. (2019); DellaVigna and Linos (2020); Doucouliagos
and Stanley (2013); Franco et al. (2014); Furukawa (2019); Gerber and Malhotra (2008a); Gerber
and Malhotra (2008b); Havránek (2015b); Havránek and Sokolova (2020); Rosenthal (1979b)),
the question of whether specific methodologies for data collection suffer from more selective
reporting has not received a great deal of attention. This is a key research question given the
increasing accessibility (and use) of administrative and proprietary data in general, and the fact
that publication bias and p-hacking issues cast doubt upon the credibility of published research
in the eyes of policymakers and others. If policymakers and citizens are more likely to see
studies finding a significant effect of a given policy, then this would lead to a misrepresentation
of the policy’s real effect (Blanco-Perez and Brodeur (2019)).

The main hypotheses to be tested are: (1) the extent of p-hacking and publication bias in
leading economics journals depend upon the methods of data collection, and (2) journal articles
which provide data and/or code for replication suffer from less selective reporting.

To answer these research questions, we rely on the universe of hypothesis tests reported
in journal articles using experimental and quasi-experimental methods published in 25 top
economics journals for the years 2015 and 2018. We complement this data set, built by Brodeur
et al. (2020), by collecting information about the data set used and distinguish between four
different types of data: administrative data (admin), survey, hand collected and other data. We also
collect data on whether the data and code or at least the code for replication for each journal
article were made available on the website of the journal.

We find that the distribution of tests for admin and survey data exhibits a two-humped
shape, with “missing” tests just before the 10% significance thresholds, and a “surplus” just
after. There is a (local) maximum near the 5% significance threshold for both subsamples and
the extent of misallocation is remarkably similar across these two data types. The extent of
misallocation appears slightly smaller for hand collected data and slightly larger for other data
types such as financial data.

We rely on three approaches to formally document the extent of p-hacking by data collection
type. First, we follow Gerber and Malhotra (2008b) and apply a caliper test. This method
focuses on discontinuities in the probability of a test statistic appearing just above or below
a conventional statistical threshold. Our results suggest that the proportion of tests that are
marginally significant in admin data articles is not significantly different than for survey data.
We also provide weak (although not robust) evidence that hand collected data are less likely to
report marginally significant estimates than admin and survey data.

One of the advantages of the caliper test is that we can control for journal fixed effects,
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and authors and articles’ characteristics.2 This is potentially important in our context if users
of a specific data type have characteristics that are related to specification search behavior.3

Interestingly, we find that controlling for a large set of authors and articles’ characteristics in
our caliper analysis has no effect on our conclusions.

Second, we follow Brodeur et al. (2020) and quantify the excess number of test statistics in
the range 1.65 to 2.58 by comparing the observed distribution of test statistics for each data
type to a counterfactual distribution absent of selective reporting. The main advantage of this
method is that we can directly measure the extent of misallocation without having to compare
between data types. Our results suggest that the extent of misallocation is relatively small for
all data types. Survey data appears to suffer from the largest amount of misallocation.

Last, we apply Andrews and Kasy (2019)’s measurement of publication bias. Their methodol-
ogy provides the relative publication probability of statistically significant results in comparison
to statistically insignificant results. For admin data, we find that a statistically significant result
at the 10% and 5% levels is approximately 2.4 and 3.4 times more likely to be published than an
insignificant result, respectively. The estimates are slightly larger for survey data. In contrast,
statistically significant hand collected results (at the 10% and 5% levels) are only 1.7 and 2.1
times more likely to be published than an insignificant result, respectively.

We then turn to testing whether providing data and/or codes for replication is related to
selective reporting. While the primary goal of mandatory data and code sharing policies is not
to decrease selective reporting, but rather to increase reproducibility of empirical results, it is
plausible that the availability of replication material could be related to selective reporting. One
potential disadvantage of administrative (admin) data over other data type from a research
transparency perspectives is thus the relative difficulty of data access for other researchers. In
our sample, approximately 34% of tests are in journal articles which provide access to data
and code for replication. This result is partly driven by a rise in the share of papers receiving
exemptions from data-sharing policies at top journals.4 More precisely, about 22%, 34% and
50% of journal articles using admin, survey and hand collected data provide direct access to
data and code, suggesting large differences in data sharing.

Another way to promote research transparency is to provide at least the code that is used by

2We find that articles published by less experienced authors and with a higher share of women are significantly
less likely to rely on admin data than other data types, while survey data are less likely to be published in one of
the top 5 economic outlets.

3See Kapteyn and Ypma (2007) for a discussion of issues and problems with survey and admin data. The
authors point out, for instance, that surveys are more costly and subject to nonresponse issues, while admin data
may suffer from mismatching due to to imperfect linkage information from different sources.

4For example, Christensen and Miguel (2018) show that from 2005 to 2016 the proportion of journal articles
published in the American Economic Review using data that received exemptions from the data-sharing policy has
increased from 6 percent to 46 percent. See Vilhuber (2020) for a discussion of the importance and impact of
restricted-access data.

33



CHAPTER 2. P-HACKING, DATA TYPE AND REPLICATION MATERIAL

the researchers. While the code itself does not allow a replication, it might improve transparency
and replicability, and thereby reduce p-hacking. We observe that roughly half of tests are
published in journal articles for which the underlying code was provided, with no striking
differences by data type.

Using our different methods, we find no evidence that articles that provide data and/or
codes for replication are significantly less likely to report marginally significant results. This
result is robust to the inclusion of journal fixed effects and a large set of control variables.
This finding is in line with our main result that the extent of selective reporting does not vary
across data type, and potentially suggests that improved publication practices other than data
and code availability policies are necessary to mitigate the problems of publication bias and
p-hacking. For instance, Blanco-Perez and Brodeur (2020) provide evidence that an editorial
statement on the importance of non-significant results addressed to authors and reviewers
reduced the extent p-hacking and publication bias in the field of health economics.

Our results contribute to a growing literature on meta-analyses and research transparency by
better informing the determinants of publication bias and p-hacking (Abadie (2020); Havránek
et al. (2020); Ioannidis et al. (2017); Miguel et al. (2014); Stanley (2008); Stanley and Doucouliagos
(2014); Swanson et al. (2020)).5 Two relevant studies are Brodeur et al. (2020) and Vivalt (2019).
They document differences in selective reporting by method, showing empirical evidence
that randomized control trials and regression discontinuity designs in comparison to other
non-experimental methods are less p-hacked. We contribute to this literature by testing other
potential determinants of selective reporting in economics.

We also contribute to a literature on journal policies, and more generally editor and
reviewer behavior.6 In a recent literature review, Christensen and Miguel (2018) identify
different approaches to address the credibility of research findings such as mandating greater
data sharing and the use of pre-analysis plans.7 Brodeur et al. (2016b) document for three
top economics journals that data or programs availability does not mitigate p-hacking. We
contribute to this literature by analyzing this relationship for a larger number of journals, and
controlling for journal fixed effects and authors and articles’ characteristics in our model.

Section 2.2 details the data collection. Section 2.3 documents differences in the users of
admin, survey and hand collected data, and tests whether the likelihood of providing replication
material is related to data types. In section 2.4, we present the distribution of test statistics by

5See Camerer et al. (2016), Chang and Li (Forthcoming), Hamermesh (2017) and Maniadis et al. (2017) among
others for a discussion of replication in economics.

6See Card and DellaVigna (2020), Card et al. (2020) and Carrell et al. (2020) for two recent studies documenting
how reviewers evaluate papers and whether editors follow reviewers’ recommendations. See Blanco-Perez and
Brodeur (2020), Feige (1975) and Höffler (2017) for comments on editorial policies.

7See Christensen et al. (2019) and McCullough et al. (2008) for a discussion of the benefits and limitations of
data sharing.
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data type. Section 2.5 presents our main findings. The last section concludes.

2.2 Data Collection

Our data come from Brodeur et al. (2020) and contain 21,440 test statistics from 684 articles
published in 2015 and 2018 in 25 top economics journals.8 The sample consists of journal
articles using one of the following four methods: difference-in-differences (DID), instrumental
variable (IV), sharp regression discontinuity design (RDD) and randomized control trial (RCT).9

The data consists of coded z-statistics for all tests using the ratio of coefficients and, standard
errors,10 p-values transformed into equivalent z-statistics and t-statistics for each journal article.
The sample was restricted to coefficients of interest from main results tables. Estimates from
summary statistics, appendices, robustness checks, and placebo tests were excluded. Test
statistics drawn from multiple specifications of the same hypothesis were collected. Of note,
each article was independently coded by two of the authors to reduce concerns that only
coefficients of interest were selected. All of the tests relate to two-tailed tests.

We augment the data by Brodeur et al. (2020) by adding information on data sets used
and replication characteristics for each article. More specifically, we collect information on the
method of data collection and the name of the data set. The median number of employed data
sets per study is two. In case of multiple data sets within one journal article, we only used those
articles that rely on solely one data type. Hence, we follow the most conservative approach and
only consider those observations where the data type under study is clearly identifiable and
unique for each article..11 In Section 2.4 we show that the omission of journal articles using
multiple types of data has no effect on our main conclusions.

Type of Data We collect information about the data set used in primary studies and
distinguish between four different types of data: (a) admin, (b) survey, (c) hand collected and
(d) other data.

Administrative (or register) data are generally collected by government agencies used for
administrative purposes. Typical examples are social security or vital records. Compared to
administrative data, survey data differ in terms of their purposes. Surveys are conducted to

8Top journals are identified using RePEc’s Simple Impact Factor: https://ideas.repec.org/top/top.
journals.simple10.html.

9Journal articles using matching, fuzzy RDD or Structural Equation Model are removed.
10We treat the ratios of coefficients and standard errors as if they were following an asymptotically standard

normal distribution under the null hypothesis.
11This decision is also related to the fact that studies with multiple data types typically rely on multiple types

for a given specification (e.g., dependent variable uses admin data while independent variables use survey data),
making it tricky to code.
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answer specific questions, while often targeting only subgroups of individuals. For example, a
candidate survey conducted during an election. Two more prominent examples are the Current
Population Survey (CPS) and the General Social Survey (GSS). These data are gathered by
a third party and not by the researchers themselves. Hand collected data on the other hand,
describe data sets that are manually collected by researchers. Such data might be an own
implemented survey or experiment. We coded all remaining data sets as other. This involves
data collected from financial data streams such as Bloomberg or Compustat but also statistical
data like GDP or unemployment figures that are publicly available and provided by the OECD
or World Bank. Appendix Table B.1 provides various examples of data sets by type of data.

Replication Characteristics We coded two characteristics to classify possibilities to repli-
cate published findings: (a) direct access to the data and code and (b) provision of code. To
specify how the respective data set(s) can be accessed, we coded access as a binary variable
that indicates if the relevant data and code can be directly accessed on the journal’s webpage.12

Even if journals require the authors of a study to publish their code and data, authors face
various restrictions. Often, a data set cannot be published due to confidentiality reasons (i.e.,
tax return data). To capture the availability of code, we coded provision of code as a binary
variable that indicates if at least the underlying code (or data) can be accessed.13 More precisely,
we compare estimates that provide no replication material to those estimates that provide
replication material. We collect this information on the journals’ webpages and thereby ignore
the voluntary provision of replication material (either code, data or both) on authors’ webpages.

Descriptive Statistics In Table 2.1, we provide an overview about the type of data and
replication characteristics. In total we identified 12,495 observations and 402 articles that rely
on solely one data type. The largest share of articles collect the data themselves (29%), while
approximately 28% employ admin, 20% survey and 23% use other data.

In our sample, 130 out of 402 journal articles provide direct access to the data and code. More
specifically, we document that 22%, 34% and 50% of journal articles using admin, survey and
hand collected data provide direct access to data and code. This result could be driven by a
larger share of admin journal articles receiving exemptions from data-sharing policies at top
journals and/or through composition effect in which admin data papers are more likely to be
published in journals that do not have data and code availability policy. We provide empirical

12We only checked the journals’ webpages for data and code availability. It is plausible that some researchers
publish replication material on their personal webpage in the absence of a journal data and code repository.

13There are two papers (i.e., 27 observations) in our sample which provide data but not the code for replication.
We code the variable provision of code to be equal to one for these 27 observations.
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evidence throughout that exemptions from data-sharing policies is driving this result.14

In our sample, approximately half of the articles provide at least the codes for replication.
In contrast to direct access to data and code, we do not observe large differences across data
type for the provision of code.

Table 2.2 provide descriptive statistics for articles and authors’ characteristics by type of data.
We see that about 20% of tests in our sample come from articles published in the Top 5 journals
in economics,15 of which the majority are using admin or hand collected data. Approximately
21% of tests come from solo-authored articles, with a majority of those tests from admin and
survey data. The average years of experience of authors (years since PhD completion) in our
sample is 11.6 and about 30% of tests are written by authors affiliated with a top institution.16

In Appendix Table B.2, we provide an overview of journals and the prevalence of our four
different types of data.17 The journals with the largest number of tests in our sample are
the American Economic Journal: Applied Economics, the American Economic Review, the Journal
of Development Economics, the Journal of Public Economics and the Journal of Finance. There are
large differences in data types by journal. In our sample, the share of articles using admin
data is especially large for the Journal of Public Economics, the Journal of Urban Economics and
the Quarterly Journal of Economics, and relatively low for journals such as the Journal of Human
Resources and the Journal of Development Economics. The share of articles using hand collected
data is relatively high for the Journal of Development Economics, the Journal of the European
Economic Association and the Review of Economic Studies. The three journals with the highest
share of articles using survey data are the American Economic Journal: Macroeconomics, the Journal
of Applied Econometrics, the Journal of Human Resources. Last, the share of articles using other
types of data is the largest for the Journal of Economic Growth, Journal of Financial Economics and
Journal of Financial Intermediation.

Last, Appendix Table B.3 shows how often journals (i) provide direct access to the underlying
data and code and (ii) provide at least the code. Each observation is a test statistic.

14See our caliper test analysis with journal fixed effects presented in Section 2.5 and Table 2.2 for journal
composition by method of data collection.

15The Top 5 journals refer to the American Economic Review, Econometrica, the Journal of Political Economy, the
Quarterly Journal of Economics, and the Review of Economic Studies.

16We follow Brodeur et al. (2020) and code as “top” institutions the following institutions/departments:
Barcelona GSE, Boston University, Brown, Chicago, Columbia, Dartmouth, Harvard, MIT, Northwestern, NYU,
Princeton, PSE, TSE, UC Berkeley, UCL, UCSD, UPenn, Stanford, and Yale. The choice of institutions is based on
RePec’s ranking of top institutions (https://ideas.repec.org/top/top.econdept.html).

17Appendix Table B.4 shows the distribution of different data type usage by estimation method. The most
striking result is perhaps for hand collected data with over 90% of RCT tests using this data collection technique,
while only 2 and 10 and 13% of RDD, DID and IV tests use hand collected data.
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2.3 Data Type Characteristics

Before turning to our analysis of p-hacking across data types and availability of replication
material, we document key differences in the users of admin, survey and hand collected data,
and test whether the likelihood of providing replication material is related to data types.

2.3.1 Data Type and Articles and Authors’ Characteristics

We first conduct an analysis in which we predict data type use with our set of articles’ and
authors’ characteristics. Table 2.3 shows the results from probit regressions that consider some
of these variables simultaneously. The equation is:

P(Data Typeia f ) = Φ(α + β f + γXia), (2.1)

where Data Typeia f is a dummy variable for whether test i in journal article a in field f relies on
a specific data type (e.g., admin). Xia includes a dummy variable for whether the submission
is solo-authored and the following author-level characteristics aggregated to the paper-level:
average years since PhD, average years since PhD squared, average PhD institutional rank,
average institutional rank, share of female authors, an indicator for whether at least one of the
authors was an editor of an economics journal at the time of publication. In columns 1 and 2,
the dependent variable is a dummy for whether the test is in an article which relies on admin
data. This dummy takes the value of zero if the article relies on survey, hand collected or other
data type. In columns 3 and 4, the dependent variable is a dummy for whether the test is in an
article which relies on survey data, while the dependent variable in column 5 is a dummy for
whether the test is an article using hand collected data. We include the articles’ and authors’
variables described above in all columns. We add to this list year and “Top 5” dummy variables.
We also include field fixed effects in columns 2 and 4. We rely on probit models and report
marginal effects.

In columns 1 and 2, we document that tests in articles published by less experienced authors
and with a higher share of women are significantly less likely to rely on admin data than
other data types. Of note, the relationship between admin data and experience is not robust to
the inclusion of field fixed effects. The other predictors (articles and authors’ characteristics)
included in our analysis are not statistically significant at conventional levels. The fields which
rely the most on admin data are urban and public economics.

For survey data (columns 3 and 4), we provide evidence that survey data are less likely to
be used in 2018 and “Top 5” journals in comparison to other data types. We also find that the
share of female authors is positively related to the use of survey data. Development economics
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is the field that is the less likely to rely on survey data.

Last, column 5 reports estimates for hand collected data. We find that the share of female
authors and authors who graduated from top institutions is positively related to the use of
hand collected data.18

Overall, we find that our set of authors and articles’ characteristics are relevant in explaining
data type use. This finding suggests that the inclusion of these variables in our analysis is
important for identifying the extent of selective reporting by data type as these characteristics
may also be related to authors, reviewers and editors’ behavior.

2.3.2 Data Type and Replication Material Availability

We now test whether journal articles relying on admin data are less likely to provide data and
codes for replication. We estimate the following equation:

Pr(ReplicationMaterialia f = 1) = Φ(α + β f + X′iaδ + γSurveyia

+ λHandCollectedia + θOtheria) (2.2)

where Replication Materialij f is a dummy variable for whether both data and codes (or at least
codes) for replication are provided on the journal’s website for test i in journal article a in field
f. We rely on probit models and present standard errors clustered at the journal article-level.
The variables of interest are Surveyia, Hand Collectedia and Otheria, which represent dummy
variables for different data types. Administrative data is the reference category, which is
omitted.

We include in our model the term Xia, which is a vector including dummy variables for how
results are reported (i.e., p-values, standard errors or t statistics), and two indicator variables
for the year of publication and whether the article is published in a “Top 5” journal. We also
include our set of authors and articles’ characteristics and also estimation dummies (e.g. IV).

The results are presented in Table 2.4. In columns 1–3, the dependent variable is whether
the data and code can be accessed directly on the journal’s website. In our sample, 34% of
tests are in journal articles that provided both direct data access and codes. For columns 4–6,
the dependent variable is a dummy variable indicating that the authors provided (at least) the
codes for replication. This is the case for half of our test statistics. In columns 1 and 4, we
include only our variables of interest for data type. Columns 2 and 5 add to the model our
articles’ and authors’ characteristics. In columns 3 and 6, we also include eight field fixed effects.

18We do not include field fixed effects for the hand collected data analysis since convergence is not achieved
with probit or logit models.
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We include dummy variables for the following fields: general interest, finance, macroeconomics,
development, experimental, public and urban economics.

We find that survey and hand collected data are significantly more likely to provide data
and codes than admin data. Our estimates (column 3) suggest that survey and hand collected
data are about 13 and 34 percentage points more likely to provide data and codes than admin
data. The estimates are statistically significant at the 1% level for hand collected data and
borderline insignificant at the 10% level for survey data. In contrast, we do not find evidence
that data type is related to the likelihood to provide at least the codes. Our estimates are small
and statistically insignificant in all models. Given the fact that virtually all journal articles
providing data also provided codes, our results suggest that articles using survey and hand
collected data are significantly more likely to provide data and as likely to provide codes in
comparison to admin data.

Interestingly, tests in journal articles published in one of the “Top 5” journals are significantly
more likely to provide data and codes. This result is consistent with the fact that “Top 5” journals
all had a mandated data sharing by 2016 (Christensen and Miguel (2018)). The estimates for
most of the other control variables are not statistically significant, with the exception of a
positive relationship between the share of authors who graduated at a top PhD institution and
the provision of code.

2.4 Distribution of Test Statistics Across Data Types

Figure 2.1 illustrates the raw distribution of test statistics in our sample for z ∈ [0, 10]. Similar
to Brodeur et al. (2020), we create z-curves by imposing an Epanechnikov kernel density (also
of width 0.10). A kernel smooths the distribution, softening both valleys and peaks. Reference
lines are provided at the conventional two-tailed significance levels. This figure plots two
z-curves into a single panel. The first z-curve restricts the sample to journal articles that rely on
one type of data, while the second curve does not impose this restriction and rely on the full
sample. The distribution for both samples is extremely similar, and exhibits a two-humped
shape with a first hump around 0.5 and a second hump between 1.65 and 2.5, suggesting
misallocated z-statistics. About 55.7%, 48.3% and 34.2% of test statistics are significant at the 10,
5 and 1 percent levels.19

Figure 2.2 displays the raw distribution of z-statistics for each of the four data types. We
only consider journal articles that rely on one type of data.20 The shapes are striking with both

19For comparison, in the full sample that is used in Brodeur et al. (2020) 55.9%, 48.1% and 33.7% of test statistics
are significant at the 10, 5 and 1 percent levels.

20See Appendix Figure B.1 for a similar figure relying not only on those estimates that rely on solely one data
set but rather on the full sample as in Brodeur et al. (2020).
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admin and survey data featuring a similar two-humped shape. For survey data, the distribution
exhibits a local minimum around 1.5 and a maximum around 1.96, suggesting misallocated
z-statistics. Approximately 62.7%, 54.5% and 38.4% of test statistics are significant at the 10, 5
and 1 percent levels. The distribution of tests for admin data also exhibits a local maximum
around 1.96. About 58.4%, 51.4% and 37.2% of test statistics are significant at the 10, 5 and 1
percent levels. In contrast, hand collected data displays an almost monotonically falling curve
with a much smaller local maximum around 1.96. 47.0%, 39.3% and 27.0% of hand collected
tests are significant at the 10, 5 and 1 percent levels.

Last, the distribution of tests in journal articles categorized as Other has a maximum around
1.96 and seems to have the largest amount of misallocation. 67.3%, 60.4% and 43.7% of test
statistics are significant at the 10, 5 and 1 percent levels. Appendix Figure B.2 splits the Other
data type into two categories: financial data and non-financial data. Among the tests in Other,
about 54% are in articles relying on financial data. This split into financial and non-financial
data illustrate that the distribution of tests for both these subgroups is quite similar, with
slightly less bunching at 1.96 for financial data.

One potential issue discussed in the literature is the overrepresentation of round values
(e.g., coefficient of 0.02 and standard error of 0.01). We follow Brodeur et al. (2016b) and deal
with this potential issue by randomly redrawing a number in the interval of potentially true
numbers around each collected value using a uniform distribution. This de-rounding method
has no impact on our conclusions. See Appendix Figures B.3 and B.4.

We investigate these patterns for different subsamples in Appendix Figures B.5-B.8. These
figures illustrate decompositions by data types by journal ranking (Top 5 and non-Top 5),
number of authors, institution rank and PhD institution rank. Of note, we find that the spike
around 1.96 is more pronounced for journal articles with no authors who graduated from a
top university, while the current affiliation does not appear to be related to the spike around
the 5% threshold. The shape of the distributions is quite similar for solo- and multi-authored
articles, with the exception of hand collected data where the spike is particularly striking for
solo-authored articles.

Figures 2.3 and 2.4 illustrate the distribution of tests by replication characteristic. Figure
2.3 splits the sample by whether the article provides direct access to replication data and code,
while Figure 2.4 splits the sample based on whether the journal article provides at least the code.
(See Appendix Figures B.9 and B.10 for the de-rounded z-statistics.) All subfigures display a
similar two-humped shape pattern, suggesting that data and code availability is not related to
selective reporting.

This result is not necessarily surprising as we the main goal of data sharing is not to decrease
selective reporting, but rather allowing other researchers to replicate prior studies’ findings.
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Moreover, replications of results using the same data in economics is quite rare, making it
unclear whether authors of published studies believe other researchers will replicate their
results (Hamermesh (2017); Mueller-Langer et al. (2019)).

We also investigate whether the relationship between the provision of data and codes and
selective reporting varies by data type. Appendix Figures B.11-B.14 illustrate this relationship
for our four data types. Overall, we do not see much difference in the distribution of tests for
these subsamples. The amount of misallocation appears slightly larger for admin data for tests
in articles that do not provide data and/or codes than for the sample of articles that provide
replication material. We observe the opposite pattern for survey and hand collected data.

2.5 Main Results: P-Hacking by Data Type and Availability of

Replication Material

In this section, we formally document the extent of p-hacking by data type and availability of
replication material. We first describe and rely upon the caliper test method, which consists of
comparing test statistics close to arbitrary significance thresholds. We then describe our results
using the excess test statistics method and the methodology developed by Andrews and Kasy
(2019). Last, we explore the role of the review process in mitigating/exacerbating the extent of
selective reporting.

2.5.1 Caliper Test: Method

The caliper test compares the number of test statistics in a narrow range above and below
a statistical significance threshold. We focus throughout on the 5% and 10% significance
thresholds, but provide similar estimates for the 1% threshold. For the 5% threshold:

R−,h = [1.96− h, 1.96], R+,h = [1.96, 1.96 + h] (2.3)

for a bandwidth parameter h.

More precisely, we estimate the following equation:

Pr(Signi f icantij = 1) = Φ(α + β j + X′ijδ + γSurveyij + λHandCollectedij

+ θOtherij + µAccessij) (2.4)

where Signi f icantij is a dummy variable for whether test i in journal i is statistically significant
at the 10%, 5% or 1%-level. We rely on probit models throughout and present standard errors
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clustered at the journal article-level.21 We restrict the sample to z ∈ [1.46, 2.46] for the 5%
statistical significance in our baseline analysis. We also check the robustness of our results to
smaller bandwidths. The variables of interest are Surveyij, Hand Collectedij and Otherij, which
represent dummy variables for different data types. We define Adminij as a reference category
and omit this feature such that the reported coefficients on various types of data need to be
interpreted as a deviation to our reference category. Moreover, we check for the influence of
access to the data and code used in primary studies. We also test for differences in whether
or not researchers at least disclose their code on the journals’ webpages. This specification
allows for the possibility that researchers provided access to the code but due to confidentiality
reasons cannot disclose the data itself.

The main advantage of using caliper test instead of a graphical examination of the distribu-
tion of tests is that we can control for authors’ and articles’ characteristics. We thus include
the vector Xij, which includes our set of articles’ and authors’ characteristics. We also include
journal fixed effects in some models.

2.5.2 Caliper Test: Results

We show our main results of equation 2.4 for the 5% and 10% significance thresholds in Tables
2.5 and 2.6.22 We restrict the sample to z ∈ [1.46, 2.46] for the 5% threshold and z ∈ [1.15, 2.15]
for the 10% threshold. Our sample consists of about 2,900 observations from 124 journal articles.
Our variables of interest are dummy variables for data types. The coefficients presented are
increases in the probability of statistical significance relative to the baseline category (admin).

In column 1, we do not include any fixed effects or control variables and find that survey
data and other data are not significantly more or less likely to be marginally statistically
significant than admin data. The point estimates for survey and other data are very small
in magnitude. For hand collected data, the point estimates are negative in both tables, but
statistically significant at conventional levels only for the 5% threshold. The estimate suggests
that tests that are hand collected are 8 percentage points less likely to be marginally statistically
significant at the 5% level than an admin or survey data estimate.

In column 2, we control for articles’ and authors’ characteristics. This allows us to check if
authors (or articles) that are more/less likely to p-hack are also more/less likely to use specific
data types. Column 3 adds to the model journal fixed effects. Our conclusions are unchanged
for survey and other data. For hand collected tests, the point estimates are now smaller and

21We present bootstrapped standard errors, clustered by article in Appendix Table B.5.
22Appendix Table B.6 shows our estimates for the 1% significance level. The estimates for hand collected and

survey data are small and statistically insignificant, suggesting that selective reporting is not meaningfully related
to data type for those statistical thresholds. Similarly, we find no evidence that tests in journal articles that provide
access to data and/or code for replication are less likely to marginally reject the null hypothesis at the 1% level.
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marginally insignificant in column 3 for the 5% significance threshold, while the sign flips
(becomes positive) for the 10% significance threshold.

In column 4, we further control for methods (i.e., DID, IV, RCT and RDD) since Brodeur
et al. (2020) present evidence that DID and IV tests are significantly more likely to be marginally
statistically significant than RCT and RDD. The inclusion of method dummies in the model has
no effect on the survey and other coefficients but makes the estimate for hand collected data
more negative and marginally statistically significant in Table 2.5.23

In columns 5 and 6, we test whether journal articles providing data and/or codes are less
likely to report (marginally) statistically significant results. The inclusion of these variables also
serve to check whether their inclusion in the model affects the relationship between selective
reporting and data types. Recall that studies using hand collected data in our sample are more
likely to report data and codes than admin data. Column 5 relies on our binary indicator for
direct access to data and code, while column 6 relies on a binary indicator for whether at least
the codes can be accessed. We find no evidence that access to data and/or code for replication
is related to the extent of selective reporting. This result is robust to the exclusion of articles
and authors’ characteristics and journal fixed effects from the model (Appendix Tables B.7-B.9).
Furthermore, the inclusion of these indicators has no effect on the size or significance of our
data type variables.

We test the robustness of our caliper test results to the weighting scheme (Appendix Tables
B.10-B.12), smaller bandwidths (Appendix Tables B.13-B.15) and coding of main tests (Appendix
Tables B.16 and B.17) and de-rounding (Appendix Tables B.18 and B.19).24 For the weighting
scheme, we use the inverse of the number of tests presented in the same article to weight
observations. This robustness check is important given that some articles have many more
tests than others and could be driving our findings. We confirm our previous results that
the extent of selective reporting is similar for admin, survey and other data, and that tests in
articles providing data and codes are not significantly less likely to report marginally significant
estimates. In contrast, our finding that hand collected data suffers from less p-hacking is not
robust to the weighting scheme. The point estimates for the 5% threshold are now smaller and
statistically insignificant when we include our set of controls and fixed effects in the model
(Appendix Table B.10).

We show in Appendix Appendix Tables B.13-B.15 that the magnitude and significance of

23Interestingly, the estimates for the DID and IV dummy variables are now much smaller in magnitude and
statistically insignificant (baseline RCT) in comparison to a similar model excluding data type dummies, suggesting
that the addition of data type fixed effects entirely explain this relationship. Recall that the majority of hand
collected data in our sample are from RCT studies (87%). Of note, DID and IV tests remain significantly different
than RDD tests.

24We also show that the point estimates and conclusions are robust to the use of a logit model instead of a
probit and to bootstrapped standard errors, clustered by article. See Appendix Tables B.5 and B.20.

44



2.5. MAIN RESULTS

our estimates for data types and replication material remain the same when using smaller
bandwidths (e.g., z ∈ [1.61, 2.31] for the 5% threshold). Similarly, our conclusions are unchanged
if we drop test statistics for which there was initial disagreement between the researchers during
the data collection as to whether they were ‘main’ tests of an article (Appendix Tables B.16
and B.17). Last, de-rounding our z-statistics has no effect on our main conclusions (Appendix
Tables B.18 and B.19).

Overall, our findings suggest that the proportion of tests that are marginally significant in
articles relying on survey data is not significantly different than in articles using admin data.
We find weak evidence that hand collected tests are less likely to be marginally statistically
significant than other data types, but this result is not robust to a battery of specification checks.
Last, we find no evidence that tests in articles providing data and codes are less likely to be
marginally statistically significant.

2.5.3 Excess Test Statistics: Method

We now turn to our second method in which we compare the distribution of tests for each
subsample to a counterfactual distribution. The main advantage of this method over caliper
tests is that we are able to document the extent of selective reporting for each data type without
comparing it to a baseline (i.e., admin data). However, additional assumptions about the
counterfactual distribution are necessary.

We follow Brodeur et al. (2020) and calibrate a different counterfactual t-distribution for each
data type. More precisely, we calibrate a non-central input distribution by data type assuming
that the observed test statistic distribution above z = 5 should not suffer from publication
bias and selective reporting by the authors. This assumption is based on previous studies
which do not find any bunching around or past the 1% statistical threshold (e.g., Brodeur et al.
(2016b)) and on the lack of incentives to engage in specification searching in that range. We thus
produce a non-central t-distribution for each data type by calibrating the degrees of freedom
and non-centrality parameter leading to very similar observed and counterfactual distributions
for z > 5. In other words, we calculate the non-centrality parameter that minimizes the
difference in the observed and expected distributions above z = 5.25

25We focus only on positive integers for the degrees of freedom and optimize in steps of 1. The non-centrality
parameter of the t-distribution is positive and real valued and optimize in steps of 0.01. We choose the best of the
10 optimized t-distributions by degree of freedom.
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2.5.4 Excess Test Statistics: Results

Figure 2.5 presents the calibrated input distribution and the observed distribution by data
type. We also report the excess test statistics for the non-significant and significant regions
in Appendix Table B.21.26 Let us first note that our fitting above z = 5 has succeeded as the
calibrated t and the observed distribution are closely matched for all data types. For instance,
hand collected tests have 9.3% of its mass in the tail and our algorithm produces a t-distribution
also with a mass of 9.3%.

The difference between the observed and expected distributions is negative for survey,
hand collected and other data, suggesting selective reporting. In contrast, the difference for
admin data is positive for the non-significant region, i.e., a dearth of significant admin tests.
Interestingly, these ‘missing’ tests are found just above the 1% significance threshold. This
result provides suggestive evidence that admin tests are more likely than expected to have very
large p-values.

We find that the mass difference between observed and expected between the 10% and 1%
significance thresholds is very small for admin data and relatively small for hand collected
data in comparison to survey (and to some extent other) data. Our estimate for the region
[1.96 < z < 2.58) suggests that survey data has an excess of about 2.2 percent of its total mass,
or 16 percent more statistically significant test statistics than expected.

Overall, our findings using this second method confirm our previous results that admin
tests do not suffer from more selective reporting. On the contrary, we provide some evidence
that survey tests appear to have an excess of marginally significant tests.

2.5.5 Andrews and Kasy’s Measurement of Publication Bias

We now turn to our third method in which we apply Andrews and Kasy (2019)’s measurement
of publication bias. This method is particularly attracting in our setting given that it allows to
compute the relative publication probability of statistically significant results in comparison
to insignificant results for different subsamples. In other words, it provides estimates for the
extent of publication bias, i.e., publication probability is related to statistical significance, by
data type.

This method involves applying a step function at the different significance threshold to
the conditional probability of publication, assuming that the underlying effect sizes follow a
generalized t-distribution and that effect size estimates with smaller standard errors do not
relate to different estimates.

26See Appendix Table B.22 for a direct comparison of the extent of selective reporting for admin data and the
other data types.
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Table 2.7 presents the estimates for the relative publication probability of a statistical region
as compared to Z > 2.58. We also report the relative publication probability of a statistically
insignificant test. For admin data, we find that a statistically significant result at the 10% and
5% levels is approximately 2.4 and 3.4 times more likely to be published than an insignificant
result, respectively. For survey data, significant results at the 10% and 5% level are 2.8 and 3.6
times more likely to be published than an insignificant result, respectively. Last, statistically
significant results for hand collected data are also more likely to be published than insignificant
results, but by a smaller amount than admin and survey data, i.e., 1.7 and 2.1 times at the same
significance thresholds.

2.5.6 Further Subsample Analyses

In this subsection, we test different channels through which different data types might produce
differing patterns of selective reporting in the published literature. We also provide additional
subsample analyses by estimation method.

Public and Private Administrative Data

We start by investigating whether it is easier to manipulate test statistics for public versus
‘private’ admin data. We code administrative data obtained from private companies (e.g., AXA)
as non public admin data. Public admin data include governmental data such as administrative
tax records. Our sample consists of 3,212 admin data tests, of which 89.8% of these tests are
coded as public. It is arguably harder to share data and codes (and harder to obtain for other
researchers) for non-public admin data than it is for public admin data. Among those tests
that provide direct access to data and code, only 11.4% use admin data. If we split the admin
sample into two categories public and non-public admin data, we see that almost none of the
non-public admin data can be access directly.

Appendix Figure B.15 shows the distribution of tests for public and non-public admin data,
respectively. The two subfigures are quite similar potentially suggesting that the type of admin
data is not related to selective reporting.

By Estimation Method

We also investigate whether the distribution of tests is related to data type for each method
separately. Recall that Brodeur et al. (2020) show that tests that use IV as a method reveal the
largest misallocation of tests. Appendix Figures B.16, B.17, B.18 and B.19 illustrate the distri-
bution of tests by data type for difference-in-differences, instrumental variables, randomized
control trials and regression discontinuity design, respectively. We only report subfigures by
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method if the sample is large enough, i.e., at least 200 observations for a given data type and
method.27 For IV tests, we find that the extent of p-hacking appears to be larger for survey and
other data types than for admin and hand collected data.28

2.5.7 Role of the Review Process

We investigate the role of the reviewing process in mitigating/exacerbating the extent of
selective reporting by data type in this subsection. For this exercise, we directly compare the
distribution of test statistics in our sample of published articles to the distribution of tests
in the corresponding working papers for each data type. The objective of this exercise is to
document whether journal editors and reviewers require or propose changes that would lead
to an increase/decrease prevalence of marginally significant tests.

In order to document the impact of the reviewing process, we only rely on working papers
released before the date of submission to the journal. For the 11 journals for which we do not
have the date of submission, we rely only working papers released at least two years prior to
publication. For those with multiple working papers, we chose the working paper closest to the
date of submission (or the two-year threshold). Our final sample of working papers comprises
133 articles/working papers.29

Our data collection methodology for the working papers is the same as for the published
version. While some working papers include additional main tests/tables, or rely on different
clustering or weighting techniques, we find that the distribution of tests is remarkably similar
between the working paper and published version for all data types. Appendix Figure B.23
illustrates the distribution of test statistics in the working paper versus published version for
each data type. The curves for the working paper and published version are mostly on top
of each other for all data types. We formally test whether there are changes in reporting of
marginally significant results due to the reviewing process in Appendix Tables B.25, B.26 and
B.27. This table reports caliper test for the 5%, 10% and 1% significance thresholds, respectively.
The variable of interest is a dummy for whether a test comes from the working paper or the
published version. In column 1 the estimated effect of the publication process is very small,
negative, and statistically insignificant. This leads us to believe the editorial process does

27Similarly, we explore whether the extent of p-hacking is lower for hand collected data for each method
separately. Appendix Figures B.20, B.21 and B.22 present histograms for DID, IV and RCT respectively in which
we split the sample in two: hand collected and non-hand collected tests. We find some evidence that the two
humped shape is more pronounced for non-hand collected tests than for hand collected tests for DID, IV and RCT.

28For our sample of DID tests, we find that the spike at about 1.96 is the smallest for hand collected data and
the largest for other data. The shape of the distributions is quite similar for admin and survey data. There are no
clear differences across data types for RDD tests.

29The likelihood to find a valid working paper is not statistically related to data type. See Appendix Table B.24.
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not change the extent of p-hacking. Columns 2–5 restrict the sample to admin, survey, hand
collected and other data type, respectively.

2.6 Conclusion

Demands for and use of administrative data to analyze different aspects of our lives, our society
and our economy continue to grow. Given that the proportion of articles receiving exemptions
from data-sharing policies for admin data is larger than for other data types, the increasing
use of administrative records may raise concerns about the reproducibility of research findings,
and ultimately, research credibility. In this paper, we documented one unexplored facet of
the link between methodologies for data collection and research transparency; the extent of
p-hacking across data types. Our analysis points to small between-data types differences, with
no significant differences between admin and survey data. These results are key from the point
of view of policymakers and researchers who are interested in knowing to what extent they
should be skeptical about the credibility of the published literature using specific data types.

While our results are indicative that admin and survey suffer equally from p-hacking, they
also suggest that the the difficulty of providing replication material is not a key factor driving
p-hacking in economics.

To conclude, we briefly discuss some of the limitations of our study. First, our study deals
with journal articles from top economics journals, and thus our findings might not generalize
to lower-ranked journals. Second, we are unable to say much about the file drawer problem,
and the possibility that studies using specific data types are more likely to end up unpublished.
This would be an issue if unpublished studies that are more/less p-hack are more/less likely
to use a specific methodology for data collection. Last, our results should not be viewed as
indicating that archives for replication material are not useful.30 They instead suggest that the
benefits of such archives are more limited than previously thought, but still extremely valuable
by allowing, for instance, other researchers to replicate research findings.

2.7 Figures and Tables

30It is worth mentioning the recent increase in formal restricted-access data environments, which facilitate
access to admin data for a large number of researchers. Examples of such environments include the U.S. Federal
Statistical Research Data Center and the German IAB FDZ.
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Figure 2.1: z-statistics for all Estimates vs z-statistics for those Estimates that rely solely on one
Data Type

Notes: This figure displays two distributions. First, the solid line plots z-statistics for the sample used in Brodeur
et al. (2020) (N=21,440) and second, the dashed line plots z-statistics for the sub-sample of estimates that rely
solely on one data type (N=12,495). Both figures are based on an Epanechnikov kernel wih a bandwidth of 0.1.
Estimates are not weighted.
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Figure 2.2: z-statistics by Method of Data Collection

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] by Method of Data Collection: admin, survey,
hand collected and other. We only consider those observations that rely solely on one data type within each
primary study (N=12,495). Histogram bins are 0.1 wide. Reference lines are displayed at conventional two-tailed
significance levels. We impose an Epanechnikov kernel and do not weight our estimates.
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Figure 2.3: z-statistics by Accessibility of Replication Material: Data and Code

Notes: This figure displays histograms of test statistics for z ∈ [0, 10]. The left figure restricts the sample to
estimates that provide direct access to data and code. The right figure restricts the sample to estimates that do not
provide both data and code. We only consider those observations that rely solely on one data type within each
primary study (N=12,495). Histogram bins are 0.1 wide. Reference lines are displayed at conventional two-tailed
significance levels. We impose an Epanechnikov kernel and do not weight our estimates.

Figure 2.4: z-statistics by Availability of Replication Material: At Least Code

Notes: This figure displays histograms of test statistics for z ∈ [0, 10]. The left figure restricts the sample to
estimates that do not provide any replication material (i.e., data and/or code). The right figure restricts the sample
to estimates that at least provide code for replication. We only consider those observations that rely solely on one
data type within each primary study (N=12,495). Histogram bins are 0.1 wide. Reference lines are displayed at
conventional two-tailed significance levels. We impose an Epanechnikov kernel and do not weight our estimates.
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Figure 2.5: Excess Test Statistics by Method of Data Collection

Notes: This figure presents the calibrated input distributions with the observed distributions. We optimize for
each type of data a student t-distribution with 2 degrees of freedom. The optimal non-centrality parameter varies
across data types. We only consider those observations that rely solely on one data type within each primary
study (N=12,495). See Section 2.5 for more details.
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Table 2.1: Summary Statistics: Method of Data Collection and Replication Characteristics
Pure Sample

admin survey hand other Total
Total Articles 113 80 117 92 402
Articles in % 28.11 19.90 29.10 22.89 100
Total Tests 3212 1999 5265 2019 12495
Tests in % 25.71 16.00 42.14 16.16 100

Direct Access to Data and Code
admin survey hand other Total

Total Articles 25 27 58 20 130
Articles in % 19.23 20.77 44.62 15.38 100
Total Tests 486 558 2795 420 4259
Tests in % 11.41 13.10 65.63 9.86 100

Provision of (at least) Code
admin survey hand other Total

Total Articles 63 41 65 31 200
Articles in % 31.50 20.50 32.50 15.50 100
Total Tests 1664 867 2964 860 6355
Tests in % 26.18 13.64 46.64 13.53 100

Notes: The first part of this table provides an overview of the distribution of total tests and
total articles by method of data collection. The second part shows the distribution of tests
and articles by type of data that provide direct access to data and code. The percentage shares
by method of data collection relates to all tests (or articles) that provide direct access. For
example, 19.23% of all articles that provide direct access to data and code are admin data.
The third part shows the distribution of tests and articles by method of data collection that
provide at least the code. The percentage shares by method of data collection relates to all
tests (or articles) that provide at least the code. For example, 26.18% of all tests that provide
at least code use admin data. All numbers are based on a subsample (= Pure Sample) of
estimates used in Brodeur et al. (2020) that rely solely one one datatype within each primary
study.
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Table 2.2: Summary Statistics: Method of Data Collection and Article and Author Characteristics
Method of Data Collection Total

admin survey hand collected other
(1) (2) (3) (4) (5)

Top 5 0.28 0.06 0.25 0.08 0.20
(0.45) (0.23) (0.43) (0.28) (0.40)

Editor present 0.55 0.51 0.74 0.74 0.65
(0.50) (0.50) (0.44) (0.44) (0.48)

Solo-authored 0.30 0.31 0.12 0.16 0.21
(0.46) (0.46) (0.33) (0.37) (0.40)

Average 10.03 10.86 12.96 11.27 11.60
experience (35.36) (5.62) (6.42) (5.46) (18.71)

Female authors 0.23 0.41 0.39 0.20 0.32
(0.35) (0.39) (0.31) (0.26) (0.34)

Top institutions 0.33 0.19 0.36 0.18 0.30
(0.37) (0.30) (0.35) (0.31) (0.35)

Top PhD 0.37 0.27 0.50 0.35 0.40
institutions (0.41) (0.36) (0.39) (0.40) (0.40)
Test statistics 3212 1999 5265 2019 12495

Notes: Each observation is a test. The Top 5 journals in economics are the American
Economic Review, Econometrica, Journal of Political Economy, Quarterly Journal of
Economics, and Review of Economic Studies. Average experience is the mean of years
since PhD for an article’s authors. Share of female authors, share of authors affiliated
with top institutions, and share of authors who completed a PhD at a top institution.
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Table 2.3: Probit Regressions, Prediction of Data Type Use
admin survey hand

(1) (2) (3) (4) (5)
Year=2018 0.036 0.030 -0.091 -0.071 -0.003

(0.054) (0.047) (0.044) (0.041) (0.075)
Top 5 0.108 0.184 -0.134 -0.270 0.059

(0.073) (0.150) (0.062) (0.128) (0.089)
Experience -0.023 -0.008 0.013 0.019 0.020

(0.014) (0.013) (0.012) (0.011) (0.020)
Experience2 0.038 0.007 -0.040 -0.049 -0.019

(0.041) (0.038) (0.038) (0.035) (0.052)
Top Institution 0.131 0.096 -0.071 -0.036 0.051

(0.088) (0.075) (0.071) (0.065) (0.112)
PhD Top Institution -0.093 -0.056 -0.089 -0.090 0.189

(0.085) (0.068) (0.058) (0.056) (0.103)
Sole-authored 0.066 0.084 0.037 0.065 -0.106

(0.086) (0.075) (0.066) (0.058) (0.119)
Female authors -0.176 -0.174 0.139 0.145 0.174

(0.092) (0.073) (0.065) (0.060) (0.096)
Editor present 0.001 -0.049 -0.061 -0.079 -0.042

(0.074) (0.069) (0.058) (0.054) (0.095)
Field: Finance 0.074 -0.224

(0.155) (0.143)
Field: General Interest 0.034 -0.102

(0.143) (0.120)
Field: Development -0.222 -0.290

(0.158) (0.128)
Field: Labor 0.072 -0.028

(0.168) (0.135)
Field: Public 0.217 -0.139

(0.144) (0.122)
Field: Urban 0.612 -0.212

(0.181) (0.162)
Field: Macro Growth -0.042

(0.159)
Observations 12,495 12,302 12,495 12,422 12,472

Notes: This table reports marginal effects from probit regressions (equation (2.1)). The dependent
variable in column (1)-(2) is a dummy for use of admin data; column (3)-(4) is a dummy for use of
survey data; and column (5)-(6) is a dummy for use of hand collected data. The respective reference
category are all other tests that do not use the respective dataset. For example, column (1) and
(2) compare those estimates that rely on admin data to those estimates that do not use admin data.
All regressions control for a set of authors and articles’ characteristics, while columns (2), (4) and
(6) add to the model field fixed effects. Robust standard errors are in parentheses, clustered by
article. Observations are unweighted.
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Table 2.4: Probit Regressions, Prediction of Provision of Data and/or Code
Provision of ... Data and Code at least Code

(1) (2) (3) (4) (5) (6)
Method of Data Collection: (omitted admin)

survey 0.128 0.188 0.128 -0.084 0.032 -0.229
(0.082) (0.081) (0.082) (0.108) (0.089) (0.351)

hand collected 0.380 0.273 0.341 0.045 -0.060 -0.079
(0.081) (0.083) (0.079) (0.098) (0.101) (0.372)

other 0.057 0.162 0.197 -0.092 0.086 0.682
(0.076) (0.083) (0.111) (0.114) (0.086) (0.344)

Estimation Method: (omitted RCT)
DID -0.069 -0.004 -0.100 -0.108

(0.072) (0.072) (0.091) (0.335)
IV -0.134 -0.121 -0.158 -0.478

(0.070) (0.076) (0.086) (0.332)
RDD -0.184 -0.192 -0.196 -0.618

(0.102) (0.101) (0.117) (0.461)
Controls
Year=2018 -0.113 -0.091 -0.142 -0.323

(0.058) (0.061) (0.062) (0.212)
Top 5 0.257 1.476 0.454 6.766

(0.066) (0.134) (0.075) (0.426)
Experience 0.007 0.010 0.005 0.032

(0.005) (0.005) (0.006) (0.022)
Experience2 -0.000 -0.001 -0.000 -0.002

(0.000) (0.000) (0.000) (0.001)
Top Institution 0.035 0.066 0.015 0.271

(0.088) (0.090) (0.103) (0.356)
PhD Top Institution -0.033 -0.037 0.145 0.551

(0.081) (0.082) (0.093) (0.307)

Other Controls
Reporting Method Y Y Y Y
Solo Authored Y Y Y Y
Share Female Authors Y Y Y Y
Editor Y Y Y Y
Observations 12,495 12,472 10,622 12,495 12,472 11,563

Notes: This table reports marginal effects from probit regressions (equation (2.2)). The dependent variable
in column (1)-(3) is a dummy for whether the dataset can be directly accessed and column (4)-(6) uses as
a dependent variable a dummy for whether at least the code is available on webpages of the journals. The
omitted category is admin. Robust standard errors are in parentheses, clustered by article. Observations are
unweighted.
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Table 2.5: Caliper Test, Significant at the 5 percent level: Unweighted Estimates
(1) (2) (3) (4) (5) (6)

Method of Data Collection: (omitted admin)
survey -0.001 -0.001 0.029 0.016 0.018 0.016

(0.038) (0.036) (0.040) (0.041) (0.041) (0.041)
hand collected -0.076 -0.062 -0.052 -0.087 -0.083 -0.087

(0.027) (0.027) (0.031) (0.051) (0.050) (0.051)
other 0.025 0.019 0.016 0.007 0.009 0.009

(0.045) (0.047) (0.053) (0.052) (0.054) (0.052)
Estimation Method: (omitted RCT)

DID -0.013 -0.015 -0.016
(0.042) (0.043) (0.042)

IV -0.032 -0.034 -0.035
(0.051) (0.052) (0.050)

RDD -0.106 -0.108 -0.108
(0.057) (0.058) (0.056)

Controls
Top 5 0.029 0.117 0.103 0.110 0.121

(0.029) (0.059) (0.059) (0.065) (0.072)
Year=2018 0.009 0.011 0.012 0.012 0.013

(0.027) (0.027) (0.026) (0.026) (0.026)
Experience -0.004 -0.005 -0.006 -0.006 -0.006

(0.007) (0.007) (0.007) (0.007) (0.007)
Experience2 0.011 0.016 0.019 0.019 0.019

(0.021) (0.023) (0.023) (0.023) (0.023)
Top Institution -0.037 -0.021 -0.020 -0.020 -0.022

(0.038) (0.042) (0.041) (0.041) (0.041)
PhD Top Institution -0.001 -0.023 -0.029 -0.030 -0.028

(0.038) (0.040) (0.038) (0.037) (0.038)
Replication Characteristics
Direct Access to Data & Code -0.011

(0.034)
Provision of (at least) Code -0.025

(0.043)
Other Controls
Reporting Method Y Y Y Y Y
Solo Authored Y Y Y Y Y
Share Female Authors Y Y Y Y Y
Editor Y Y Y Y Y
Journal FE Y Y Y Y
Observations 2,904 2,904 2,904 2,904 2,904 2,904
Window [1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable
is a dummy for whether the test statistic is significant at the 5 percent level. Robust standard errors are in
parentheses, clustered by article. Observations are unweighted.
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Table 2.6: Caliper Test, Significant at the 10 percent level: Unweighted Estimates
(1) (2) (3) (4) (5) (6)

Method of Data Collection: (omitted admin)
survey 0.024 0.025 0.022 0.010 0.014 0.010

(0.038) (0.035) (0.037) (0.039) (0.039) (0.039)
hand collected -0.044 -0.013 0.010 -0.035 -0.028 -0.035

(0.031) (0.030) (0.033) (0.054) (0.054) (0.054)
other 0.039 0.049 0.034 0.030 0.034 0.029

(0.037) (0.038) (0.043) (0.042) (0.042) (0.042)
Estimation Method: (omitted RCT)

DID -0.025 -0.029 -0.023
(0.045) (0.045) (0.045)

IV -0.057 -0.062 -0.055
(0.045) (0.045) (0.045)

RDD -0.108 -0.112 -0.107
(0.053) (0.053) (0.053)

Controls
Top 5 0.071 0.102 0.087 0.098 0.079

(0.032) (0.087) (0.087) (0.087) (0.085)
Year=2018 -0.016 -0.012 -0.010 -0.011 -0.010

(0.024) (0.024) (0.024) (0.024) (0.024)
Experience 0.007 0.008 0.006 0.006 0.006

(0.006) (0.007) (0.007) (0.007) (0.007)
Experience2 -0.036 -0.033 -0.027 -0.027 -0.027

(0.019) (0.020) (0.020) (0.020) (0.020)
Top Institution -0.058 -0.049 -0.047 -0.048 -0.046

(0.036) (0.035) (0.036) (0.036) (0.036)
PhD Top Institution -0.059 -0.063 -0.069 -0.070 -0.070

(0.029) (0.033) (0.032) (0.032) (0.032)
Replication Characteristics
Direct Access to Data & Code -0.023

(0.032)
Provision of (at least) Code 0.013

(0.040)
Other Controls
Reporting Method Y Y Y Y Y
Solo Authored Y Y Y Y Y
Share Female Authors Y Y Y Y Y
Editor Y Y Y Y Y
Journal FE Y Y Y Y
Observations 2,933 2,933 2,926 2,926 2,926 2,926
Window [1.65±0.50][1.65±0.50][1.65±0.50][1.65±0.50][1.65±0.50][1.65±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable
is a dummy for whether the test statistic is significant at the 10 percent level. Robust standard errors are in
parentheses, clustered by article. Observations are unweighted.
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Table 2.7: Relative Publication Probabilities by Method of Data Collection
Method of Data Collection

admin survey hand collected other
(1) (2) (3) (4)

Panel A
β[0<Z<1.96] 0.363 0.293 0.534 0.190

0.016 0.018 0.024 0.011
Location 0.001 0.012 0.023 0.002

0.000 0.002 0.002 0.001
Scale 0.000 0.008 0.013 0.002

0.000 0.001 0.001 0.001
Degrees of freedom 1.157 1.876 1.805 1.647

0.032 0.066 0.045 0.049

Panel B
β[0<Z<1.65] 0.345 0.238 0.500 0.150

0.018 0.017 0.027 0.010
β[1.65<Z<1.96] 0.820 0.656 0.845 0.434

0.064 0.062 0.057 0.043
β[1.96<Z<2.58] 1.182 0.862 1.041 0.732

0.084 0.077 0.066 0.063
Location 0.001 0.011 0.021 0.001

0.000 0.001 0.002 0.001
Scale 0.000 0.008 0.012 0.002

0.000 0.001 0.001 0.001
Degrees of freedom 1.136 1.945 1.813 1.741

0.034 0.072 0.049 0.056

Notes: In Panel A, β[0<Z<1.96] is the relative publication probability of a sta-
tistically insignificant test. For example, if a statistically significant test using
admin data has a 50 percent chance of being published, then a statistically in-
significant one has a 50% x 36.4% = 18.2% chance of being published. Panel B
represents the relative publication probability of statistical significance regions
as compared to the most significant test statistics (Z > 2.58). The table presents
the results of applying he publication bias model presented in Andrews and
Kasy (2019). The model assumes that the underlying effect sizes follow a gen-
eralized t−distribution, as elsewhere in this manuscript. We reported the fitted
location and scale parameters, as well as the degrees of freedom. We restricted
the sample to estimates that rely solely on one type of data.
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The Effects of Public Disclosure by Politi-
cians

3.1 Introduction

As in many other countries, German politicians are legally permitted to carry out outside
activities in addition to their political work. Politicians engaging in activities other than their
work in parliament remains a very controversial topic. On the one hand, there is doubt on
whether elected representatives devote all their energy to their political duties and it also
raises concerns of potential conflicts of interests (Akcigit et al., 2018). On the other hand,
banning politicians from engaging in outside activities might negatively influence the selection
of politicians (Gagliarducci et al., 2010; Fisman et al., 2021). A central concern of democratic
countries is the degree to which voters can hold members of parliament (MPs) accountable
(Djankov et al., 2010). Accountability heavily relies on availability of information about
both parliamentary and non-parliamentary actions. One potential policy to inform voters on
politician’s outside activities are public disclosure laws.1 If voters observe undesirable behavior,
they can vote them out of office. This political pressure could cause politicians to change their
behaviour. Despite being widely used, there is little causal evidence on the effects of public
disclosure laws on outside activities and earnings. This is due to several reasons. First, it is hard
to obtain high-quality data, especially before the introduction of disclosure rules, as politicians
outside earnings are unobservable before the implementation of disclosure laws. Second, even
the published (and thereby disclosed) data is often coarse and might be misreported. Finally,
one has to find a suitable control group to establish a counterfactual scenario.

In this paper, we aim to fill this gap and identify the causal effect of public disclosure of
outside activities and associated earnings on politician’s outside earnings. We overcome the

1 According to Djankov et al. (2010), 109 countries around the world have some form of a disclosure law,
roughly half of those make disclosed information public. They find suggestive evidence that public disclosure is
associated with better government and perceived corruption.
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existing problems by exploiting (i) two policy changes with respect to public disclosure laws
in Germany and (ii) high quality administrative tax return data giving rise to a difference-in-
differences setup with German federal MPs as our treatment and state MPs as our control
group. We exploit two reforms that differ in the degree of disclosure intensity. First, we use the
introduction of a public disclosure law for federal Members of Parliament (MPs) in Germany
as a source of exogenous variation. In 2005, a law was passed that requires MPs to publish
their outside activities and levels of outside earnings on the website of the German Parliament
Bundestag that are freely accessible to voters. Initially, disclosure was only private because a
group of MPs filed a law suit against such public disclosure rules. In July 2007, the German
constitutional court narrowly rejected the law suit, such that disclosure became public. Each
activity is assigned an income bracket such that outside earnings were reported in a bracket
system top-coded at 7,000e. The fact that information was top-coded was heavily debated in
media and parliament and it raised concerns that voters were not adequately informed.2 In
2013, our second reform under study, more brackets were introduced such that only earnings
above 250,000e were censored. This greatly increased disclosure obligations for MPs and the
information available to voters.

We use administrative tax return data for 2001 to 2014 allowing us to observe politicians’
outside earnings at a very precise level.3 Our main outcome is the total amount of outside
earnings. Another important feature of the tax data is that it allows us to use state MPs as a
control group. Since state MPs were not subject to any disclosure rules during our sample
period, we can use them estimate a difference-in-difference model. German state and federal
MPs are highly comparable. Both are full-time politicians, they are elected in a similar way and
due to the decentralized nature of the German government structure, both groups face a high
degree of responsibility. This comparability is underlined by the absence of any differential
trend between treatment and control group prior to the reform.

To examine who responded to disclosure of outside activities and earnings, we use (i)
different income categories as outcome variables and (ii) run quantile regressions to check for
heterogeneous responses along the earnings distribution. On the one hand, voters perceive
sources of outside earnings differently (Campbell and Cowley, 2015). On the other hand, the
literature on behavioral responses towards taxation shows that the self-employed can more
easily adjust their labor supply and also the reporting of their income (Saez et al., 2012).

2 During the campaign in the run-up of the 2013 federal elections, politician’s outside activities were a much
discussed issue because of large outside earnings of the candidate for the chancellorship, Peer Steinbrück.

3 In general, tax data has very little amount of socio-demographic information and researchers face strict
confidentiality rules. Importantly, we do not observe any names and we are not allowed to link any external data
set to the tax data. Therefore, we cannot make statements about variables like party affiliation when using our tax
data.
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Therefore, we check for different effects between income from wages and salaries and income
from self-employment and businesses. In addition, we use income from renting, an unaffected
income category, as a placebo outcome. Given the differences in the bracket structure across
both reforms, we expect heterogeneous responses across the earnings distribution. Since voters
cannot distinguish between a moderate and a high earning MP, the first reform might induce
MPs to cover their high earnings behind level 3 such that they earn larger amounts than 7,000e ,
while the second reform and the associated changes in the bracket structure might discourage
MPs to report activities with high levels of outside earnings.

On average, 89% of all federal MPs report an activity and 38% disclose positive outside
earnings. The most disclosed remunerated activities belong to working as a lawyer (10%), in
management and consulting (10%) or giving speeches (8%). Around 40% of all MPs hold a
function in enterprises, either as being a member of the advisory or supervisory board. Using
tax return data, we observe that the distribution of outside earnings is highly unequal following
a pareto distribution.

Our results show that the introduction of public disclosure in 2007 increased total outside
earnings by 15.3%. The amount of MPs having positive outside earnings also increased by 4.5
percentage points. Quantile regressions show that the effect is mainly driven by the upper end of
the earnings distribution. This points to the problem of the conservative top-coding of activities
at 7,000e. We show that the increase is mostly driven by income from self-employment and
business income, which would be consistent with increased tax compliance as these incomes
are self-reported and the public visibility of their incomes might have increased incentives
to report income truthfully. However, the timing of the effect suggests that this mechanism
is unlikely. We do not see any increase in earnings in two years of private disclosure even
though MPs should have anticipated that there a significant chance of their disclosed activities
becoming public retroactively. Other possible explanations for the increase include, for example,
changing social norms regarding outside incomes, i.e. making outside incomes more normal
and therefore, more acceptable.

The tightening of the disclosure law reform provides evidence that disclosure rules lead to
a lowering of outside earnings. The introduction of seven new brackets allows to distinguish
between medium and high-earning MPs. This leads to a reduction in outside incomes of 9.6%.
This decrease is mainly driven by reductions in income from wages and salaries consistent with
MPs working less for firms other than their own. Quantile regressions show that this decrease
is particularly pronounced at the top of the distribution. This is consistent with top-earners
being treated most intensely since the new brackets affected them the most.

We also make use of self-collected data on published earnings from webpages of the German
Bundestag which we combine with rich data on demographic and political variables. First, we
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examine the relationship between tighter disclosure rules and electoral accountability. Directly
elected MPs had significantly lower outside earnings when compared to the runner-up in their
election district, who joined via the party list, after, but not before the reform. Similarly, MPs
with an unsafe rank on the party list had lower outside earnings than MPs with a very safe
rank after the reform, while we could not find a difference before. Although income figures are
imprecisely measured, it allows us to uncover the relationship between outside earnings and
activities, the influence of party affiliation or (previous) occupation. In addition, we use out
self-collected data and show descriptively that party affiliation and gender are highly correlated
with the amount of outside earnings.

We contribute to several strands of the literature. To the best of our knowledge, this is
the first paper examining public disclosure rules for politicians with administrative tax return
data for a western democracy. More specifically, we test if individuals change their earnings
and thereby the amount of outside activities in response to a mandatory disclosure of these
activities along with the respective earnings. Most related, Slemrod et al. (2020) and Malik
(2020) exploit an unexpected release of tax records of Pakistani politicians. In contrast to our
study, their focus lies on tax evasion in a developing country. While Malik (2020) consider
only MPs and provide strong evidence that the pressure to decrease tax evasion was highest
for competitively and directly elected legislators, Slemrod et al. (2020) focus on the universe
of tax filers and find a 9% increase in the tax paid by individuals that are exposed to public
disclosure.

Second, our study contributes to a broader question of how a change in third party
information requirements affects income reporting behavior and how public disclosure of
income affects the (reported) income itself (Kleven et al., 2016b). The effects of income disclosure
have been studied among others for the general population (Bø et al., 2015; Slemrod et al.,
2020), CEOs (Mas, 2016), and public employees (Mas, 2017). Both Slemrod et al. (2020) and
Bø et al. (2015) find that income disclosure leads to higher levels of tax compliance driven by
shifting social norms and concern for reputation. Dwenger and Treber (2018) explicitly study
whether public shaming increases tax compliance through social pressure. They exploit the
introduction of a naming-and-shaming policy in Slovenia to show that taxpayers reduce their
tax debt to avoid shaming. Perez-Truglia and Troiano (2018) run a field experiment to study
shaming by sending different letters to tax delinquents in the US. They find that increasing
the visibility of the delinquency status increases compliance by individuals who owe less than
2,500$, while the effect on individuals with larger debt is negligible.4

Lastly, we contribute to the moonlighting literature, which investigates the relationship
between politicians’ outside earnings and parliamentary activity, quality and corruption. This

4 See Bursztyn and Jensen (2017) for a survey of the literature on social pressure and shaming effects.
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literature shows that allowing moonlighting has ambiguous effects. On the one hand, it might
attract more competent politicians, on the other hand these politicians are also more likely to
shirk in office (Gagliarducci et al., 2010). Furthermore, politicians connected to private firms
might hinder the process of creative destruction and thereby lower productivity (Akcigit et al.,
2018). There are also two studies investigating moonlighting of German MPs. Arnold et al.
(2014) show descriptively that (reported) outside earnings are not correlated with absence
rates and speeches, but negatively correlated with oral contributions and group activities.
Becker et al. (2009) find that politicians report less outside income if they face stronger political
competition. However, no existing study examines the effect of disclosure rules in a casual
manner. Furthermore, we are the first who use administrative tax records to evaluate public
disclosure rules affecting politicians.

The remainder of this paper is structured as follows. In Section 3.2, we describe the
institutional context and provide more details about the introduction of disclosure rules in
2007, the tightening of these rules in 2013 and briefly describe the German voting system. We
describe our different data sources and provide descriptive statistics in Section 3.3. Section 3.4
outlines our empirical strategy for both reforms. In Section 3.5, we present our results both for
the introduction and the tightening of the disclosure rules. Last, Section 3.6 concludes.

3.2 Institutional Context

3.2.1 Introduction of Disclosure Rules

Historical background In Germany, both federal and state member of parliament are legally
permitted to carry out outside activities besides their political mandate, e.g. lawyers might
continue to work within their profession. However, it is clearly stated in §44a of the Members
of the Bundestag Act (Abgeordnetengesetz) that “the exercise of the mandate of a Member of the
Bundestag shall be central to his or her activity”. In late 2004, payments to federal MPs by large
companies such as Siemens of Volkswagen became the focus of public attention. Subsequently,
the German federal parliament passed a law in August 2005 that obliged MPs of the German
Bundestag to publicly disclose their outside activities and associated earnings. The purpose of
the disclosed information was to “indicate combinations of interests with implications for the
exercise of the said mandate”. The law was controversial and some MPs filed a lawsuit against
it arguing that it would violate their privacy rights and the obligation to public disclosure
makes it less attractive to run for office for citizens from certain occupations such as for example
entrepreneurs.
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Table 3.1: General disclosure requirements

(A) Outside Activities
remunerated activity during the term of the mandate e.g. speech
functions in enterprises e.g. supervisory board
functions in public corporations and institutions e.g. board of trustees
functions in clubs, associations and foundations e.g. development aid agency or foundations
shareholdings in private corporations or partnerships e.g. law firm

(B1) Outside Earnings (EP 16 and 17)
level 0 income up to 1,000e
level 1 income between 1,000e and 3,500e
level 2 income between 3,500e and 7,000e
level 3 income over 7,000e

(B2) Outside Earnings (EP 18)
level 0 income up to 1,000e
level 1 income between 1,000e and 3,500e
level 2 income between 3,500e and 7,000e
level 3 income between 7,000e and 15,000e
level 4 income between 15,000e and 30,000e
level 5 income between 30,000e and 50,000e
level 6 income between 50,000e and 75,000e
level 7 income between 75,000e and 100,000e
level 8 income between 100,000e and 150,000e
level 9 income between 150,000e and 250,000e
level 10 income over 250,000e

(C) Frequency and Time Frame
once, monthly or yearly starting and ending date

(D) Source
company’s name and location

Notes: We ignore the information on donations. The name of lawyer’s clients are not revealed due to existence of lawyer-client-confidentiality.
Shareholdings in private corporations only need to be reported if a MP holds more than 25% and no information about received outside
earnings needs to be provided (no information about level, frequency and time frame of the activity). For more details we refer to ’Code of
Conduct for Members of the German Bundestag’. Reported earnings and activities are published on webpages of the German Bundestag and
in Amtliches Handbuch.

Private and public disclosure Until the final decision of the Federal Supreme Court, the
President of the German Bundestag (Bundestagspräsident) decided that outside activities and
earnings would have to be privately disclosed to the administration of the Bundestag, but
would not be publicly disclosed. In July 2007, the lawsuit was narrowly defeated by a tied court
and MPs were forced to publish their sources and levels of outside earnings on web pages
of the German Bundestag. To conclude, starting in 2005 federal MPs privately disclose their
information and from 2007 (retroactively to 2005 and onwards) all information was publicly
disclosed.

Outside activities and associated earnings are published on webpages of the German Bun-
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destag. Table 3.1 summarizes the disclosure rules.5 Disclosure obligations involve publication
of (i) each outside activity, (ii) corresponding outside earnings per activity, (iii) its frequency
and (iv) its source. Disclosed earnings are determined by the gross amounts paid, including
expenses, compensations and the value of benefits in kind, while deductions are not included.
Therefore, the amount of earnings from an activity is therefore not necessarily equal to earnings
that are taxes. Not all kinds of outside earnings need to be disclosed, for example stock options
or shareholdings in private corporations, if they are lower than 25%, are exempt. In addition,
activities with associated earnings of less than 1,000e also need not be reported.

The amount of outside earnings are published in income levels. Earnings below 1,000e are
classified as level 0, those between 1,000e and 3,500e were referred to as level 1, outside
earnings between 3,500e and 7,000e were called level 2, while level 3 described outside
earnings of above 7,000e. In addition, the law required MPs to assign the respective source
to each outside activity. Appendix Figure C.1 shows a screenshot of the webpage of an MP.
Top-coding at 7,000e was criticized since MPs might cover their well-paid activities and declare
it as level 3. Nevertheless, various watchdog organizations and the media made extensive use
of the published data in subsequent years.

The enforcement of the law works as follows. Every MP has to submit all outside activities
and associated income levels, time frame and frequency, and its source to the President of the
German Bundestag within three months. These data are then published on the individual
websites of the respective MP that are administered by the German Bundestag. If a MP
misreports or does not report at all, the violation will be made public and a fine has to be paid.
Sanctions include cuts in their enumeration of up to 50%. In addition, considerable cost of
reputation is added to the monetary fine, since these cases are widely discussed in the media.6

3.2.2 Tightening of Disclosure Rules

Historical background In 2012, the former German Minister of Finance Peer Steinbrück
was nominated as candidate for chancellor for the upcoming federal election. Subsequently, it
was pointed out by the media that he was the highest-earning member of parliament by giving
a large number of highly-paid speeches.7 Since most of his outside activities were top-censored,
i.e. above 7,000e, his outside earnings were not appropriately reflected in the reporting scheme.
This created a prolonged public debate about possible reforms of the reporting requirements

5 The interested reader can find an English version of the Code of Conduct for Members of the German
Bundestag online (Bundestag, 2013).

6 This has already happened twice, most notably to the former minister of the interior, Otto Schily, in 2008.
As an attorney, he argued that the rule would violate his client’s privacy rights. In the end he had to pay a
22,000e fine.

7 There were even cases of him missing votes in parliament when giving a paid speech (Spiegel, 2010).
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Figure 3.1: Visualization of both reforms and the underlying bracket structure
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Notes: This figures visualizes the bracket structure of both reforms. The solid line refers to the first reform, where every activity that is
remunerated with more than 7,000e is is categorized as level 3. The dashed graph shows the bracket structure under the second reform and
thereby the increase in disclosure of outside earnings to voters.

throughout 2012 with Google searches spiking (see Figure 3.2). Using a digitized database of all
parliamentary speeches, we also show that the use of the phrase “outside earnings” in speeches
by federal MPs spikes in 2012 (see Figure 3.2). Following this debate, the federal parliament
passed a stricter version of the disclosure law in March and came into force in September 2013.
MPs could already anticipate the tightening of disclosure law, and we therefore treat 2012 as
the reform year for the second reform.

Tightening of disclosure rules The new law aimed to provide more detailed information on
high-earning MPs. More specifically, seven new income categories were added to the reporting
scheme, so that top-censoring occurred at 250,000e instead of 7,000e. This makes it possible to
distinguish between a MP earning moderate amounts and top-earners. Figure 3.1 visualizes the
bracket structure of both reforms. The solid line refers to the first reform, where every activity
that is remunerated with more than 7,000e is is categorized as level 3. The dashed line shows
the bracket structure under the new regime and thereby the increase in disclosure of outside
earnings to voters. As a reference, federal MPs receive around 90,000e as a yearly salary for
their work as a politician across our period under study.

For the disclosure rules to be effective, there has to be sufficient attention paid to the
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Figure 3.2: Interest in outside activities and earnings
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Notes: Panel (a) plots the search interest relative to the highest point in the chart for the selected region in the specified time period. The
value 100 stands for the highest popularity of this search term. Source: Google Trends; search term: ‘Nebeneinkünfte‘ (engl: outside
earnings); Search Period: 01.01.2004-31.12.2019 in Germany. Panel (b) plots the number of times outside earnings were mentioned in
speeches held in parliament per 100,000 words. Source: Die Zeit. Panel (c) plots the number of articles mentioning outside earnings of
politicians from the newspaper archive GENIOS. Panel (d) plots website clicks and unique visitors (in 1000) on the webpages of the German
Bundestag from January 2015 to January 2018 on a monthly basis. The solid line indicate the federal election in September 2017. Source:
Deutscher Bundestag (own freedom of information request of 18.11.2019).

reported earnings. This can either be archived through the media, which made extensive use of
the reported earnings, or by citizens themselves. To test the first channel, we plot the number
of articles mentioning politicians outside earnings found in the newspaper archive GENIOS
from 2000 to 2019 in Figure 3.3(c). One can clearly see the spikes in articles in 2005 and 2012
when the two big scandals happened. More generally, the number of articles clearly increased
after MPs had to disclose their earnings. To test whether citizens themselves look up their
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MPs earnings, we obtain data on unique visitors and clicks on the webpages of the Bundestag
where the earnings are reported.8 As one can see in Figure 3.3(d), the number of clicks and
unique visitors increases one year before the federal election in September 2017. There were
61.7 million eligible voters and 47.0 million voters, implying a turnout of 76.2%. In the month
of election clicks spike at roughly 1,000,000 clicks and 200,000 unique visitors. Together with
the large amount of newspaper articles documenting the existence of outside earnings and
activities, we argue that sufficient attention was and still is paid to these issues.

3.2.3 Voting System in Germany

The German Bundestag is the national Parliament of the Federal Republic of Germany, while
state Parliaments (Landtage) are the legislative bodies for the individual German states. The
competence of legislation is split between the 16 State Parliaments and the Federal Parliament.
Elections for the German Bundestag as well as for the German State Parliaments are based on a
“personalized” proportional representation system. Its goal is to combine the advantages of
both proportional representation and majority voting system. Each citizen has two votes. The
first vote is directly attributed to a candidate representing her electoral district. As there are
299 federal electoral districts, the same number of mandates in the Bundestag are distributed to
the candidates winning the plurality of first votes in their districts (directly elected candidates).
The second vote supports a political party at the national level. Based on their share of the
second vote, political parties send their candidates from predefined electoral lists into the
federal parliament. The electoral lists are determined by the parties at the state level. This way
299 additional mandates are distributed to the parties who have received at least 5 percent
of the valid second votes.9 The Bundestag is elected for four years, while State Parliament
elections are held every five years.

In our analysis, we will distinguish between MPs that are directly elected and those who
entered parliament through the party list. In particular, directly elected MPs should face a
higher level of electoral accountability since voters have the possibility to punish (or reward)
them directly given their published information on outside earnings and activities. Furthermore,
we will compare MPs with a safe ranking on the electoral list to those with a more insecure
ranking. Again, the less secure the rank is, the higher the degree of electoral accountability
should be.

8 Unfortunately, the data is only available from January 2015 to January 2018.
9 If a party receives more mandates via the first vote than the second vote, all directly elected candidates gain

additional seats in the Bundestag (Überhangmandate). To keep proportional representation intact, parties whose
share of candidates lies below their share of second votes are also given additional seats (Ausgleichsmandate).
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3.3 Data

We employ the German Taxpayer Panel for the years 2001 to 2014 (henceforth called TPP), which
comprises the universe of German tax returns. In addition, we collect publicly disclosed outside
activities and earnings for the years 2005 to 2017 as well as publicly available information on
demographics, committee membership and voting statistics (henceforth called reported data).
The two data sets have distinct advantages and drawbacks. The TPP allows us to precisely
measure outside income before and after the reforms both for federal and state MPs. By this,
we can causally evaluate the reforms in a difference-in-difference setting. The main drawback
of the TPP is the low number of demographic and political variables. Given the strict data
protection rules when working with tax return records, we cannot identify individuals’ names
or party affiliations. In contrast to the tax return data, our reported data offers a rich set of
demographic and political variables, but the publicly disclosed information on earnings are
imprecisely measured. Given the nature of the reported data, we can only observe federal MPs
after the reform and state MPs are not covered at all. We use the reported data to provide some
suggestive evidence on the characteristics of outside activities and demographics, but also to
support potential mechanisms. Importantly, we are not allowed to combine these two data sets
and both will be evaluated separately.

3.3.1 German Taxpayer Panel

The German Taxpayer Panel (TPP) covers all tax units for the period 2001 – 2014. It is an
administrative data set collected by German tax authorities, provided and administered by
the German Federal Statistical Office. The unit of observation is a tax unit, i.e., either a sin-
gle individual or a couple filing jointly. It contains all information necessary to calculate a
taxpayer’s annual income tax, including basic socio-demographic characteristics such as age,
gender, state of residence, marital status, as well as detailed information on income sources and
tax base parameters such as work related expenses and (claimed and realized) deductions on a
yearly level. Hence, the advantage of tax return data lies in its precise measurement of pre-
as well as post-reform income related variables. However, it does not contain of information
about the specific type of outside activity (e.g. speech or ongoing work as a lawyer) or personal
information (e.g. party affiliation).10

Treatment and control group Our empirical strategy compares federal MPs (treatment

10 Data access is subject to very strict data security rules and we only work with these data via remote-access.
Every single request requires a confidentiality check. Moreover, it is impossible to combine these data with any
other information.

71



CHAPTER 3. THE EFFECTS OF PUBLIC DISCLOSURE BY POLITICIANS

group) to state MPs (control group). Now, we outline how we determine the two groups in
the TPP. First, we identify all members of federal, state, and EU parliament by having positive
income from parliamentary activities. Next, we gather data on the remuneration and election
dates of all 16 state parliaments as well as well the federal and European parliament from
2001 to 2014.11 Since state MPs earn less than federal MPs, we discriminate between the two
groups within state-year cells. Until 2009, members of the European parliament received the
same amount of remuneration as federal MPs. To identify those units we exploit an increase in
their compensation in 2009 due to a EU-wide harmonization of their salaries. Hence we drop
observations whose income from parliamentary activities discontinuously jumps in 2009 by the
reform-induced amount.12 Further, we drop households, in which both the head and the spouse
are MPs since they could be part of both the treatment and the control group.13 Next, we
exploit the panel structure of our data to exclude individuals who just entered parliament for a
given year, since we would wrongly classify their pre-politician earnings as outside earnings.
MPs leaving parliament receive a transitional payment (Übergangsgeld). We make use of the fact
that (i) most MPs leave parliament after elections, and (ii) the transitional payment is lower
than the regular salary. This allows us to pinpoint MPs whose income from parliamentary
activities drops right after a state or federal election. We classify these MPs as dropouts.14 As a
robustness check, we will report results both with and without dropouts. Finally, we drop all
MPs from the three German city-states (Berlin, Hamburg and Bremen) since being an MP is
only a part-time job in their state parliaments (so-called Feierabendparlamente).

In 2013, Bavaria was the first state that introduced a public disclosure law for its state MPs.
One year later, five further states introduced similar laws (see Table C.8). Therefore, we exclude
observations from these states when disclosure laws where in effect to avoid a contamination
of our control group. In Figure 3.3, we verify the accuracy of our allocation mechanism and
compare the amount of units identified in the tax data with the actual number of units that are
present in parliament. We match the number of state and federal parliamentarians quite closely.

Outcome variables We capture disclosed outside earnings as closely as possible. We take

11 Appendix Figure C.2 plots the average remuneration for the federal, EU and all state parliaments over our
sample period.

12 We can identify about two thirds of the 99 EU parliamentarians since one third newly enters the European
parliament and is therefore indistinguishably from newly entering federal MPs. Note, that this induces a bias
towards zero since a (small) part of the treatment group is not actually treated. Over our sample period there
were no changes with respect to income disclosure for members of the European parliament.

13 This involves only a very small number of couples in our sample period. Including them does not change our
results.

14 Federal MPs receive one additional month of transitional payments for each year they spend in parliament.
The transitional payments are capped at 18 months. Starting with the second month after leaving parliament,
transitional payments are reduced one to one by all other income a former MP receives.
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Figure 3.3: Comparison between tax data and actual numbers
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advantage of the fact that earnings are divided into seven different types of income (e.g. income
from business operations or income from employed work) in the German income tax system.
Our main outcome is the total income from sources that MPs have to disclose. This amounts to
all income from (i) salaries and wages (ii) (non-corporate) businesses and self-employment (iii)
agriculture and forestry, as well as other sources. We will also evaluate the effect on each of the
categories (i) to (iii) separately. Furthermore, we use rental income as a placebo outcome since
such income does not need to be disclosed.15

3.3.2 Reported Data

Our second data set consists of several publicly available sources (henceforth called reported
data). The most important part of this data are the reported (and disclosed) outside earnings
and activities from web pages of the German federal parliament. We enrich this data with
further demographic and political variables. Our reported data covers every MP who was at
least present in one of the following three legislative periods of the German Bundestag: 16th

15 We do not consider capital income in our analysis, since MPs were not required to disclose such earnings and
investment income is only observable until 2009 in the tax data.
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legislative period (2005-2009), 17th legislative period (2009-2013) and 18th legislative period
(2013-2017).16 In the following, we describe the different data sources in greater detail.

Demographic variables Using the handbook of German MPs, we extract a number of
demographic variables. We observe a politician’s name, gender, age, marital status, and number
of children. Additionally, we know whether a politician has a PhD degree and their resident
state. We classify a politician’s (former) occupation into ten groups. Importantly, as opposed to
the tax data, we know the party membership of each MP. For our sample period about half of
MPs are part of a center-right party (CDU/CSU and FDP), while the other half is a member
of one of the left-wing parties (SPD, Greens and The Left). Moreover, we group MPs by their
political experience into three categories: newcomers (first term), those serving for two to three
terms, and MPs with four or more terms in parliament. Lastly, we construct dummies for
MPs that leave (or join) parliament in the middle of an election period since they have less
time to accumulate outside earnings. Summary statistics of all these variables can be found in
Appendix Table C.3.

Political and electoral variables A MP can be voted into the Bundestag either via party
list or direct ballot (see Section 3.2.3). To capture this distinction, we construct a dummy for
being elected directly. We also create a dummy for MPs who entered through a safe rank on
the party list (above-median ranking) as opposed to those that where placed on a less safe
rank (below-median ranking). Furthermore, when a MP ran for direct ballot in one of the 299
electoral districts, we obtain her own as well as her party’s vote share in that district. Then,
we calculate the vote margin of each MP as the difference to the second-placed candidate for
winning candidate and the difference to the first placed candidate for all other candidates. To
account for political offices and to capture a politician’s policy expertise and interest more
accurately, we construct dummies for membership in one each of the 23 committees of the
German federal parliament. In addition, to capture the rank and status of the MP, we create
dummies for being part of party leadership and for being a committee chair, respectively.
Summary statistics are again displayed in Appendix Table C.4.

Published data on outside earnings We collect every disclosed activity, its income level
(0 to 3 for election period 16 & 17 and 0 to 10 for election period 18), its starting and end
date as well as frequency (monthly, yearly, once), and the respective employer. Table 3.2
provides information about the number of MPs with at least one activity and positive outside

16 Table C.2 provides an overview about these three election periods under study as well as the composition of
MPs in federal parliament by party.
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Table 3.2: Number of MPs with at least one activity and positive outside earnings

EP16 EP17 EP18 Total
N in % N in % N in % N in %

MPs who report at least one activity 573 89.81 581 89.11 582 88.45 1736 89.12
MPs with positive outside earnings 241 37.77 250 38.34 252 38.30 743 38.14

Notes: This table provides an overview about federal MPs who report outside activities and who report outside earnings for the
election periods 16-18 and the average across all three election periods. All percentages refer to the total amount of MPs for a given
election period. Source: Reported Data, own calculations.

earnings. 89.12% of all MPs report an activity and 38.14% report positive outside earnings.
This is due to the fact that many activities are voluntary work and thus not remunerated. In
Appendix Table C.7 we display the distribution of each activity’s bracket and frequency. 18%
of all activities are assigned level three of higher across all election periods. 94% of all activ-
ities happen only once and only 2% and 4% of all activities happen on a yearly or monthly basis.

To determine a value of outside earnings, we assign the mean value of each bracket to every
activity (e.g. an activity with level 0 is measured with 500e). The value assigned to the last
bracket is determined by polynomial extrapolation, i.e. an activity with level 3 is assigned
9,500e (see Appendix Figure C.3). Since the addition of 7 new levels in election period 18
mechanically increases this measure, we code every activity of level 4 or higher as a level 3
activity. More precisely, an activity with level 0 is assigned a value of 500e , level 1 2,250e ,
level 2 5,250e and level 3 and above 9,500e .17 This is likely to underestimate the true level
of outside earnings, but ensures comparability over time. In a last step, we calculate the total
amount of reported outside earnings of every federal MP for a given election period and divide
it by four to ensure comparability to the yearly tax data.

Published data on outside activities The composition of the main activities that MPs un-
dertake are displayed in Appendix Table C.6. 32% pursue a remunerated activity, 40% hold
functions in enterprises and 59% hold functions in public corporations. The most popular
remunerated activities are classified as law (10% of all MPs report at least one law activity),
10% of all MPs have at least one management and consulting activity and 9% were giving at
least one speech. Typical functions in enterprises are member of advisory board (Mitglied des
Beirates) or member of supervisory board (Mitglied des Aufsichtsrates). 11% of all MPs report
shareholdings in private corporations with a share larger than 25%, but we cannot observe their
income from these shareholdings.

17 As a robustness check, we also use a lower bound measure, where we we assign the lower threshold of
7,000e to level 3 (and above) activities.
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Figure 3.4: Distribution of outside earnings
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Notes: Panel (a) displays the distribution of (positive) outside earnings from federal parliamentarians excluding the top 2% for privacy
reasons based on the tax return data. Panel (b) shows the corresponding distribution for the baseline measure of outside earnings based on
the reported data. Source: German tax return data, 2001-2014 (Taxpayer Panel, TPP) (Panel (a)); Reported Data EP 16 - 18 (Panel (b))

3.3.3 Descriptive Analysis: Outside Earnings

The reported data consists of 1,952 MP-election period observations and covers election period
16-18 of the German Bundestag. We observe 1,108 individual MPs, 264 of which are present
throughout all election periods.18

Outside earnings Figure 3.4 plots the distribution of federal MPs outside earnings both
from the reported data as well as from the tax data. Outside earnings is extremely unequally
distributed in both data sets. The outside earnings from the tax data closely traces a pareto
distribution, while the reported distribution exhibits bunching at different points. Between
these bunching points, one can see the missing mass that is caused by the bracket reporting
system. In our tax data, half of those MPs who do have positive earnings, have less than
10,000e and around 30% have more than 30,000e across the period under study. Next, we
compare the outside earnings that were publicly disclosed with the actual outside earnings
that we can observe in the tax data.

18 We provide details of the composition of the German Bundestag for the election periods under study in the
Appendix.
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Table 3.3: Descriptive statistics: outside earnings (reported data & tax data)

mean sd min max N

tax data
all MPs
outside earnings 29,358 146,151 27,974
wages & salaries 14,633 136,463 27,974
business & self-employment 11,762 113,943 27,974
renting -986 17,880 27,974
other sources 2,963 15,770 27,974
federal MPs
outside earnings 21,546 75,968 8,537
wages & salaries 8,230 42,613 8,537
business & self-employment 10,390 59,358 8,537
renting -1,830 14,363 8,537
other sources 2,926 16,702 8,537
state MPs
outside earnings 32,789 167,837 19,437
wages & salaries 17,445 161,184 19,437
business & self-employment 12,364 130,909 19,437
renting -616 19,212 19,437
other sources 2,980 15,344 19,437

reported data
federal MPs
outside earnings: baseline 9,677 26,957 0 251,875 1,952
outside earnings: lower bound 8,478 23,205 0 227,562 1,952

Notes: Both panels refer to yearly values. The upper panel reports earnings based on the German tax return
data, 2001-2014 (Taxpayer Panel, TPP). Outside earnings amounts to all income from (i) salaries and wages, (ii)
business and self-employment income and (iii) other sources (except for income from parliamentary activities).
Income from renting is our placebo outcome. Due to privacy reasons minimum and maximum values are
omitted in the tax return data. In out reported data, outside earnings are calculated as follows: baseline: an
activity with level 0 is assigned a value of 500e , level 1 2,250e , level 2 5,250e and level 3 and above 9,500e .
In our lower bound definition, we assign a value of 7,000e for each activity with level 3 and above. Source:
Outside earnings are based on reported data for the election periods 16, 17 and 18 (lower panel);

Table 3.3 shows that the mean outside earnings in the tax data is around 29,000e across all
MPs. Federal MPs receive on average 21,000e of outside earnings, while state MPs earn on
average 32,000e. The large difference might be surprising since the focus of the political debate
is usually on federal MPs. Possible explanations might be the lower public attention placed on
state MP’s or simply because they still have a closer relation to their hometown and thereby
their initial occupation. The major income source is business and self-employment income for
federal MPs, while state MPs earn (on average) the most from wages and salaries. The mean in
the reported data is around 10,000e. The values reported in the tax data are almost twice as
high as our baseline measure from the reported data. This confirms one frequent criticism of
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Table 3.4: Outside earnings: correlations
(1) (2) (3) (4) (5) (6)

outside earnings outside earnings outside earnings outside earnings outside earnings outside earnings

left-wing -7,408∗∗∗ -3,624∗∗∗

(1,488) (1,402)
female -7,267∗∗∗ -3,815∗∗∗

(1,429) (1,302)
East Germany -5,987∗∗∗ -6,755∗∗∗

(1,375) (1,486)
age between 50 and 60 1,307 -122

(1,380) (1,438)
age 60 above 3,191∗ 1,188

(1,919) (1,988)
terms: 2 - 3 1,270 84

(1,272) (1,429)
terms: > 3 2,069 -1,882

(1,703) (2,127)
controls Yes

N 1,952 1,952 1,952 1,952 1,952 1,952
# politicians 1,108 1,108 1,108 1,108 1,108 1,108

Notes: The outcome variable is outside earnings as described in Section 3.3.2. SPD, Greens and The Left are coded as left-wing (parties).
Controls include all variables in Tables C.3 and C.4 for which we have full observations. Robust standard errors clustered at the individual
level. * p<0.1, ** p<0.05, *** p<0.01. Source: Reported data for EP 16 - 18 (2005–2017).

the public disclosure law. The bracket system, and in particular the highest bracket, mask the
real extent of moonlighting that politicians engage in.

Correlations We classify SPD, Greens and the Left Party as left-wing parties and show that
they earn less compared to members of other parties, a result often found in the existing litera-
ture (Becker et al., 2009; Eggers and Hainmueller, 2009). Table 3.4 shows that the unconditional
difference amounts to about 7,400e per year. This difference shrinks to 3,600e when including
all control variables, such as for example their former occupation, but is still statistically sig-
nificant and of a economically meaningful size. Furthermore, in our sample both female and
East German MPs earn significantly less outside earnings. Meanwhile, there is no significant
difference by age and experience once we control for all other variables.19

3.4 Empirical Strategy

In this section, we outline our empirical strategy. First, we describe both our simple difference-
in-differences setting and our identification strategy. Furthermore, we extend our model to
a dynamic difference-in-difference strategy. Second, to analyze who particularly responded
to disclosure of outside earnings and activities, we run a quantile regression approach and

19 Appendix Figure C.4 shows that there is also substantial variation in outside earnings by committee
membership. MPs in the economics, agriculture and exterior committee earn on average over 13,000e, while
members of the environmental and digital committee earn 3,000e and less.
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we use different income categories as outcome variables. Last, we explore the mechanisms
behind our results using the reported data by comparing MPs with different levels of electoral
accountability.

3.4.1 Difference-in-Differences Strategy

Since 2005 Federal MPs are obliged to privately disclose their outside activities and earnings.
Starting from 2007 and onwards these information is publicly disclosed (Also retroactively
to 2005). We exploit the fact that members of the federal parliament (Bundestag) are affected
by disclosure rules, while members of state parliaments (Landtag) do not face such legal
requirements. Thus, members of the federal parliament are our treatment units and members
of state parliaments form our control group. This setup gives rise to a difference-in-difference
design by comparing federal to state MPs before and after the reform. This identification
strategy will uncover the casual effect of the public disclosure law if the assumption of parallel
trends between the treatment and control group holds. We implicitly validate this assumption
using a dynamic difference-in-difference approach.

Our baseline estimation is structured as follows: Let Yist be an outcome of politician i
resident in state s in year t. We then estimate

Yit = βTreatiRe f ormt + γi + λst + εit (3.1)

where Treati is a dummy taking the value one if i is a federal MP and Re f ormt is an indicator
equal to 1 from 2007 onwards. We also include individual fixed effects γi to control for
potentially unobserved and time-constant features of MPs. The state-year fixed effects λst

absorb aggregate movements as well as state-specific shocks such as local economic conditions.
Finally, we cluster our standard errors at the individual level to allow for serial correlation. The
coefficient of interest is β, which identifies the casual effect of the public disclosure law. Our
sample period runs from 2001 to 2009 for the first reform. Note that, since this is classical 2x2
difference-in-difference setup, we do not have to assume homogeneous treatment effects for
our estimator to be consistent (Goodman-Bacon, 2021).

We evaluate the tightening of the public disclosure law in much the same manner as its
introduction with one exception. We drop observations in which state MPs were also subject to
disclosure rules (see Section 3.3.1). Next, we estimate equation 3.1 on the sample from 2010 to
2014 with the reform dummy being one for t ≥ 2012. Standard errors are again clustered on
the individual level.

Dynamic difference-in-difference As mentioned above, we also estimate a more dynamic
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version of equation 3.1 both to test for pre-trends and to allow for dynamic post-treatment
effects. To do so, we define a set of dummy variables 1k=t, which takes the value one if k equals
t and zero otherwise. To estimate the effects of the introduction of public disclosure rules, we
run the following equation:

Yit =
2005

∑
k=2001

βkTreati1k=t +
2009

∑
l=2007

βlTreati1l=t + γi + λst + εit (3.2)

where we omit the interaction of the 2006 dummy to normalize our estimates to the pre-reform
year. Therefore, βk ∀k ∈ {2001, ..., 2005} refer to differences in trends between the treatment and
control group before the reform, while βl ∀l ∈ {2007, ..., 2009} represent the dynamic treatment
effects.

Analogous to equation 3.2, we adjust the dynamic difference-in-difference equation such
that we check for pre- and post-treatment effects for the second reform:

Yit =
2010

∑
k=2010

βkTreati1k=t +
2014

∑
l=2012

βlTreati1l=t + γi + λst + εit (3.3)

where we omit the interaction of the 2011 dummy to normalize our estimates to the pre-reform
year. Again, β2010 refers to differences in trends between the treatment and control group before
the reform, while βl ∀l ∈ {2012, ..., 2014} represent the dynamic treatment effects.

3.4.2 Who responds to the Disclosure of Outside Earnings and why?

Increased transparency makes politicians more accountable. In which way politicians adjust
their earnings depend on the preferences of voters. If voters perceive outside income negatively,
increased transparency could make politicians more accountable such that they reduce outside
activities. We discuss direct ways to test for the effect of electoral accountability in the reported
data in Section 3.4.3.

Income components Income disclosure by politicians might have counteracting effects on
different categories of outside income. On the one hand, the effect depends on the preferences
of voters on incomes from different sources. For example, Campbell and Cowley (2015) show
via a survey experiment that voters do not penalize business owners or the self-employed for
continuing their business. On the other hand, the literature on behavioral responses towards
taxation shows that the self-employed can more easily adjust their labor supply and also the
reporting of their income (Saez et al., 2012).

Another possible behavioral effect can occur if income disclosure affects tax compliance. By
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increasing the possibility to detect evasion behaviour, income disclosure laws incentives tax
payers to declare their true income (Slemrod et al., 2020; Bø et al., 2015). Given strict third-party
reporting standards in Germany, we expect this possible effect only to be present for income
from business operations and self-employment, since these income categories are self-declared
by the tax payer. Both of these effects should (at least partially) materialize already in 2005
when private disclosure was applied and politicians had to assume that there is a decent chance
for public disclosure to be applied retroactively. In contrast, if the effect is only observed from
2007, it is more likely that it is connected to the information that was publicly released.

Social norms towards having outside work might have changed after the introduction of
the public disclosure law. Initially, the very conservative top-coding at 7,000e, has prevented
voters to distinguish between a high- and moderate-earning MP and might have lead voters to
underestimate the true extent of outside earnings. Therefore, from a voter’s point of view it
might have become more acceptable to have a second job as a politician. The second reform,
which introduced more brackets and thereby increased the amount of information available to
voters, however, could have had the opposite effect. In response, politicians might then reduce
the amount of outside income.

Public disclosure could also have changed a previous social norm of not pursuing outside
activities among MPs to a market transaction by putting a price on it (Gneezy and Rustichini,
2000).20 Given that MPs are paying a price, which is the reporting requirement itself, they might
engage in more outside work. Moreover, politicians might have misperceived social norms and
learned from the behavior of their peers, which causes them to update their beliefs about the
acceptability of outside earnings (Bursztyn et al., 2020). Last, the reported income could also be
used as a signal of skill to (certain) voters. This could be potentially heterogeneous with some
MPs wanting to highlight the importance of their mandate by having no outside jobs, while
others explicitly start to have outside jobs to signal competence.

Quantile regression As already seen in Figure 3.4, outside earnings of politicians are highly
unequally distributed. To shed light into the full distribution of outside earnings, we use
(unconditional) quantile regressions. Whereas ordinary least squares regressions allow us to
estimate the effect of a given variable at the mean, quantile regressions tell us about the effect
of a policy change on the entire distribution of outside earnings.

We apply the estimator suggested by Firpo et al. (2009) to estimate the effect of the reform
on all nine deciles of the outside earnings distribution. We apply this estimator to both data
periods: 2001 – 2009 (first reform) and 2010 – 2014 (second reform). The results are particular

20 This is also connected to the concept of moral licensing, where an individual, after doing something perceived
as morally good, i.e. a politician being transparent about their outside earnings, it gives herself license to do
something that is perceived to be morally bad, i.e. increasing her outside earnings (Merritt et al., 2010).
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interesting for the second reform, since it has changed only the bracket structure. More
precisely, until 2012 every activity that was remunerated with more than 7,000e was top-coded
and appeared as level 3 on the web pages of the German Bundestag. After the tightening of the
rules, activities that are remunerated with more than 250,000e are top-coded. Therefore, we
expect most of the effect to be concentrated at the top of the distribution.

3.4.3 Mechanisms: Electoral Accountability

To further investigate the mechanism of the reform, we look at variation in electoral accountabil-
ity. As explained in Section 3.2.3, we exploit the fact that there are two ways to become a federal
MP in Germany: direct ballot election and party lists. Since it is impossible to differentiate
between the two groups of MPs in the tax data, we will test this hypothesis using the reported
data. As we do not have a control group in this data set, all evidence has to be considered
suggestive.

Election via direct ballot or party list Politicians, who enter parliament by direct ballot
election, are arguably more accountable to voters. In case for any perceived misbehaviour,
voters have the opportunity to directly vote specific politicians out of office. In contrast, voters
cannot (directly) vote out specific politicians that enter trough the party list. Therefore, directly
elected MPs are more electorally accountable and should react more strongly to the reform if
electoral accountability matters. We test the prediction by looking at the subset of electoral
districts, from which the second-placed candidate also entered parliament (through the party
list). This allows us to compare directly elected MPs to their runner-ups in the following way:

Yide = βeDdirect
ie + δXie + γd + εide ∀ e ∈ {16, 17, 18} (3.4)

where Yide are outside earnings for MP i in district d in election period e. Ddirect
ie is a dummy

for being directly elected, and γd are district fixed effects ensuring that we identify the effect
within electoral districts. We estimate this equation both for the two election periods before the
second reform and for the period after the second reform.

We expect βe to be negative for all election periods, since they are subject to a higher level
of electoral accountability. If the tightening of the disclosure rules, which went into effect, in
election period 18, increased electoral accountability, directly elected MPs should reduce their
outside income relative to MPs entering parliament through the party list. That is, we expect βe

to be even more negative in election period 18.

Safe and unsafe ranking on party list In contrast, MPs entering parliament via party list are
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only at risk to be voted out of office if they are close to the marginal rank, meaning the last
rank which gets into parliament. Therefore, we also compare MPs with a safe list rank to those
with an unsafe rank. Given the higher risk of being voted out of office for MPs with an unsafe
rank, we argue that they are subject to a higher level of electoral accountability. Since party
lists are organized at the state-party level, we construct a dummy Dunsa f erank

ie that takes the
value one if a politician has an above median rank. For example, 22 politicians entered through
the list of the Bavarian Social Democrats in election period 18. According to our classification,
those ranked 1 to 11 had safe list ranks, whereas ranks 12 to 22 were unsafe. We then estimate
the following equation:

Yispe = βeDunsa f erank
ie + δXie + γsp + εie ∀ e ∈ {16, 17, 18} (3.5)

where Yispe are outside earnings for MP i in state s and party p and election period e. γsp are
state-party fixed effects controlling for the (potentially) different assignment procedures of the
state-level party associations. Similar to above, βe should generally be negative and become
even more negative in election period 18 if electoral accountability plays a mediating role.

3.5 Results

3.5.1 Introduction of the Public Disclosure Law

Table 3.5: Introduction of the disclosure law: extensive and intensive margin
(1) (2) (3) (4)

log outside income log outside income outside income > 0 outside income > 0

treatment x reform 0.155∗∗ 0.153∗∗ 0.049∗∗∗ 0.045∗∗∗

(0.064) (0.066) (0.017) (0.017)
politician FE Yes Yes Yes Yes
state-year FE Yes Yes Yes Yes
w/o dropouts Yes Yes

N 14,135 12,955 19,993 18,412
# politicians 3,189 3,013 3,652 3,546

Notes: This tables displays estimates from equation 3.1 using log outside earnings (columns 1 & 2) and a
dummy for positive outside earnings (columns 3 & 4) as outcome variables. Robust standard errors are
clustered at the individual level. * p<0.1, ** p<0.05, *** p<0.01. Source: German tax return data, 2001-2009
(Taxpayer Panel, TPP)

Baseline results We first present the results from our baseline Difference-in-Differences
approach (see equation 3.1). Table 3.5 shows the causal effects of the introduction of disclosure
laws. Outside earnings did actually increase by about 15%. Also, the probability of having
positive outside income increased by 4.5 percentage points. Both of these effect are statistically
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Figure 3.5: Introduction of the disclosure law: dynamic difference-in-difference
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Notes: This graphs displays the coefficients βt ∀ t ∈ {2001, ..., 2009} and the corresponding 95% confidence intervals estimated by equation
3.2 using outside earnings as the outcome variable. Robust standard errors are clustered at the individual level. Source: German tax return
data, 2001-2009 (Taxpayer Panel, TPP)

significant at conventional levels. One potential concern is that we include politicians who
just dropped out of parliament in our sample conflating outside earnings with their regular
income. To test this possibility, we exclude these MPs (labelled as dropouts) from our sample
(see column (2) and (4) in Table 3.5). This leaves our estimates almost unchanged.

Figure 3.5 visualizes the estimates of our dynamic difference in differences approach (see
equation 3.2). The effect only emerges after the introduction of public disclosure in 2007. Im-
portantly, there is no evidence for any significant differential trend between the treatment and
control group before the reform. This is reinforcing the parallel trends assumption underlying
our research design. In addition, we do not observe any differential trend in the time period of
private disclosure from 2005 to 2006. Politicians are only reacting to public, but not to private
disclosure. The effect in 2007 is positive, but insignificant. In the following years, the effect
becomes stronger and significant at conventional levels.

Income components To disentangle the total effect of an increase in outside earnings, we
apply our baseline difference-in-difference setup to different income categories (see equation
3.1). Table 3.6 shows the results for wages & salaries (column 1 and 2), business & self-
employment (column 3 and 4), other sources (column 5 and 6) and last, renting as our placebo
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Table 3.6: Introduction of the disclosure law: income categories
income category wages & salaries business & self-employment other sources renting (placebo)

(1) (2) (3) (4) (5) (6) (7) (8)
log income income > 0 log income income > 0 log income income > 0 log income income > 0

treatment x reform 0.089 0.001 0.193∗∗ 0.037∗∗ 0.060 0.009 0.095 0.018
(0.089) (0.011) (0.089) (0.018) (0.111) (0.014) (0.179) (0.014)

politician FE Yes Yes Yes Yes Yes Yes Yes Yes
state-year FE Yes Yes Yes Yes Yes Yes Yes Yes
w/o dropouts Yes Yes Yes Yes Yes Yes Yes Yes

N 5,608 18,412 9,046 18,412 4,463 18,412 3,799 18,412
# politicians 1,518 3,546 2,319 3,546 1,229 3,546 1,550 3,546

Notes: This tables displays estimates from equation 3.1 using log outside earnings and a dummy for positive earnings from wages and
salaries (column 1 & 2), business operations and self-employment (column 3 & 4), forest and agriculture and other sources (column 5 &
6), and renting (column 7 & 8) as outcome variables. Robust standard errors are clustered at the individual level. * p<0.1, ** p<0.05, ***
p<0.01. Source: German tax return data, 2001-2009 (Taxpayer Panel, TPP)

outcome (column 7 and 8). The results show that the increase is solely driven by income
from business and self-employment, which increased by 19.3% at the intensive margin and 3.7
percentage points at the extensive margin. All other coefficients are positive and insignificant.
Lastly, rental income, which was not affected by the disclosure law, does also not react to the
reform. This increased credibility of that the measured effect is solely driven by the introduction
of the disclosure law and not by some other shock occurring at the same time.

Now, we discuss if an increase in tax compliance might be an explanation of why the
introduction of public disclosure leads to an increase in outside earnings, particularly in
business and self-employment income. We do not think that tax compliance (or previous tax
evasion) is a driving force behind our results. The timing of the effect is not consistent with an
increase in tax compliance. If politicians were concerned about being caught evading taxes,
they should have already reacted in 2005 when private disclosure was introduced. Since it was
known that the privately disclosed income would become public retroactively, MPs should
have anticipated the possibility of public disclosure and, at least partially, increased their tax
compliance starting in 2005. Moreover, tax evasion is a criminal offence and caught MPs not
only would loose their mandate, they would also face severe penalties.

Instead, the increase in 2007 is consistent with a change in social norms towards outside
activities and earnings. These social norms could only have changed when outside earnings
became public, not when they were privately disclosed. As the reported amounts were kept
artificially low by top-coding at 7,000e, this could have induced voters (and subsequently
politicians) to view outside earnings less negatively. This mechanism is also consistent with
the increase being driven by income from self-employment as this income category has been
shown to be acceptable by voters (Campbell and Cowley, 2015).

Social norms might also change when previously intrinsically motivated is replaced by
extrinsically motivated behavior. Gneezy and Rustichini (2000) show in a field experiment that
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the introduction of a fine for parents who pick up their children late from a day-care center
actually increased late-coming. Before the fine, it was simply a social norm to be on time and
afterwards it was perceived as a market transaction. Apply this finding to our setting, it might
be that it was a social norm not to have little (or no) outside earnings. After the policy change,
the price an MP pays for earning outside income, is the duty to report it. Therefore, since
politicians pay the price, earning outside income becomes more acceptable simply because they
report it. Another explanation might be that social norms were initially misperceived. Bursztyn
et al. (2020) define the term ’pluralistic ignorance’. It refers to a situation where most people
privately hold an opinion, but they incorrectly believe that most other people hold the contrary
opinion, and end up acting against their own view. When politicians believe having outside
jobs are stigmatized, they might be reluctant to reveal their private views to others for fear of
social sanctions. If most politicians act this way, they might end up believing their private views
are only shared by a small minority at most. In our setting, MPs might have misperceived the
norms regarding outside activities since it was not public knowledge. Although the private view
of MPs was that having outside earnings is not necessarily a bad thing, they might have been
reluctant to have any because they thought that others disapprove such behavior. When out-
side income became public and were seen to be wide-spread, they engage more in such behavior.

Figure 3.6: Introduction of the disclosure law: quantile regression
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Notes: This graphs displays the coefficient β on log of outside earnings and the corresponding 95% confidence interval when estimating
equation 3.1 using unconditional quantile regression for the first to ninth decile. Robust standard errors are clustered at the individual level.
Source: German tax return data, 2001-2009 (Taxpayer Panel, TPP)
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Quantile regressions We test whether the effect is driven by different parts of the outside
income distribution by conducting (unconditional) quantile regressions on the deciles of the
outside earnings distribution. That is, we estimate not the average effect, but the effect on all
nine deciles (Firpo et al., 2009). The results are plotted in Figure 3.6. The treatment effect is
very small for the lower and middle part of the distribution, whereas the effect on the eighth
and ninth decile is considerably larger. This implies that most of the treatment effect is driven
by high-income MPs that are likely top-censored.

3.5.2 Tightening of the Public Disclosure Law

Table 3.7: Tightening of the disclosure law: extensive and intensive margin
(1) (2) (3) (4)

log outside income log outside income outside income > 0 outside income > 0

treatment x reform -0.092∗ -0.096∗∗ 0.011 0.008
(0.047) (0.048) (0.013) (0.013)

politician FE Yes Yes Yes Yes
state-year FE Yes Yes Yes Yes
w/o dropouts Yes Yes

N 8,622 8,299 11,223 10,849
# politicians 2,716 2,600 3,212 3,096

Notes: This tables displays estimates from equation 3.1 using log outside earnings (columns 1 & 2) and a
dummy for positive outside earnings (columns 3 & 4) as outcome variables. Robust standard errors are
clustered at the individual level. * p<0.1, ** p<0.05, *** p<0.01. Source: German tax return data, 2010-2014
(Taxpayer Panel, TPP)

Baseline result Recall, that the reform only introduced seven new brackets such that it
shifted top-coded incomes from 7,000e to 250,000e. Therefore, voters are now able to dif-
ferentiate between medium- and high-earning MPs. Our baseline difference-in-difference
estimates using equation 3.1 are presented in Table 3.7. The tightening of disclosure law signifi-
cantly decreased total outside income by 9.6%, while leaving the extensive margin unchanged.
This result is line with the institutional details of the new rules, since the introduction of
new brackets did not change the reporting requirements at the extensive margin. As one
can see in Figure 3.7, the effect emerges in 2012 with parallel trends between the treatment
and control group in the year before. Importantly, the effect occurs before the federal elec-
tion in 2013 and can therefore not be driven by a changed composition of the federal parliament.

Income categories When we decompose the total effect into the different income categories,
we find that the negative intensive margin effect is driven by a reduction of 15.8% of income
from wages and salaries (see column 1 of Table 3.8). We do not find any significant negative
effect on self-employment or business income. This is consistent with the tightening of the
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Figure 3.7: Tightening of the disclosure law: dynamic difference-in-difference
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Notes: This graphs displays the coefficients βt ∀ t ∈ {2010, ..., 2014} and the corresponding 95% confidence intervals estimated by equation
3.3 using outside earnings as the outcome variable. Robust standard errors are clustered at the individual level. Source: German tax return
data, 2010-2014 (Taxpayer Panel, TPP)

rules inducing a sizeable transparency effect as this income category is viewed more favourably
among voters (Campbell and Cowley, 2015).

We do not find consistent evidence for a change in the other income categories. Similarly
to the introduction of the law, we do not find any effect on rental income, which acts as our
placebo outcome.

Table 3.8: Tightening of the disclosure law: income categories
income category wages & salaries business & self-employment other sources renting (placebo)

(1) (2) (3) (4) (5) (6) (7) (8)
log income income > 0 log income income > 0 log income income > 0 log income income > 0

treatment x reform -0.158∗∗∗ -0.000 -0.035 0.034∗∗ -0.116 -0.027∗∗ 0.003 -0.017
(0.052) (0.009) (0.064) (0.015) (0.073) (0.011) (0.095) (0.012)

politician FE Yes Yes Yes Yes Yes Yes Yes Yes
state-year FE Yes Yes Yes Yes Yes Yes Yes Yes
w/o dropouts Yes Yes Yes Yes Yes Yes Yes Yes

N 3,580 10,849 5,808 10,849 3,163 10,849 2,554 10,849
# politicians 1,256 3,096 1,978 3,096 1,064 3,096 964 3,096

Notes: This tables displays estimates from equation 3.1 using log outside earnings and a dummy for positive earnings from wages and
salaries (column 1 & 2), business operations and self-employment (column 3 & 4), forest and agriculture and other sources (column 5 &
6), and renting (column 7 & 8) as outcome variables. Robust standard errors are clustered at the individual level. * p<0.1, ** p<0.05, ***
p<0.01. Source: German tax return data, 2010-2014 (Taxpayer Panel, TPP)
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Quantile regression Given that the introduction of the new income brackets mainly affected
top-earning MPs, we expect the treatment effect to be concentrated at the top of the distribution.
We test this hypothesis by estimating quantile regressions for every decile of the distribution.
As one can see in Figure 3.8, the effect is very small and insignificant for the first deciles and
then becomes larger the further one goes along the distribution.

Figure 3.8: Tightening of the disclosure law: quantile regression

-1
50

00
-1

00
00

-5
00

0
0

50
00

1st 2nd 3rd 4th 5th 6th 7th 8th 9th
decile

Notes: This graphs displays the coefficient β on log of outside earnings and the corresponding 95% confidence interval when estimating
equation 3.1 using unconditional quantile regression for the first to ninth decile. Robust standard errors are clustered at the individual level.
Source: German tax return data, 2010-2014 (Taxpayer Panel, TPP)

Electoral accountability Next, we explore potential mechanisms of the decrease in outside
earnings following the tightening of the disclosure rules.21 As we argued before, we expect
the effect to be stronger the more accountable politicians are to their voters. Since we cannot
test this hypothesis in the tax data, we make use of the reported data. In a first step, we
compare MPs elected by direct ballot and their runner-up peers, who entered via party list. We
additionally add electoral district fixed effects to only compare the winner of a direct election
and the second placed candidate. Panel A in 3.9 shows that there was no significant difference
between MPs elected by direct ballot and MPs joining via the party list before election period
18.22 In election period 18, when the new rules became effective, the difference increases to

21 We cannot use the reported data for the first reform since we cannot observe report outside income before the
reform.

22 The negative, but insignificant coefficients are consistent with the introduction of the law causing minor
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Table 3.9: Electoral accountability

(1) (2) (3)
EP 16 EP 17 EP 18

outside earnings outside earnings outside earnings

Panel A: directly elected
Ddirect -8,501 -6,112 -13,997∗∗∗

(5,653) (10,725) (5,282)
electoral district FE Yes Yes Yes
controls Yes Yes Yes

N 318 238 404
# politicians 318 238 404

Panel B: unsafe rank
Dunsa f erank -2,790 -605 -5,907∗∗

(2,471) (3,968) (2,360)
party-state FE Yes Yes Yes
controls Yes Yes Yes

N 562 578 593
# politicians 562 578 593

Notes: The outcome variable is outside earnings as described in Section 3.3.2. In Panel A, the sample
contains only MPs from districts, where both the first- and second-placed candidate entered parliament
to estimate equation 3.4. In Panel B, we use only MPs that were ranked on a party list to estimate
equation 3.5. Controls refer to all variables in Tables C.3 and C.4. Robust standard errors. * p<0.1, **
p<0.05, *** p<0.01 Source: reported data EP 16 - 18

roughly 14,000e and becomes significant at the 1% level (see column (3) of Table 3.9). This
suggests that directly elected MPs reduced their outside earnings more dramatically because of
electoral concerns. We observe a similar pattern for MPs inhabiting more and less safe party
list ranks. Before election period 18, there is no significant difference between those, who just
made it in, and MPs, who were relatively safe (see columns (4) and (5) of Table 3.9). After the
reform, we observe a significant difference of about 6,000e. Both results are robust to the lower
bound measure of outside earnings (see Appendix Table C.9). Taken together, these estimates
provide support for the mechanism of electoral accountability.

3.6 Conclusion

In this paper, we evaluate the effects of public disclosure rules on politicians outside earnings.
Since 2005, members of the German federal parliament are obliged to publish their outside
activities and associated earnings in a (top-coded) bracket-based reporting scheme on web
pages of the German Bundestag. By law, the execution of the mandate of an MP should be
central to his or her activity. The intention of the reform was to indicate any conflicts of interests

electoral pressure.
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that might have implications on the political work. First, we exploit the introduction of this
policy as exogenous variation. We can observe both federal and state MPs in administrative
tax records before and after the policy change. Thereby, we use unaffected state MPs as a
control group in a difference-in-difference design. Second, we can differentiate between private
and public disclosure. Since 2005, information on outside activities and earnings was initially
privately disclosed to the administration of the Bundestag. In 2007, the Federal Court decided
that the information must be publicly disclosed involving a public disclosure of the information
for the years 2005 and 2006. Third, we evaluate a second reform that tightened existing rules
by introducing seven new income brackets in the reporting scheme causing reported outside
income to be top-coded at 250,000e instead of 7,000e. Last, given the sparse number of
demographic variables in the tax return data and the inability to merge this data with any
other data set, we collect various other data sets to uncover potential mechanisms behind our
findings.

We show that the introduction of public disclosure of outside activities and earnings lead
to an increase of 15.3% in outside earnings. This effect is mainly present at the top end of the
distribution and is largely driven by income from self-employment and businesses. Importantly,
the effect only emerges when disclosure is public, not when it is private. Therefore, it is unlikely
that it is driven by increased tax compliance since MPs should have anticipated that there is a
significant chance that their privately disclosed income would become public retroactively. A
more likely explanation is a change in social norms regarding outside income that made the
practice more acceptable. Next, we find that the tightening of the disclosure decrease outside
income, in particular, income from salaries and wages drop by 15.8%, while other income
categories are largely unaffected. Using the reported data on outside income, we provide
evidence that electoral accountability might explain the decrease in outside income. More
specifically, we show that outside income of directly elected MPs drops relative to MPs joining
via party list after the reform. Similarly, MPs with an unsafe rank on the party list decrease
their outside income relative to MPs with a safe rank. Taken together, our results suggest
that the effect of income disclosure laws crucially depend on their exact implementation. If
the disclosed information is very limited and lacks precision such that voters cannot identify
top-earners, public income disclosure can increase outside activities and earnings and thereby,
might increase the risk of exertion of influence.

Our project faces various limitations. Earnings in the tax data does not necessarily reflect
the time an MP has invested into his or her outside work. Activities differ in the type of activity
(for example, giving a speech or being a member of a supervisory board), the time invested,
and the degree of interdependence with third parties, all of which we cannot observe in the tax
data. Therefore, we cannot make statements about the impact on the quality of parliamentary
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work or potential conflicts of interest.
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A.1.2 Distribution of Estimates by Study: Published vs Working Paper

Table A.1: Distribution of Estimates by Study: Published vs Working Paper
Published articles Working Papers
Study # estimates in % Study # estimates in %
Aarbu and Thoresen (2001) 8 0.47 Almunia and Lopez-Rodriguez (2019) 83 4.83
Arrazola-Vacas et al. (2015) 27 1.57 Arrazola et al. (2014) 8 0.47
Auten and Carroll (1999) 20 1.16 Auten and Joulfaian (2009) 24 1.40
Auten et al. (2008) 10 0.58 Auten and Kawano (2014) 12 0.70
Blomquist and Selin (2010) 10 0.58 Bakos et al. (2010) 21 1.22
Bosch (2019) 44 2.56 Berg and Thoresen (2018) 4 0.23
Burns and Ziliak (2017) 68 3.95 Carroll (1998) 12 0.70
Carey et al. (2015) 6 0.35 Giertz (2010) 72 4.19
Chetty et al. (2011) 6 0.35 Gottfried and Schellhorn (2004) 11 0.64
Creedy et al. (2018) 3 0.17 Gottfried and Witczak (2009) 15 0.87
Diaz-Caro and Onrubia (2018) 29 1.69 He et al. (2018) 4 0.23
Dörrenberg et al. (2017) 16 0.93 Hermle and Peichl (2018) 4 0.23
Ericson et al. (2015) 5 0.29 Igdalov et al. (2017) 19 1.10
Gelber (2014) 16 0.93 Jongen and Stoel (2019) 99 5.76
Giertz (2007) 69 4.01 Kemp (2017) 18 1.05
Giertz (2010) 127 7.38 Kopczuk (2015) 30 1.74
Gruber and Saez (2002) 35 2.03 Kumar and Liang (2017) 21 1.22
Hansson (2007) 30 1.74 Looney and Singhal (2017) 15 0.87
Harju and Matikka (2016) 14 0.81 Massarrat Mashhadi and Werdt (2012) 9 0.52
Heim (2010) 14 0.81 Miyazaki and Ishida (2016) 8 0.47

Heim and Mortenseon (2018) 14 0.81 Mortenson (2016) 42 2.44
Holmlund and Söderström (2011) 36 2.09 Schmidt and Müller (2012) 18 1.05
Kiss and Mosberger (2014) 15 0.87 Weber (2014) 5 0.29
Kleven and Schultz (2014) 114 6.63 Werdt (2015) 11 0.64
Kopczuk (2005) 91 5.29
Lehmann et al. (2013) 18 1.05
Lindsey (1987) 14 0.81
Matikka (2018) 18 1.05
Moffitt and Wilhelm (2000) 39 2.27
Pirttilä and Selin (2011) 10 0.58
Saez (2003) 91 5.29
Saez et al. (2012) 24 1.40
Sillamaa and Veall (2001) 25 1.45
Singleton (2011) 25 1.45
Thomas (2012) 8 0.47
Thoresen and Vatto (2015) 21 1.22
Weber (2014) 35 2.03
Total (published) 1155 67.15% 565 32.85%

Note: The data covers only observations with a given or calculable standard error. # estimates denote the number of estimates
collected in a particular study and the corresponding percentage share shows the share a study has in the final sample.
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A.2 Additional Descriptives

A.2.1 Summary Statistics by Income Concept

Table A.2: Distributions of Estimates by Income Concept

Tax Base Mean Median Std. Dev. Obs. Studies
Before Deductions 0.287 0.185 1.212 940 46

Adjusted Gross Income 0.319 0.236 2.607 278
Gross Income 0.312 0.230 0.542 414
Earned Income 0.125 0.062 0.257 129
Self employed Income 0.675 0.858 0.510 20
Wage Income 0.230 0.114 0.744 99

After Deductions 0.403 0.353 0.564 780 41
Taxable Income 0.4 0.343 0.578 737
Taxable Earnings 0.445 0.444 0.186 43

Total 0.34 0.270 0.975 1720 61

Note: The data covers only observations with a given or calculable standard error.
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A.2.2 Distribution of Estimates by Country and Income Concepts

Table A.3: Income Concepts by Country

Variable Adj. G. Gross Taxable Earned Self Wage Taxable Total
Income Income Income Income employed Income Earnings

Canada 15 2 2 2 2 2 0 25
China 0 0 4 0 0 0 0 4
Denmark 0 18 18 78 0 6 0 120
Finland 0 6 17 0 0 19 0 42
France 0 0 0 0 0 18 0 18
Germany 3 20 61 0 0 0 0 84
Hungary 0 0 36 0 0 0 0 36
Israel 0 19 0 0 0 0 0 19
Japan 0 0 8 0 0 0 0 8
Netherlands 99 0 44 0 0 0 0 143
New Zealand 0 0 13 0 0 4 0 17
Norway 0 0 12 21 0 0 0 33
Poland 0 30 0 0 0 0 0 30
South Africa 0 9 9 0 0 0 0 18
Spain 0 53 94 0 0 0 0 147
Sweden 12 26 17 12 0 0 30 97
USA 149 231 402 16 18 50 13 879
Total 278 414 737 129 20 99 43 1,720

Note: The sample covers only observations with a given or calculable standard error.
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A.2.3 Distribution of Estimates by Year of Publication

Table A.4: Year of Publication and Published Type

Year of Working Published Total
Publication Paper
1987 0 14 14
1998 12 0 12
1999 0 20 20
2000 0 39 39
2001 0 33 33
2002 0 35 35
2003 0 91 91
2004 11 0 11
2005 0 91 91
2006 15 0 15
2007 0 99 99
2008 72 10 82
2009 39 0 39
2010 21 151 172
2011 0 77 77
2012 27 32 59
2013 0 18 18
2014 25 191 216
2015 4 96 147
2016 50 82 124
2017 58 0 58
2018 12 32 44
2019 182 44 226
Total 565 1155 1,720

Note: The sample covers only observations with a
given or calculable standard error.
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A.3 Distribution of Elasticities and Details on Explanatory Vari-
ables

A.3.1 Distribution of Elasticities

Figure A.1: Distribution of Elasticities
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(b) After Deductions
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(c) Gross Income Elasticities
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(d) Taxable Income Elasticities

Note: The data cover only observations with a given standard error or z-statistic. I restrict the sample to elasticity estimates
that belong to the (a) before deductions subsample or (b) the after deduction subsample. Subfigures (c) and (d) are based on a
narrower definition (gross or taxable income respectively).
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A.3.2 Explanatory Variables: Details

Regression technique: Most approaches use an Instrument for ∆ NTR = ln
[

(1−τit(zit))
(1−τit−k(zit−k))

]
to achieve a

causal relationship:

IV: mechanical tax rate changes: ∆ln(1− τ
p
it) = ln

[
(1−τ

p
it (zit−k))

(1−τit−k(zit−k))

]
, where τ

p
it is the marginal tax rate that

an individual would face given her synthetic income. Example: In year 3, τ
p
it would be calculated based

on income of year two (assume time length of one year). Introduced by Auten and Carroll (1999) /
Gruber and Saez (2002) and often referred to as the most standard specification.
IV: (lagged) mechanical tax rate changes: ∆ln(1− τ

p,lag
it ), where τ

p,lag
it is based on income further in the

past. ∆ln(1− τ
p
it , lag) = ln

[
(1−τ

p
it (zit−k−lag))

(1−τit−k(zit−k))

]
IV: other: This category summarizes all other instruments. (1) Blomquist and Selin (2010): They use
a single difference and an imputed taxable income ẑit to calculate their instrument:

(
1−τit(ẑit)

1−τit−k( ˆzit−k)

)
. (2)

Burns and Ziliak (2017): use a grouping estimator/instrument. (3) Carey et al. (2015): Two instruments
based on a time period with no tax changes to estimate dynamics of taxable income. (4) Carroll (1998):
proxy for permanent income and calculate synthetic tax rate. (5) Ericson et al. (2015): instrument based
on individual/household-specific variables/no measure of previous or future taxable income. (6) Harju
and Matikka (2016): use Gruber and Saez (2002) and Weber (2014) but include separate NTR for wage
and dividend (plus, separate instruments). (7) Homlund and Söderström (2011): use a dynamic model to
explicitly measure short and long run responses. (8) Looney and Singhal (2006): NTR change based on
family income stays the same; predict the change in marginal tax rates faced by families assuming that
family income remains constant in real terms between year 1 and year 2. (9) Matikka (2018): use changes
in flat municipal income tax rates as an instrument for overall changes in marginal tax rates. This
instrument is not a function of individual income, which is the basis for an exogenous instrument. (10)
Gelber (2014) explicitly control for NTR for wife and husband and extend the most standard specification
to allow each spouse’s earnings to depend not only on his or her own tax rate and unearned income,
but also on the tax rate and unearned income of the other spouse.
DID and IV: Combination of a classical DID and an IV- estimation procedure. The instrument is a
binary dummy variable. It determines treatment and control. (e.g. Saez, 2003 or Kopczuk, 2015)
DID classic.

Income Controls: For the majority of coded specifications, there is no information available about what
type of income (e.g. gross or taxable) is used.
Auten and Carroll (1999): ’Auten Carroll’ describes the use of log base year income ln(zi,t−k) as an
income control.
Mostly old studies and robustness checks deliver estimates that use no income control (none) at all.
Gruber and Saez (2002): ‘Gruber Saez’ defines the inclusion of a spline of base year income as an income
control.
Kopczuk (2005): ‘Kopczuk’ defines the inclusion of two income control variables. The deviation of
log base year income and lagged base year income and lagged base year income separately. To be
more precise: ln(zi,t−k−1), ln(zi,t−k)− ln(zi,t−k−1), spline of ln(zi,t−k−1), spline of ln(zi,t−k)− ln(zi,t−k−1),
combination of ln(zi,t−k−1) and ln(zi,t−k)− ln(zi,t−k−1), combination of ln(zi,t−k) and spline of ln(zi,t−k)−
ln(zi,t−k−1), combination of spline of ln(zi,t−k) and ln(zi,t−k)− ln(zi,t−k−1) and combination of spline of
ln(zi,t−k) and spline of ln(zi,t−k)− ln(zi,t−k−1).
The category ‘other’ involves all other kinds of income controls. Example: Burns and Ziliak (2017) use a
cohort-state-year income control in some specifications.
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Difference Length The term difference length defines the time window k. If researchers relate 2005 to
2002, the time window will be 3 years.

Weighting by Income: This is a dummy variable that indicates whether (primary) estimation results are
weighted by income.

Sample Restrictions:
Age Cutoff: It is a dummy variable that indicates whether an age cutoff is used.
Income Cutoff: I create subcategories: 0-10k, 10-12k, 12-31k and none. Some researchers do not apply
any kind of income restrictions. However, sometimes it is not clear if they simply do not mention them,
applied no income restriction on purpose or if their dataset considers a subgroup of tax-units in the first
place. It often remains unclear what type of income is used (e.g. taxable or gross) to restrict the sample.
I coded the values in national currency and recalculated them in US-Dollar. Purchasing power parities
do not lead to different results.
Employment type: I distinguish between no restriction with respect to employment type (none), only
wage earner, and only self employed individuals.
Marital Status: I distinguish between no restriction with respect to marital status (none), only married
tax-units and only singles.

Variations across time and country:
Country Group: USA, Scandinavia (Denmark, Norway, Sweden) and Rest (Canada, Finland, France,
Germany, Hungary, Netherlands, New Zealand, Poland, Spain)
Mean year in study data: I calculate the (rounded) mean year of observation based on time start and
time end of dataset.
Estimation/Data Decade: I used the mean year of the study data and assigned the respective decade:
< 1990, 1990-2000 and >= 2000.

Publication Characteristics:
Publication Decade: 2001-1010, < = 2000 and > 2011.
Published Type: I distinguish between (1) published in a peer reviewed journal and (2) Working Paper.
Extension: Contextual Variables: For a particular estimate, I compare start and end year of (restricted)
data period and add the tax related characteristics. Economy related characteristics are merged via the
mean year of observation.
Tax Reform Characteristics: It is difficult and almost impossible to code precisely if taxes are increased,
and if so, by how much. As an example, think of an estimate that uses data from 2001 to 2010 and
exploits three tax changes at different points in the income distribution which differ additionally in
magnitude. Therefore, I decided to focus on: (1) introduction of a top tax bracket.
Intro of top tax bracket: information if reform involves an introduction of top. Source: Paper itself plus
OECD Tax Database
Economy related characteristics merged via link to mean year of observation (= use start and end year
of (restricted) data period for collected primary estimate:
Gini (disposable income, post taxes and transfers)/Income Definition till 2011. To improve (regression)
interpretation, I standardized the Gini Coefficient by multiplying it with 100. Remark: These tables are
updated on a regular basis. No data is available for China and South Africa. Source: http://stats.oecd.org
(07.11.2016/18.06.2019)
Top Income Shares: Pre-tax national income share held by a given percentile group (here top 1% and

104



A.3. DISTRIBUTION OF ELASTICITIES

top 10%). Pre-tax national income is the sum of all pre-tax personal income flows accruing to the owners
of the production factors, labour and capital, before taking into account the operation of the tax/transfer
system, but after taking into account the operation of pension system. No data available for Israel and
South Africa. Source: World Inequality Database (extracted 16.07.2018/18.06.2019)
Unemployment Rate: The unemployment rate is the number of unemployed people as a percentage of
the labour force, with the latter consisting of the unemployed plus those in paid or self-employment.
Unemployed people are those who report that they are out of work, that they are available for work
and that they have taken active steps to find work in the last four weeks. When unemployment is high,
some people become discouraged and stop looking for work; they are then excluded from the labour
force. This implies that the unemployment rate may fall, or stop rising, even though there has been no
underlying improvement in the labour market. For South Africa and China no data available. (Source:
OECD, Short-Term Labour Market Statistics; extracted 17.07.2018/18.06.2019.)
Fraction self-employed: fraction self-employed is defined crudely as all non employees (self-employed,
employers, and non classifiable workers) as a fraction of the workforce. For Israel no data available.
Source: Kleven - How Can Scandinavians Tax So Much? (2014, Journal of Economic Perspectives)
Modern taxes/GDP: Kleven et al. (2016) decompose the tax take (=tax/GDP) into modern and traditional
taxes. Modern taxes include individual and corporate income taxes, payroll taxes and social security
contributions, and value added taxes. Traditional taxes include all the other taxes. For Israel no data
available. Source: Kleven et al. - Why Can Modern Governments Tax So Much? (2016, Economica)
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Figure A.2: Distribution of Estimates by Publication Decade.
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(f) After Deductions >=2009

Note: All graphs plot the distribution of elasticities by subsample and publication decade.
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A.3. DISTRIBUTION OF ELASTICITIES

Figure A.3: Distribution of Estimates (only income control(s)).
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Note: Both graphs plot the distribution of elasticities that are derived with a specification using income control(s).

107



APPENDIX A. APPENDIX: THE ETI

Table A.5: Descriptive Statistics: Categories of Heterogeneity
Before Deductions (BD) (N=940) After Deductions (AD) (N=780)

# studies # studies
Estimation Techniques
Regression technique

IV: mechanical tax rate changes 32 32
IV: (lagged) mechanical tax rate changes 9 12
IV: other 6 11
DID and IV 7 3
classic DID 1 4

Income Control
Auten Carroll (1999) 23 23
none 28 28
Gruber Saez (2002) spline 18 14
Kopczuk (2005) type 19 21
other 7 4

Difference Length
3 years 20 24
1 year 25 24
2 years 13 14
4+ years 9 8

Weighted by Income 16 15
Sample Restrictions
Age Cutoff 23 27
Income Cutoff

0-10k 15 17
none 11 11
10k-12k 17 11
12-31k 19 15
> 31k 23 21

Variations across Countries and Time
Country Group

USA 20 19
Scandinavia 5 67
other countries 16 20

Estimation decade
< 1999 15 17
1990 - 2000 15 10
> 2000 16 23

Publication Characteristics
Publication decade

2001-2010 11 15
<= 2000 3 3
> 2011 27 28

Published Type
published in peer reviewed journal 26 27
working paper 15 19

Note: see text for description of sample. I present descriptive results separately for two subsamples: before (BD) and after deductions (AD). The sample covers only observations with a given
standard error or t-statistic. Reference categories are given in italics.
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A.4 Additional Sample Restrictions - Before (BD) and After
Deductions

Researchers often conduct subgroup analysis by marital status or employment type. Single taxpayers might
respond differently than married couples and it is obvious that a self-employed person has more control
over his or her income compared to someone receiving only wage income.

Table A.6: Descriptive Statistics: Sample Restrictions
Before Deductions (BD) (N=940) After Deductions (AD) (N=780)
Mean Std. Dev. Mean Std. Dev.

Sample Restrictions
Employment type

none 0.710 0.454 0.877 0.329
wage earner 0.218 0.413 0.040 0.195
self-employed 0.072 0.259 0.083 0.277

Marital Status
none 0.845 0.362 0.858 0.350
married 0.110 0.313 0.092 0.290
single 0.046 0.209 0.050 0.218

Note: see text for description of sample. I present descriptive results separately for two subsamples: before (BD) and after deductions (AD). The sample
covers only observations with a given standard error or t-statistic.

In line with expectations, a BD elasticity estimated on a subsample of only wage earners leads to a
lower elasticity compared to a specification with no restriction on employment type. Greater coverage
of third party information reporting and the associated lower evasion opportunities might be a reason
(Kleven et al., 2011). If primary studies restrict their sample according to marital status, it appears that
single taxpayers reveal a lower BD elasticity compared to no restriction.
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Table A.7: WLS before deductions results with add. sample restrictions

Dependent Variable:
Income Elasticity BEFORE deductions (1) (2) (3) (4) (5) (6)
Estimation Technique:
Reg. Technique (omitted: IV: mechanical tax rate changes)

IV: (lagged) mechanical tax rate changes 0.060∗ 0.054∗ 0.061∗ 0.055∗ 0.028∗∗ 0.025∗

(0.031) (0.029) (0.032) (0.030) (0.013) (0.015)
IV-other 0.075 0.081∗ 0.070 0.078∗ 0.074 0.107∗

(0.056) (0.044) (0.055) (0.042) (0.053) (0.056)
DID-IV 0.298∗∗∗ 0.224∗∗ 0.291∗∗∗ 0.218∗ 0.319∗∗∗ 0.313∗∗∗

(0.053) (0.105) (0.058) (0.109) (0.046) (0.075)
DID-classic 0.332∗∗∗ 0.068 0.309∗∗∗ 0.049 0.184∗∗∗ 0.149∗∗

(0.059) (0.132) (0.078) (0.137) (0.060) (0.065)
Income Control (omitted: Auten Carroll)

none -0.213∗∗∗ -0.212∗∗∗ -0.213∗∗∗ -0.211∗∗∗ -0.207∗∗∗ -0.207∗∗∗

(0.024) (0.025) (0.024) (0.025) (0.029) (0.029)
Gruber Saez Spline -0.020∗∗∗ -0.021∗∗∗ -0.021∗∗∗ -0.022∗∗∗ -0.014∗∗ -0.016∗∗∗

(0.005) (0.007) (0.006) (0.007) (0.006) (0.005)
Kopczuk -0.017∗∗ -0.014∗∗ -0.018∗∗ -0.015∗∗ -0.012∗ -0.010∗∗

(0.007) (0.005) (0.008) (0.006) (0.006) (0.005)
other -0.034∗∗ -0.029∗∗ -0.033∗ -0.029∗ -0.012 -0.009

(0.017) (0.013) (0.018) (0.015) (0.010) (0.009)
Difference Length (omitted: 3-years)

1 year 0.060 0.033 0.058 0.032 0.031 0.012
(0.063) (0.045) (0.062) (0.044) (0.051) (0.040)

2 years -0.013 -0.030∗ -0.015 -0.033∗ -0.042∗∗∗ -0.035∗∗∗

(0.021) (0.016) (0.021) (0.019) (0.010) (0.008)
4 years and more 0.082∗ 0.068∗∗ 0.084∗ 0.068∗∗ 0.012 0.026

(0.042) (0.030) (0.043) (0.029) (0.020) (0.021)
Age Cutoff applied (omitted: no restriction)

Age Cutoff applied -0.282∗∗ -0.278∗∗ -0.267
(0.122) (0.123) (0.174)

Income Cutoff applied (omitted: 0-10k)
none 0.018 0.019 -0.020∗

(0.021) (0.022) (0.010)
10k-12k 0.024 0.026 -0.015∗∗

(0.016) (0.016) (0.007)
12k-31k 0.009 0.009 0.007

(0.007) (0.010) (0.008)
>31k 0.021 0.023 -0.005

(0.017) (0.019) (0.012)
Employment Type (omitted: no restriction)
noindent wage earner -0.008∗ -0.005

(0.005) (0.005)
self-employed 0.006 0.007

(0.009) (0.011)
Marital Status (omitted: no restriction)

married 0.021 0.022
(0.031) (0.036)

sinlge 0.012 0.009
(0.030) (0.028)

Country Group (omitted: USA)
Scandinavia 0.074 0.239∗

(0.081) (0.123)
other countries 0.191∗∗ 0.343∗∗∗

(0.081) (0.126)
(Publication) Decade (omitted: 2001-2010)

prior to 2001 0.226 0.426∗∗

(0.141) (0.207)
after 2010 -0.254∗∗ -0.205∗∗∗

(0.098) (0.073)
Constant 0.073∗∗∗ 0.351∗∗∗ 0.079∗∗∗ 0.350∗∗∗ 0.244∗∗∗ 0.296∗∗∗

(0.007) (0.123) (0.009) (0.123) (0.043) (0.054)
Observations 940 940 940 940 940 940
Adjusted R2 0.566 0.615 0.566 0.615 0.628 0.655
Note: Columns (1) to (6) estimated using WLS with the inverse of an estimate’s variance as analytical weights. Reported coefficients need to be interpret as a deviation from the

reference category (in bold). Standard errors (in parentheses) are clustered at the study level. Significance levels are ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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Table A.8: WLS after deductions results with add. sample restrictions

Dependent Variable:
Income Elasticity AFTER deductions (1) (2) (3) (4) (5) (6)
Estimation Technique:
Reg. Technique (omitted: IV: mechanical tax rate changes)

IV: (lagged) mechanical tax rate changes 0.409∗∗∗ 0.420∗∗∗ 0.461∗∗∗ 0.455∗∗∗ 0.232∗∗∗ 0.207∗∗∗

(0.088) (0.061) (0.047) (0.054) (0.048) (0.074)
IV-other -0.265∗ -0.246∗∗ -0.224∗∗∗ -0.227∗ 0.403∗ 0.197

(0.145) (0.118) (0.078) (0.130) (0.230) (0.218)
DID-IV -0.590∗∗ -0.702∗∗ -0.423∗∗∗ -0.583∗∗ -0.152 -0.289

(0.224) (0.281) (0.155) (0.240) (0.403) (0.475)
DID-classic -0.188 -0.189 -0.152 -0.162 -0.167 -0.178

(0.372) (0.363) (0.320) (0.324) (0.323) (0.305)
Income Control (omitted: Auten Carroll)

none 0.108 0.045 0.100 0.043 -0.225 -0.249
(0.078) (0.089) (0.069) (0.096) (0.176) (0.159)

Gruber Saez Spline -0.100 -0.137∗∗ -0.086 -0.120∗ -0.087 -0.119
(0.068) (0.068) (0.054) (0.067) (0.066) (0.088)

Kopczuk-type -0.371∗∗∗ -0.387∗∗∗ -0.375∗∗∗ -0.383∗∗∗ 0.027 0.025
(0.043) (0.075) (0.047) (0.087) (0.068) (0.104)

other -0.195∗∗ -0.331∗∗ -0.174∗∗ -0.308∗∗ 0.108 0.048
(0.075) (0.132) (0.085) (0.136) (0.074) (0.124)

Difference Length (omitted: 3-years)
1 year -0.048 0.073 -0.049 0.066 -0.001 0.119

(0.106) (0.074) (0.121) (0.085) (0.127) (0.090)
2 years 0.033 0.019 0.021 0.008 0.043 0.057

(0.086) (0.119) (0.091) (0.117) (0.102) (0.105)
4 years and more 0.285 0.182 0.290 0.188 -0.329 -0.362

(0.191) (0.212) (0.189) (0.210) (0.247) (0.242)
Age Cutoff applied (omitted: no restriction)

Age Cutoff applied 0.252∗∗ 0.245∗∗ 0.140
(0.113) (0.113) (0.124)

Income Cutoff applied (omitted: 0-10k)
none 0.154∗∗∗ 0.147∗∗ 0.254∗∗∗

(0.054) (0.057) (0.087)
10k-12k 0.109 0.099 0.353

(0.090) (0.088) (0.236)
12k-31k 0.111∗ 0.105 0.068

(0.063) (0.063) (0.059)
>31k 0.468 0.462 0.518

(0.424) (0.423) (0.353)
Employment Type (omitted: no restriction)

wage earner -0.007 -0.019
(0.050) (0.031)

self-employed -0.274∗∗∗ -0.208∗

(0.052) (0.105)
Marital Status (omitted: no restriction)

married -0.074 -0.035
(0.096) (0.071)

single 0.010 0.012
(0.098) (0.090)

Country Group (omitted: USA)
Scandinavia 0.121 0.410

(0.112) (0.305)
other countries 0.416∗∗∗ 0.632∗∗

(0.136) (0.304)
(Publication) Decade (omitted: 2001-2010)

prior to 2001 1.060∗ 1.164∗

(0.599) (0.662)
after 2010 -0.468∗∗∗ -0.500∗∗∗

(0.161) (0.173)
Constant 0.445∗∗∗ 0.208∗∗∗ 0.455∗∗∗ 0.222∗∗∗ 0.376∗∗∗ -0.019

(0.040) (0.066) (0.041) (0.068) (0.098) (0.272)
Observations 780 780 780 780 780 780
Adjusted R2 0.405 0.479 0.414 0.483 0.553 0.621
Note: Columns (1) to (6) estimated using WLS with the inverse of an estimate’s variance as analytical weights. Reported coefficients need to be interpret as a deviation from the

reference category (in bold). Standard errors (in parentheses) are clustered at the study level. Significance levels are ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.
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A.5 Contextual Factors - Full Results

A.5.1 Contextual Factors - Before Deductions (BD) - Full Results

Table A.9: WLS before deductions - Contextual Variables

Dependent Variable:
Income Elasticity BEFORE deductions (1) (2) (3) (4) (5) (6) (7)
Reg. Technique (omitted: IV: ∆ mechanical tax rate)

IV: lagged ∆ mechanical tax rate 0.063 0.040∗∗∗ 0.048∗∗ 0.058∗∗ 0.066∗ 0.044∗∗ 0.038∗∗

(0.039) (0.014) (0.019) (0.028) (0.036) (0.019) (0.017)
IV-other 0.095∗∗ 0.090 0.063 0.073 0.181∗ 0.050 0.077

(0.037) (0.057) (0.059) (0.058) (0.106) (0.057) (0.061)
DID-IV 0.297∗∗∗ 0.272∗∗∗ 0.271∗∗∗ 0.291∗∗∗ 0.318∗∗∗ 0.296∗∗∗ 0.253∗∗∗

(0.055) (0.068) (0.077) (0.060) (0.090) (0.050) (0.083)
DID-classic 0.325∗∗∗ 0.270∗∗∗ 0.267∗∗∗ 0.319∗∗∗ 0.337∗∗∗ 0.359∗∗∗ 0.134∗

(0.073) (0.066) (0.077) (0.066) (0.076) (0.048) (0.075)
Income Control (omitted: Auten Carroll)

none -0.213∗∗∗ -0.213∗∗∗ -0.214∗∗∗ -0.214∗∗∗ -0.206∗∗∗ -0.211∗∗∗ -0.211∗∗∗

(0.024) (0.023) (0.023) (0.023) (0.023) (0.026) (0.025)
Gruber Saez Spline -0.020∗∗∗ -0.011 -0.017∗∗∗ -0.019∗∗∗ -0.018∗∗ -0.022∗∗∗ -0.013∗

(0.005) (0.009) (0.005) (0.005) (0.008) (0.006) (0.008)
Kopczuk-type -0.016∗∗ -0.013∗ -0.016∗∗ -0.016∗∗ -0.018∗∗ -0.021∗∗ -0.011∗

(0.006) (0.007) (0.007) (0.007) (0.008) (0.008) (0.006)
other -0.035∗ -0.065∗∗∗ -0.053∗∗ -0.043∗ -0.044∗∗∗ 0.002 -0.047∗∗∗

(0.017) (0.020) (0.022) (0.024) (0.014) (0.010) (0.013)
Difference Length (omitted: 3-years)

1 year 0.066 0.057 0.063 0.064 0.058 0.035 0.049
(0.079) (0.060) (0.066) (0.066) (0.079) (0.049) (0.056)

2 years -0.013 -0.005 -0.004 -0.008 -0.012 -0.040∗ -0.014∗∗∗

(0.021) (0.007) (0.020) (0.020) (0.016) (0.024) (0.004)
4 years and more 0.083∗ 0.047∗∗ 0.083∗ 0.086∗ 0.068∗ 0.063∗∗ 0.038∗

(0.043) (0.020) (0.043) (0.044) (0.035) (0.030) (0.021)
Additional Variables

Intro top bracket -0.027
(0.078)

Gini Coefficient 0.008∗∗∗

(0.002)
Top 10% 0.814∗

(0.442)
Top 1% 0.330

(0.448)
Unemployment Rate -0.007

(0.004)
Fraction of self-employed 0.016∗∗∗

(0.006)
modern taxes (in 2005) -0.010∗∗∗

(0.002)
Constant 0.073∗∗∗ -0.118∗∗∗ -0.142 0.047 0.113∗∗∗ -0.081 0.460∗∗∗

(0.006) (0.043) (0.114) (0.032) (0.022) (0.054) (0.084)
Observations 940 931 912 912 854 915 921
Adjusted R2 0.566 0.614 0.585 0.576 0.569 0.611 0.614
Columns (1) to (7) estimated using WLS. Standard errors (in parentheses) are clustered at the study level. Significance levels are ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

For observations that are based on classic DID approach, I do not have information of the share of self employed that correspond to the respective mean year of observation.
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A.5.2 Contextual Factors - After Deductions (AD) - Full Results

Table A.10: WLS after deductions - Contextual Factors

Dependent Variable:
Income Elasticity AFTER deductions (1) (2) (3) (4) (5) (6) (7)
Reg. Technique (omitted: IV: ∆ mechanical tax rate)

IV: (lagged) ∆ mechanical tax rate 0.410∗∗∗ 0.422∗∗∗ 0.287∗∗∗ 0.304∗∗∗ 0.393∗∗∗ 0.472∗∗∗ 0.510∗∗∗

(0.088) (0.091) (0.094) (0.108) (0.058) (0.116) (0.111)
IV-other -0.265∗ -0.279 -0.087 -0.016 -0.038 -0.300∗ -0.391∗∗

(0.145) (0.179) (0.147) (0.161) (0.135) (0.158) (0.175)
DID-IV -0.591∗∗ -0.596∗∗ -0.618∗∗∗ -0.699∗∗∗ -0.042 -0.653∗∗∗ -0.498∗

(0.223) (0.225) (0.084) (0.109) (0.178) (0.222) (0.296)
DID-classic -0.189 -0.201 -0.011 -0.009 -1.130∗∗ -0.264 -0.305

(0.372) (0.398) (0.363) (0.340) (0.482) (0.377) (0.376)
Income Control (omitted: Auten Carroll)

none 0.107 0.107 0.029 -0.013 0.029 0.021 0.045
(0.078) (0.077) (0.083) (0.097) (0.108) (0.116) (0.096)

Gruber Saez Spline -0.100 -0.080 -0.112∗ -0.107∗ -0.043 -0.102 -0.084
(0.068) (0.064) (0.064) (0.060) (0.049) (0.085) (0.067)

Kopczuk-type -0.371∗∗∗ -0.385∗∗∗ -0.290∗∗∗ -0.352∗∗∗ -0.333∗∗∗ -0.454∗∗∗ -0.493∗∗∗

(0.043) (0.111) (0.061) (0.053) (0.067) (0.122) (0.123)
other -0.190∗ -0.240 -0.087 -0.147 -0.304∗ -0.374∗ -0.368∗

(0.096) (0.151) (0.099) (0.122) (0.158) (0.189) (0.184)
Difference Length (omitted: 3-years)

1 year -0.048 -0.042 -0.074 -0.094 -0.066 0.013 -0.009
(0.106) (0.114) (0.105) (0.100) (0.122) (0.100) (0.099)

2 years 0.035 0.061 -0.060 -0.063 -0.017 0.088 0.100
(0.084) (0.133) (0.081) (0.090) (0.095) (0.121) (0.126)

4 years and more 0.288 0.267 0.041 -0.042 0.430 0.209 0.482∗

(0.188) (0.211) (0.245) (0.266) (0.436) (0.200) (0.253)
Additional Variables

Intro top bracket -0.016
(0.132)

Gini Coefficient -0.002
(0.014)

Top 10% 3.563∗∗

(1.536)
Top 1% 7.709∗∗

(3.202)
Unemployment Rate 0.067∗

(0.039)
Fraction of self-employed -0.022

(0.023)
modern taxes (in 2005) 0.016

(0.012)
Constant 0.450∗∗∗ 0.513 -0.572 -0.159 -0.088 0.746∗∗ -0.060

(0.116) (0.424) (0.435) (0.243) (0.315) (0.349) (0.363)
Observations 780 767 771 771 703 771 780
Adjusted R2 0.404 0.410 0.455 0.469 0.468 0.425 0.426
Columns (1) to (7) estimated using WLS. Standard errors (in parentheses) are clustered at the study level. Significance levels are ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

For observations that are based on classic DID approach, I do not have information of the share of self employed that correspond to the respective mean year of observation.
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A.6 Sensitivity Analysis and Robustness Checks

A.6.1 Sensitivity Analysis
In this section, I limit the number of estimates along various dimensions: (i) I drop studies that
are released prior to 2002, (ii) I consider only published articles or (iii) only US studies and
(iv) I only consider taxable income elasticities. Results are presented in Table 17 and they vary
slightly compared to the baseline results when I consider only published articles and only US
studies. For US studies, the constant for BD elasticities is larger and smaller for AD elasticities
compared to the baseline results shown in Table 2 and 3 (column 2).1 Moreover, the degree
of influence of other factors changes. The use of (lagged) mechanical tax rate changes lead to
an increase of 0.541 compared to an approach that relies on mechanical tax rate changes as an
instrument. On the other hand DID and DID IV does not make a big difference compared to
an approach using the standard mechanical tax rate changes instrument. The coefficient of
DID-classic is very large but mainly driven by older studies (reported < 2002).

Table A.11: Sensitivity Analysis: Different Sample Restrictions

Dependent Variable: drop studies prior to 2002 (only) Published (only) US studies (only) Taxable
Income Elasticity ... BD AD BD AD BD AD Income
Reg. Technique (omitted: IV:∆ mech. tax rate))

IV: (lagged) ∆ mech. tax rate 0.060∗ 0.410∗∗∗ 0.060∗ 0.420∗∗∗ 0.395∗∗ 0.271∗∗ 0.409∗∗∗

(0.031) (0.088) (0.031) (0.086) (0.155) (0.123) (0.088)
IV-other 0.055 -0.261∗ 0.055 0.690∗∗∗ -0.003 0.309∗∗∗ -0.274∗

(0.054) (0.147) (0.053) (0.117) (0.094) (0.093) (0.142)
DID-IV 0.295∗∗∗ -0.248∗∗ 0.290∗∗∗ 0.239 -0.026 0.115∗ -0.751∗∗∗

(0.055) (0.113) (0.055) (0.239) (0.120) (0.064) (0.220)
DID-classic 0.332∗∗∗ -0.225 0.337∗∗∗ 0.076 -0.054 1.302∗∗∗ -1.432∗∗∗

(0.059) (0.395) (0.058) (0.173) (0.116) (0.128) (0.474)
Income Control (omitted: Auten Carroll)

none -0.212∗∗∗ 0.103 -0.215∗∗∗ -0.873∗∗∗ -0.083 0.012 0.124
(0.025) (0.079) (0.024) (0.127) (0.140) (0.171) (0.080)

Gruber Saez Spline -0.019∗∗∗ -0.105 -0.020∗∗∗ -0.070 -0.150∗ 0.020 -0.089
(0.005) (0.069) (0.005) (0.054) (0.074) (0.073) (0.065)

Kopczuk-type -0.015∗∗ -0.377∗∗∗ -0.017∗∗ -0.300∗∗∗ -0.240∗∗ -0.062 -0.360∗∗∗

(0.006) (0.045) (0.007) (0.043) (0.087) (0.067) (0.050)
other -0.033∗ -0.195∗∗ -0.033∗ -0.254∗∗∗ -0.134 0.017 -0.186∗∗

(0.017) (0.076) (0.017) (0.042) (0.082) (0.123) (0.075)
Difference Length (omitted: 3-years)

1 year 0.060 -0.052 0.056 0.024 0.078 -0.155∗∗ -0.046
(0.064) (0.109) (0.063) (0.062) (0.102) (0.073) (0.107)

2 years -0.013 0.025 -0.015 0.081 -0.137 -0.079 0.032
(0.021) (0.086) (0.021) (0.104) (0.161) (0.061) (0.087)

4 years and more 0.081∗ 0.125 0.081∗ 0.089 0.147∗ 0.023 0.431
(0.043) (0.175) (0.043) (0.335) (0.083) (0.137) (0.285)

Constant 0.072∗∗∗ 0.451∗∗∗ 0.073∗∗∗ 0.369∗∗∗ 0.310∗∗∗ 0.258∗∗ 0.434∗∗∗

(0.006) (0.042) (0.007) (0.045) (0.066) (0.093) (0.048)
Observations 858 744 822 701 464 415 737
Adjusted R2 0.571 0.407 0.592 0.623 0.063 0.363 0.434
Note: BD refers to the before deductions subsample and AD to the after deductions subsample. All results are based on Weighted Least Squares (WLS) with the inverse of an

estimate’s variance as analytical weights. The baseline specification involves only controls for estimation technique (regression technique, income control and difference length).

Standard errors (in parentheses) are clustered at the study level. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

1The results within the US subsample but also the baseline results remain remarkably robust even when I
exclude all estimates extracted from Weber(2014).
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A.6.2 Robustness Checks: Different Estimation Techniques
The upper (lower) part of the Table displays results based on the BD (AD) subsample. Column
(1) display the baseline results obtained in column (2) of Tables 2 and 3. In Column (2), I present
results based on a random effects meta-regression technique. The weights in the baseline WLS
represent only the within study variance and neglect any possible between study variance.
In contrast the estimation used here, it is equivalent to the baseline WLS with an additive
between study component in the denominator of the weights. Stanley (2017) show that WLS
is superior to conventional random-effects meta-regression estimation. In case of publication
bias, in particular, WLS always reveals a smaller bias than the random effects model. Moreover,
random effects estimates are highly sensitive to the accuracy of the estimate of the between
study variance.

For illustration, results based on a simple OLS are presented in column (4). Since we observe
large heteroscedasticity among estimates, an OLS procedure is never appropriate in a meta
analysis. To increase efficiency, a WLS procedure is always preferable.

Column (5) shows results that are based on WLS with weights that are based on the inverse
of the share of observations per study in relation to the full sample. Given that my collected
sample does not consist only of one estimate per study but of all available estimates a particular
study provides, there’s a risk that the baseline results are driven only by a small number of
studies that offer a lot of estimates.

It seems reasonable to assume that extracted estimates themselves are influenced by their
sample size. For instance, a dataset that almost covers the entire population might produce a
different estimate and standard error compared to a dataset of a few hundred observations.
In column (6) I weight each primary estimate with the sample size of the respective study.
The difference between those results compared to a standard WLS with precision as a weight
should be small, since the sampling error is to large extent determined by the respective sample
size.

The BD subsample is based on 38 studies and the AD subsample on 37 studies. To check
whether clustering in the meta-analysis produces misleading inferences, I apply a wild-cluster
bootstrap procedure proposed by Cameron et al. (2008) for improved inference with only few
cluster (see Column (3)).

The sample size in column (6) is lower because the sample size is not observed for every
primary estimate.
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Table A.12: Robustness Checks: Different Estimation Techniques

Dependent Variable: (1) (2) (3) (4) (5) (6)
Income Elasticity BEFORE deductions WLS META WILD OLS EQUAL NOBS

Reg. Technique (omitted: IV: mechanical tax rate changes)
IV: (lagged) mechanical tax rate changes 0.060∗ 0.104∗ 0.060 0.254 0.400 0.124∗∗∗

(0.031) (0.059) (0.061) (0.264) (0.335) (0.038)
IV-other 0.075 -0.096∗ 0.075 -0.228∗ -0.428∗∗∗ -0.016

(0.056) (0.057) (0.065) (0.135) (0.154) (0.093)
DID-IV 0.298∗∗∗ 0.080∗ 0.298∗∗∗ -0.289 -0.230 0.475∗∗∗

(0.053) (0.048) (0.000) (0.247) (0.166) (0.107)
DID-classic 0.332∗∗∗ -0.065 0.332∗∗∗ -0.583 -0.501∗∗∗ 0.173∗

(0.059) (0.300) (0.000) (0.385) (0.182) (0.101)
Income Control (omitted: Auten Carroll)

none -0.213∗∗∗ -0.156∗∗∗ -0.213∗∗∗ 0.276 -0.044 -0.183∗∗∗

(0.024) (0.036) (0.069) (0.322) (0.170) (0.062)
Gruber Saez Spline -0.020∗∗∗ -0.152∗∗∗ -0.020∗∗∗ -0.325∗∗ -0.190 -0.040∗

(0.005) (0.034) (0.007) (0.127) (0.213) (0.024)
Kopczuk-type -0.017∗∗ -0.195∗∗∗ -0.017∗∗∗ -0.243∗ -0.371∗∗ -0.015

(0.007) (0.031) (0.005) (0.125) (0.164) (0.013)
other -0.034∗ -0.248∗∗∗ -0.034 -0.266∗∗ -0.413∗∗∗ -0.114∗∗∗

(0.017) (0.040) (0.031) (0.109) (0.118) (0.037)
Difference Length (omitted: 3-years)

1 year 0.060 0.179∗∗∗ 0.060 0.158 0.281∗∗ 0.174
(0.063) (0.029) (0.089) (0.140) (0.138) (0.104)

2 years -0.013 -0.059 -0.013 -0.121 -0.141 0.047
(0.021) (0.038) (0.022) 0.113) (0.156) (0.032)

4 years and more 0.082∗ 0.014 0.082 -0.016 0.047 0.117∗∗∗

(0.042) (0.033) (0.125) (0.138) (0.136) (0.035)
Constant 0.073∗∗∗ 0.292∗∗∗ 0.073∗∗∗ 0.404∗∗∗ 0.519∗∗∗ 0.078∗∗∗

(0.007) (0.026) (0.000) 0.128) (0.136) (0.017)

Observations 940 940 940 940 940 869
Adjusted R2 0.566 0.566 0.020 0.065 0.114

Income Elasticity AFTER deductions (1) (2) (3) (4) (5) (6)

Reg. Technique (omitted: IV: mechanical tax rate changes)
IV: (lagged) mechanical tax rate changes 0.409∗∗∗ 0.294∗∗∗ 0.409∗∗∗ 0.326∗∗∗ 0.320∗∗ 0.445∗∗∗

(0.088) (0.050) (0.000) (0.095) (0.123) (0.052)
IV-other -0.265∗ 0.083 -0.265 0.181 0.411∗ -0.108

(0.145) (0.052) (0.293) (0.123) (0.226) (0.127)
DID-IV -0.590∗∗ -0.129 -0.590 -0.104 -0.153 -0.146

(0.224) (0.081) (0.530) (0.125) (0.160) (0.093)
DID-classic -0.188 0.578∗∗∗ -0.188 0.551 0.814∗∗ -0.144

(0.372) (0.071) (0.278) (0.331) (0.401) (0.296)
Income Control (omitted: Auten Carroll)

none 0.108 -0.014 0.108∗ -0.021 -0.276 0.030
(0.078) (0.044) (0.059) (0.130) (0.206) (0.065)

Gruber Saez Spline -0.100 -0.000 -0.100 -0.056 -0.227 -0.126
(0.068) (0.045) (0.080) (0.068) (0.169) (0.100)

Kopczuk-type -0.371∗∗∗ -0.083∗∗ -0.371∗∗∗ -0.072 -0.193 -0.349∗∗∗

(0.043) (0.041) (0.120) (0.088) (0.177) (0.094)
other -0.195∗∗ 0.134 -0.195∗∗∗ 0.297 0.370 0.207

(0.075) (0.117) (0.067) (0.544) (0.553) (0.358)
Difference Length (omitted: 3-years)

1 year -0.048 0.018 -0.048 -0.044 0.088 -0.031
(0.106) (0.035) (0.102) (0.117) (0.151) (0.044)

2 years 0.033 0.091∗ 0.033 0.088 0.167∗ -0.109∗∗∗

(0.086) (0.053) (0.074) (0.105) (0.087) (0.039)
4 years and more 0.285 0.149∗∗ 0.285 0.264 0.651∗∗ 1.373∗∗

(0.191) (0.066) (0.229) (0.221) (0.251) (0.644)
Constant 0.445∗∗∗ 0.295∗∗∗ 0.445∗∗∗ 0.317∗∗∗ 0.370∗∗∗ 0.484∗∗∗

(0.040) (0.032) (0.000) (0.066) (0.111) (0.071)

Observations 780 780 780 780 780 728
Adjusted R2 0.405 0.405 0.111 0.268 0.335

Except for column 3 standard errors (in parentheses) are clustered at the study level. ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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A.7 Selective Reporting Bias: more information

A.7.1 Distribution of z-statistics - only with income controls

Figure A.4: Distribution of z-statistics - only with income controls.
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Note: The left (right) figure is based on the before (after) deductions subsample. The 5% significance value (=1.96) is
highlighted.
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A.7.2 Selective Reporting Bias: BD - Full Results

Table A.13: WLS before deductions: Publication Bias Full Results

Dependent Variable:
Income Elasticity BEFORE deductions (1) (2) (3) (4)
Reg. Technique (omitted: IV: ∆ mechanical tax rate)

IV: lagged ∆ mechanical tax rate 0.031∗ 0.029∗ 0.022 0.025
(0.018) (0.016) (0.014) (0.016)

IV-other -0.165∗ -0.164∗ -0.235∗∗ -0.196∗

(0.096) (0.087) (0.113) (0.106)
DID-IV 0.198∗ 0.216∗∗ 0.197∗ 0.205∗∗

(0.101) (0.095) (0.103) (0.098)
DID-classic -1.052∗∗∗ -0.797∗∗ -0.199 -0.135

(0.293) (0.300) (0.269) (0.344)
Income Control (omitted: Auten Carroll)

none -0.211∗∗∗ -0.210∗∗∗ -0.211∗∗∗ -0.210∗∗∗

(0.026) (0.026) (0.026) (0.026)
Gruber Saez Spline -0.020∗∗∗ -0.018∗∗∗ -0.020∗∗∗ -0.019∗∗∗

(0.005) (0.005) (0.006) (0.005)
Kopczuk-type -0.018∗∗∗ -0.016∗∗∗ -0.019∗∗∗ -0.017∗∗∗

(0.007) (0.006) (0.007) (0.006)
other -0.026∗ -0.022∗∗ -0.022∗ -0.023∗

(0.013) (0.010) (0.012) (0.013)
Difference Length (omitted: 3-years)

1 year 0.034 0.030 0.024 0.029
(0.052) (0.051) (0.046) (0.049)

2 years -0.026 0.005 -0.033∗∗ -0.028∗

(0.016) (0.011) (0.014) (0.016)
4 years and more 0.053∗ 0.046∗ 0.041 0.050

(0.031) (0.027) (0.026) (0.030)
Standard Error 3.654∗∗∗ 4.084∗∗∗ 0.972 0.652

(0.719) (0.845) (0.812) (0.988)
Journal impact factor -0.012

(0.008)
Std.Error* Impact Factor -0.051

(0.035)
Dummy if obs > median(obs) 0.771∗∗∗

(0.279)
Std.Error*D if obs > median(obs) 4.375∗∗∗

(1.416)
Dummy reported prior to 2009 0.575∗∗

(0.267)
Std.Error*D reported prior to 2009 3.726∗∗∗

(1.322)
Constant 0.876∗∗∗ 0.982∗∗∗ 0.477∗∗∗ 0.460∗∗

(0.159) (0.186) (0.138) (0.181)
Observations 940 940 940 940
Adjusted R2 0.614 0.624 0.628 0.627
Columns (1) to (4) estimated using WLS. Standard errors (in parentheses) are clustered at the study level. Significance levels are ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Included standard errors as explanatory variables are normalized. It allows an interpretation as standard deviation.
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A.7.3 Selective Reporting Bias: AD - Full Results

Table A.14: WLS after deductions Publication Bias Full Results

Dependent Variable:
Income Elasticity AFTER deductions (1) (2) (3) (4)
Reg. Technique (omitted: IV: ∆ mechanical tax rate)

IV: lagged ∆ mechanical tax rate 0.413∗∗∗ 0.205∗ 0.423∗∗∗ 0.426∗∗∗

(0.088) (0.110) (0.088) (0.088)
IV-other -0.264∗ -0.066 -0.269∗ -0.271∗

(0.143) (0.167) (0.140) (0.138)
DID-IV -0.577∗∗ -0.390 -0.626∗∗ -0.633∗∗

(0.230) (0.246) (0.258) (0.299)
DID-classic -0.186 -0.044 -0.266 -0.351

(0.375) (0.373) (0.421) (0.444)
Income Control (omitted: Auten Carroll)

none 0.107 -0.020 0.125 0.134
(0.075) (0.097) (0.086) (0.084)

Gruber Saez Spline -0.099 -0.139∗ -0.069 -0.060
(0.068) (0.078) (0.062) (0.062)

Kopczuk-type -0.372∗∗∗ -0.052 -0.343∗∗∗ -0.328∗∗∗

(0.042) (0.092) (0.055) (0.054)
other -0.193∗∗ 0.289 -0.168∗∗ -0.160∗

(0.076) (0.190) (0.082) (0.082)
Difference Length (omitted: 3-years)

1 year -0.048 -0.080 -0.030 -0.018
(0.106) (0.129) (0.095) (0.089)

2 years 0.034 0.031 0.046 0.061
(0.089) (0.114) (0.090) (0.093)

4 years and more 0.300 0.271 0.290∗ 0.354∗

(0.201) (0.180) (0.173) (0.201)
Standard Error -0.030 -0.834∗∗∗ -0.223 -0.360

(0.203) (0.294) (0.354) (0.530)
Journal impact factor 0.030∗∗

(0.014)
Std.Error* Impact Factor 0.084∗∗∗

(0.022)
Dummy if obs > median(obs) -0.066

(0.285)
Std.Error*D if obs > median(obs) 0.113

(0.540)
Dummy reported prior to 2009 -0.122

(0.304)
Std.Error*D reported prior to 2009 0.217

(0.614)
Constant 0.424∗∗ -0.027 0.400∗∗ 0.416∗

(0.158) (0.221) (0.158) (0.248)
Observations 780 780 780 780
Adjusted R2 0.404 0.456 0.408 0.420
Columns (1) to (4) estimated using WLS. Standard errors (in parentheses) are clustered at the study level. Significance levels are ∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01.

Included standard errors as explanatory variables are normalized. It allows an interpretation as standard deviation.
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Appendix to Chapter 3

B.1 Appendix Figures and Tables

Figure B.1: z-statistics by Method of Data Collection (full sample used by Brodeur et al. (2020)

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] by method of data collection: admin, survey,
hand collected and other. In comparison to Figure 2.2, we consider the full sample used by Brodeur et al. (2020).
The full sample consists of 21,440 test statistics. Histogram bins are 0.1 wide. Reference lines are displayed at
conventional two-tailed significance levels. We impose an Epanechnikov kernel and do not weight our estimates.
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Figure B.2: z-statistics for Method of Data Collection: other, Non-financial vs financial Data

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] only for those that rely on other data. We split
the data type category other into those test statistics that use non-financial data (left figure) and those that only
rely on financial data (right figure). In total 2,019 test statistics belong to the data type category other. While 46%
(N=934) belong to non-financial data, 53.74% (N=1,085) use financial data. Histogram bins are 0.1 wide. Reference
lines are displayed at conventional two-tailed significance levels. We impose an Epanechnikov kernel and do not
weight our estimates.
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Figure B.3: z-statistics for all Estimates vs z-statistics for those Estimates that Rely Solely on
One Data Type (De-rounded z-statistics)

Notes: This figure displays two distributions. First, the solid line plots z-statistics for the sample used in Brodeur
et al. (2020) and second, the dashed line plots z-statistics for the sub-sample of estimates that rely solely on one
data type. Compared to figure 2.1 we use de-rounded z-statistics. Both figures are based on an Epanechnikov
kernel with a bandwidth of 0.1. Estimates are not weighted.
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Figure B.4: z-statistics by Method of Data Collection (De-rounded z-statistics)

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] by Method of Data Collection: admin, survey,
hand collected and other. We only consider those observations that rely solely on one data type within each primary
study. Histogram bins are 0.1 wide. Reference lines are displayed at conventional two-tailed significance levels.
Compared to Figure 2.2 we use de-rounded z-statistics. We impose an Epanechnikov kernel and do not weight
our estimates.

124



B.1. APPENDIX FIGURES AND TABLES

Figure B.5: z-statistics by Method of Data Collection and Journal Ranking

Notes: This figure displays histograms of test statistics for z ∈ [0, 01]. Test statistics are partitioned by method of
data collection: admin, survey, hand collected and other. Lines in dark grey are for articles published in the top 5.
Lines in light grey (dashes) are for articles published in non-top 5. Bins are 0.1 wide. Reference lines are displayed
at the conventional two-tailed significance levels. All figures are based on Epanechnikov kernel. Estimates are not
weighted.
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Figure B.6: z-statistics by Method of Data Collection and Number of Authors

Notes: This figure displays histograms of test statistics for z ∈ [0, 01]. Test statistics are partitioned by method of
data collection: admin, survey, hand collected and other. Lines in dark grey are for sole authored. Lines in light
grey (dashes) are for multi authored articles. Bins are 0.1 wide. Reference lines are displayed at the conventional
two-tailed significance levels. All figures are based on Epanechnikov kernel. Estimates are not weighted.
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Figure B.7: z-statistics by Method of Data Collection and Affiliation

Notes: his figure displays histograms of test statistics for z ∈ [0, 01]. Test statistics are partitioned by method of
data collection: admin, survey, hand collected and other. Lines in dark grey are for articles with at least one
author affiliated to a top institution. Lines in light grey (dashes) are for articles with no author affiliated in a top
institution. Bins are 0.1 wide. Reference lines are displayed at the conventional two-tailed significance levels. All
figures are based on Epanechnikov kernel. Estimates are not weighted.
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Figure B.8: z-statistics by Method of Data Collection and PhD Institution

Notes: This figure displays histograms of test statistics for z ∈ [0, 01]. Test statistics are partitioned by method
of data collection: admin, survey, hand collected and other. Lines in dark grey are for articles with at least one
author who graduated from a top institution. Lines in light grey (dashes) are for articles with no author who
graduated from a top institution. Bins are 0.1 wide. Reference lines are displayed at the conventional two-tailed
significance levels. All figures are based on Epanechnikov kernel. Estimates are not weighted.

128



B.1. APPENDIX FIGURES AND TABLES

Figure B.9: z-statistics by Accessibility of Replication Material: Data and Code (De-rounded
z-statistics)

Notes: This figure displays histograms of test statistics for z ∈ [0, 10]. The left figure restricts the sample to
estimates that provide direct access to data and code. The right figure restricts the sample to estimates that do not
provide both data and code. We only consider those observations that rely solely on one data type within each
primary study. Histogram bins are 0.1 wide. Reference lines are displayed at conventional two-tailed significance
levels. We use de-rounded z-statistics. We impose an Epanechnikov kernel and do not weight our estimates.

Figure B.10: z-statistics by Availability of Replication Material: At Least Code (De-rounded
z-statistics)

Notes: This figure displays histograms of test statistics for z ∈ [0, 10]. The left figure restricts the sample to
estimates that do not provide any replication material (i.e., data and/or code). The right figure restricts the sample
to estimates that at least provide code for replication. We only consider those observations that rely solely on one
data type within each primary study. Histogram bins are 0.1 wide. Reference lines are displayed at conventional
two-tailed significance levels. Compared to Figure 2.4 we use de-rounded z-statistics. We impose an Epanechnikov
kernel and do not weight our estimates.
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Figure B.11: z-statistics for Method of Data Collection: admin, Provision of Replication Material

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] only for admin data. Histogram bins are 0.1
wide. Reference lines are displayed at conventional two-tailed significance levels. We impose an Epanechnikov
kernel and do not weight our estimates.
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Figure B.12: z-statistics for Method of Data Collection: survey, Provision of Replication Material

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] only for survey data. Histogram bins are 0.1
wide. Reference lines are displayed at conventional two-tailed significance levels. We impose an Epanechnikov
kernel and do not weight our estimates.
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Figure B.13: z-statistics for Method of Data Collection: hand collected, Provision of Replication
Material

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] only for hand collected data. Histogram
bins are 0.1 wide. Reference lines are displayed at conventional two-tailed significance levels. We impose an
Epanechnikov kernel and do not weight our estimates.
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Figure B.14: z-statistics for Method of Data Collection: other, Provision of Replication Material

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] only for other data. Histogram bins are 0.1
wide. Reference lines are displayed at conventional two-tailed significance levels. We impose an Epanechnikov
kernel and do not weight our estimates.

Figure B.15: z-statistics for those Estimates that rely on Admin Data: Public vs non-Public
Admin Data

Notes: This figure displays histograms of test statistics for z ∈ [0, 10]. The left figure restricts the sample to
estimates that use publicly available admin data (e.g., tax return data) (N=2,883). The right figure restricts the
sample to estimates that use non-publicly available data (e.g., electricity usage data) (N=329). Histogram bins are
0.1 wide. Reference lines are displayed at conventional two-tailed significance levels. We impose an Epanechnikov
kernel and do not weight our estimates.
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Figure B.16: z-statistics using DID by Method of Data Collection

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] using a difference-in-differences (DID)
approach by method of data collection: admin, survey, hand collected and other. We only consider those observations
that rely solely on one type of data within each primary study. Histogram bins are 0.1 wide. Reference lines are
displayed at conventional two-tailed significance levels. We impose an Epanechnikov kernel and do not weight
our estimates.
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Figure B.17: z-statistics using IV by Method of Data Collection

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] using an instrumental variables (IV) approach
by method of data collection: admin, survey, hand collected and other. We only consider those observations that
rely solely on one type of data within each primary study. Histogram bins are 0.1 wide. Reference lines are
displayed at conventional two-tailed significance levels. We impose an Epanechnikov kernel and do not weight
our estimates.
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Figure B.18: z-statistics using RCT

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] using randomized control trials (RCT) and
hand collected data. We only consider those observations that rely on the same type of data within each primary
study. Due to a small amount of observations, we do not display a graph for those estimates that rely on admin,
survey or other data. Histogram bins are 0.1 wide. Reference lines are displayed at conventional two-tailed
significance levels. We impose an Epanechnikov kernel and do not weight our estimates.
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Figure B.19: z-statistics using RDD by Method of Data Collection

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] using regression discontinuity design (RDD)
by method of data collection: admin, survey and other. We only consider those observations that rely on the same
type of data within each primary study. Due to a small amount of observations, we do not display a graph for
those estimates that rely on hand collected data. Histogram bins are 0.1 wide. Reference lines are displayed at
conventional two-tailed significance levels. We impose an Epanechnikov kernel and do not weight our estimates.

Figure B.20: z-statistics using DID: hand vs non hand collected data

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] only for those that rely on DID. The left
figure shows those tests that use non hand collected data (N=2,637) and the right figure only those that use hand
collected data (N=279). Histogram bins are 0.1 wide. Reference lines are displayed at conventional two-tailed
significance levels. We impose an Epanechnikov kernel and do not weight our estimates.
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Figure B.21: z-statistics using IV: hand vs non hand collected data

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] only for those that rely on IV. The left
figure shows those tests that use non hand collected data (N=2,467) and the right figure only those that use hand
collected data (N=377). Histogram bins are 0.1 wide. Reference lines are displayed at conventional two-tailed
significance levels. We impose an Epanechnikov kernel and do not weight our estimates.

Figure B.22: z-statistics using RCT only: hand vs non hand collected data

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] only for those that rely on RCT. The left figure
shows those tests that use non hand collected data (N=451) and the right figure only those that use hand collected
data (N=4583). Histogram bins are 0.1 wide. Reference lines are displayed at conventional two-tailed significance
levels. We impose an Epanechnikov kernel and do not weight our estimates.
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Figure B.23: Histogram by Publication Status and Method - Balanced Sample

Notes: This figure displays histograms of test statistics for z ∈ [0, 10] by method of data collection: admin, survey,
hand collected and other. The solid line represent published z statistics, while the dashed line represent those from
working papers. The samples is accordingly restricted to estimates from published articles that had an associated
working paper. Histogram bins are 0.1 wide. Reference lines are displayed at conventional two-tailed significance
levels. We impose an Epanechnikov kernel and do not weight our estimates. No weights have been applied.
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Table B.1: Examples by Method of Data Collection
Admin Data - examples:

School/ student data and test scores
Continuous Wage and Benefit History (CWBH) UI administration records
Medicare Beneficiaries and Claim Data
Crime/ Police Data/ Court Records
Tax Return Data

Survey Data - examples:
UChicago Consortium on School Research / Chicago Public Schools (CPS) survey
Medical Expenditure Panel Survey (MEPS)
American Community Survey (ACS)
Consumer Expenditure Survey (CE)
German Socio-Economic Panel (GSOEP)

Hand Collected Data - examples:
Own experiments (lab experiments, mTurk/ online experiments, field experiments)
Own Surveys
Self-collected school data (’School visits’)
Self-collected Performance Data

Other Data - examples:
Fortune 500 list of companies
Compustat
Maddison Historical Statistics
Thomson Reuters Datastream
CRSP – stock market data

Notes: For each method of data collection, this table illustrates typical examples.

140



B.1. APPENDIX FIGURES AND TABLES

Table B.2: Summary Statistics: Method of Data Collection by Journal
Share of Articles by Type of Data Total
admin survey hand

c.
other Tests Articles

American Economic Journal: Applied Economics 36.36 21.21 39.39 9.09 1545 33
American Economic Journal: Economic Policy 47.83 30.43 26.09 0 559 23
American Economic Journal: Macroeconomics 0 100 0 0 22 3
American Economic Review 37.84 16.22 32.43 16.22 1338 37
Econometrica 100 0 0 0 24 3
Economic Policy 0 33.33 0 66.67 53 3
Experimental Economics 0 0 100 0 73 5
Journal of Applied Econometrics 0 66.67 0 33.33 51 3
Journal of Development Economics 11.11 25 58.33 5.6 1618 36
Journal of Economic Growth 0 14.29 0 85.71 98 7
Journal of Financial Economics 16.67 5.556 0 77.78 294 18
Journal of Financial Intermediation 0 14.29 14.29 71.43 102 7
Journal of Human Resources 6.250 50 37.50 6.25 682 16
Journal of International Economics 20 30 0 50 295 10
Journal of Labor Economics 26.67 26.67 33.33 13.33 512 15
Journal of Political Economy 27.27 9.091 45.45 18.18 484 11
Journal of Public Economics 43.48 13.04 34.78 8.70 1297 46
Journal of Urban Economics 58.33 41.67 0 0 324 12
Journal of the European Economic Association 18.18 0 54.55 27.27 333 11
Review of Financial Studies 12.50 16.67 0 70.83 361 24
The Economic Journal 22.22 22.22 16.67 38.89 450 18
The Journal of Finance 13.33 6.667 20 60 696 15
The Quarterly Journal of Economics 50 0 50 0 471 12
The Review of Economic Studies 33.33 0 66.67 0 189 3
The Review of Economics and Statistics 42.31 23.08 26.92 11.54 624 26
Share of Articles by Datatype 28.11 19.90 29.10 22.89 . .
Share of Tests by Datatype 25.71 16 42.13 16.16 . .
Total Tests 3212 1999 5265 2019 12495 .
Total Articles 113 80 117 92 . 402

Notes: This table alphabetically presents our sample of Top 25 journals identified using RePEc’s Simple Impact Factor:
https://ideas.repec.org/top/top.journals.simple10.html. Some top journals did not have any eligible articles in the first
data collection period: Journal of Economic Literature, Journal of Economic Perspectives, Journal of Monetary Economics,
Review of Economic Dynamics, Annals of Economics and Finance, and the Annual Review of Economics. We also excluded
Brookings Papers on Economic Activity from the sample. We only consider those estimates that rely solely on one type of
data.
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Table B.3: Summary Statistics: Replication Characteristics by Journal
Provision of: Data and Code at least Code

Journal No Yes No Yes
American Economic Journal: Applied Econo 753 792 63 1,482
American Economic Journal: Economic Poli 277 282 559
American Economic Journal: Macroeconomic 8 14 22
American Economic Review 668 670 1338
Econometrica 9 15 24
Economic Policy 32 21 32 21
Experimental Economics 73 73
Journal of Applied Econometrics 30 21 30 21
Journal of Development Economics 1,211 407 1,187 431
Journal of Economic Growth 62 36 62 36
Journal of Financial Economics 294 294
Journal of Financial Intermediation 102 102
Journal of Human Resources 682 682
Journal of International Economics 295 295
Journal of Labor Economics 100 412 512
Journal of Political Economy 65 419 36 448
Journal of Public Economics 1,297 1,297
Journal of Urban Economics 324 324
Journal of the European Economic Associa 39 294 29 304
Review of Financial Studies 361 361
The Economic Journal 160 290 127 323
The Journal of Finance 696 672 24
The Quarterly Journal of Economics 215 256 215 256
The Review of Economic Studies 36 153 189
The Review of Economics and Statistics 447 177 259 365
Total 8,236 4,259 6,140 6,355

Notes: This table provides an overview for our two replication variables by journal: Direct Access
to Data (and Code) and (at least) Provision of Code. Direct accessibility of data also involves the
provision of code. The variable ’Provision of Code’ consider test statistics that at least provide the
code.
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Table B.4: Summary Statistics: Method of Data Collection by Estimation Method
admin hand c. other survey Total

Method: DID
Total Tests 1,260 279 656 721 2,916
Tests in % 43.21 9.57 22.50 24.73 100.00

Method: IV
Total Tests 974 377 876 617 2,844
Tests in % 34.25 13.26 30.80 21.69 100.00

Method: RCT
Total Tests 143 4,583 119 189 5,034
Tests in % 2.84 91.04 2.36 3.75 100.00

Method: RDD
Total Tests 835 26 368 472 1,701
Tests in % 49.09 1.53 21.63 27.75 100.00

Total
Total Tests 3,212 5,265 2,019 1,999 12,495
Tests in % 25.71 42.14 16.16 16.00 100.00

Notes: This table provides an overview of test statistics by type of data and
method under study. For example, 1,260 Tests employ a DID setting and
use admin data. Among those tests that employ a DID setting 43.21% use
admin data, while only 9.57% use hand collected data.
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Table B.5: Caliper Test, Significant at the 5 percent level, bootstrap errors: Unweighted Estimates
(1) (2) (3) (4) (5) (6)

Method of Data Collection: (omitted admin)
survey -0.001 -0.001 0.029 0.016 0.018 0.016

(0.037) (0.038) (0.047) (0.052) (0.048) (0.047)
hand collected -0.076 -0.062 -0.052 -0.087 -0.083 -0.087

(0.026) (0.028) (0.038) (0.066) (0.056) (0.056)
other 0.025 0.019 0.016 0.007 0.009 0.009

(0.044) (0.053) (0.066) (0.049) (0.055) (0.058)
Estimation Method: (omitted RCT)

DID -0.013 -0.015 -0.016
(0.048) (0.041) (0.051)

IV -0.032 -0.034 -0.035
(0.065) (0.055) (0.049)

RDD -0.106 -0.108 -0.108
(0.074) (0.067) (0.068)

Controls
Top 5 0.029 0.117

(0.033) (0.048)
Year=2018 0.009 0.011 0.012 0.012 0.013

(0.029) (0.034) (0.026) (0.033) (0.030)
Experience -0.004 -0.005 -0.006 -0.006 -0.006

(0.008) (0.009) (0.009) (0.008) (0.009)
Experience2 0.011 0.016 0.019 0.019 0.019

(0.025) (0.034) (0.028) (0.025) (0.030)
Top Institution -0.037 -0.021 -0.020 -0.020 -0.022

(0.035) (0.050) (0.038) (0.046) (0.046)
PhD Top Institution -0.001 -0.023 -0.029 -0.030 -0.028

(0.038) (0.039) (0.040) (0.032) (0.053)
Replication Characteristics
Direct Access to Data & Code -0.011

(0.038)
Provision of (at least) Code -0.025

(0.054)

Other Controls
Reporting Method Y Y Y Y Y
Solo Authored Y Y Y Y Y
Share Female Authors Y Y Y Y Y
Editor Y Y Y Y Y
Journal FE Y Y Y Y
Observations 2,904 2,904 2,904 2,904 2,904 2,904
Window [1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.5] [1.96±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable is
a dummy for whether the test statistic is significant at the 5 percent level. Bootstrapped standard errors are
in parentheses. Observations are unweighted.
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Table B.6: Caliper Test, Significant at the 1 percent level: Unweighted Estimates
(1) (2) (3) (4) (5) (6)

Method of Data Collection: (omitted admin)
survey 0.018 0.032 0.049 0.058 0.054 0.058

(0.040) (0.041) (0.046) (0.046) (0.046) (0.046)
hand collected 0.015 0.019 0.011 0.038 0.034 0.040

(0.039) (0.037) (0.040) (0.052) (0.051) (0.051)
other 0.081 0.089 0.076 0.099 0.097 0.097

(0.042) (0.043) (0.044) (0.042) (0.042) (0.042)
Estimation Method: (omitted RCT)

DID 0.059 0.062 0.065
(0.044) (0.045) (0.044)

IV -0.044 -0.042 -0.039
(0.044) (0.045) (0.044)

RDD 0.051 0.055 0.056
(0.056) (0.057) (0.056)

Controls
Top 5 0.105 0.072 0.071 0.060 0.026

(0.037) (0.102) (0.101) (0.103) (0.108)
Year = 2018 0.019 0.022 0.021 0.022 0.020

(0.028) (0.028) (0.027) (0.027) (0.027)
Experience 0.001 0.002 0.001 0.001 0.001

(0.007) (0.007) (0.007) (0.007) (0.007)
Experience2 -0.004 -0.011 -0.009 -0.009 -0.010

(0.019) (0.019) (0.019) (0.019) (0.019)
Top Institution -0.058 -0.055 -0.035 -0.036 -0.033

(0.041) (0.040) (0.040) (0.040) (0.040)
PhD Top Institution 0.017 0.016 0.012 0.014 0.010

(0.037) (0.037) (0.036) (0.036) (0.036)
Replication Characteristics
Direct Access to Data & Code 0.017

(0.034)
Provision of (at least) Code 0.054

(0.056)
Other Controls
Reporting Method Y Y Y Y Y
Solo Authored Y Y Y Y Y
Share Female Authors Y Y Y Y Y
Editor Y Y Y Y Y
Journal FE Y Y Y Y
Observations 2,250 2,250 2,247 2,247 2,247 2,247
Window [2.58±0.50][2.58±0.50][2.58±0.50][2.58±0.50][2.58±0.50][2.58±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable
is a dummy for whether the test statistic is significant at the 1 percent level. Robust standard errors are in
parentheses, clustered by article. Observations are unweighted.
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Table B.7: Caliper Test, Significant at the 5 percent level, Unweighted Estimates, Replication
Characteristics

(1) (2) (3) (4) (5) (6)
Method of Data Collection: (omitted admin)

survey -0.004 -0.008 0.018 -0.001 -0.002 0.016
(0.039) (0.037) (0.041) (0.038) (0.036) (0.041)

hand collected -0.082 -0.075 -0.083 -0.077 -0.064 -0.087
(0.029) (0.029) (0.050) (0.027) (0.027) (0.051)

other 0.023 0.014 0.009 0.025 0.018 0.009
(0.046) (0.048) (0.054) (0.046) (0.046) (0.052)

Estimation Method: (omitted RCT)
DID -0.015 -0.016

(0.043) (0.042)
IV -0.034 -0.035

(0.052) (0.050)
RDD -0.108 -0.108

(0.058) (0.056)
Controls
Top 5 0.020 0.110 0.022 0.121

(0.030) (0.065) (0.033) (0.072)
Year=2018 0.011 0.012 0.011 0.013

(0.027) (0.026) (0.026) (0.026)
Experience -0.005 -0.006 -0.004 -0.006

(0.007) (0.007) (0.007) (0.007)
Experience2 0.012 0.019 0.011 0.019

(0.021) (0.023) (0.021) (0.023)
Top Institution -0.036 -0.020 -0.036 -0.022

(0.038) (0.041) (0.038) (0.041)
PhD Top Institution -0.001 -0.030 -0.004 -0.028

(0.038) (0.037) (0.036) (0.038)
Replication Characteristics
Direct Access to Data & Code 0.014 0.029 -0.011

(0.025) (0.026) (0.034)
Provision of (at least) Code 0.006 0.016 -0.025

(0.025) (0.026) (0.043)
Other Controls
Reporting Method Y Y Y Y
Solo Authored Y Y Y Y
Share Female Authors Y Y Y Y
Editor Y Y Y Y
Journal FE Y Y
Observations 2,904 2,904 2,904 2,904 2,904 2,904
Window [1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable is
a dummy for whether the test statistic is significant at the 5 percent level. Column (1)-(3) add direct access
to data and code and Column (4)-(6) add provision of (at least) code as a control variable. Robust standard
errors are in parentheses, clustered by article. Observations are unweighted.

146



B.1. APPENDIX FIGURES AND TABLES

Table B.8: Caliper Test, Significant at the 10 percent level, Unweighted Estimates, Replication
Characteristics

(1) (2) (3) (4) (5) (6)
Method of Data Collection: (omitted admin)

survey 0.020 0.020 0.014 0.027 0.025 0.010
(0.038) (0.035) (0.039) (0.036) (0.034) (0.039)

hand collected -0.056 -0.025 -0.028 -0.047 -0.017 -0.035
(0.034) (0.032) (0.054) (0.030) (0.029) (0.054)

other 0.037 0.044 0.034 0.042 0.044 0.029
(0.037) (0.038) (0.042) (0.036) (0.037) (0.042)

Estimation Method: (omitted RCT)
DID -0.029 -0.023

(0.045) (0.045)
IV -0.062 -0.055

(0.045) (0.045)
RDD -0.112 -0.107

(0.053) (0.053)
Controls
Top 5 0.062 0.098 0.050 0.079

(0.032) (0.087) (0.033) (0.085)
Year=2018 -0.014 -0.011 -0.011 -0.010

(0.024) (0.024) (0.023) (0.024)
Experience 0.006 0.006 0.006 0.006

(0.007) (0.007) (0.006) (0.007)
Experience2 -0.035 -0.027 -0.034 -0.027

(0.019) (0.020) (0.019) (0.020)
Top Institution -0.057 -0.048 -0.056 -0.046

(0.036) (0.036) (0.035) (0.036)
PhD Top Institution -0.059 -0.070 -0.067 -0.070

(0.029) (0.032) (0.029) (0.032)
Replication Characteristics
Direct Access to Data & Code 0.028 0.029 -0.023

(0.028) (0.027) (0.032)
Provision of (at least) Code 0.041 0.044 0.013

(0.024) (0.024) (0.040)
Other Controls
Reporting Method Y Y Y Y
Solo Authored Y Y Y Y
Share Female Authors Y Y Y Y
Editor Y Y Y Y
Journal FE Y Y
Observations 2,933 2,933 2,926 2,933 2,933 2,926
Window [1.65±0.50][1.65±0.50][1.65±0.50][1.65±0.50][1.65±0.50][1.65±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable is
a dummy for whether the test statistic is significant at the 10 percent level. Column (1)-(3) add direct access
to data and code and Column (4)-(6) add provision of (at least) code as a control variable. Robust standard
errors are in parentheses, clustered by article. Observations are unweighted.
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Table B.9: Caliper Test, Significant at the 1 percent level, Unweighted Estimates, Replication
Characteristics

(1) (2) (3) (4) (5) (6)
Method of Data Collection: (omitted admin)

survey 0.016 0.034 0.054 0.018 0.032 0.058
(0.040) (0.041) (0.046) (0.039) (0.041) (0.046)

hand collected 0.010 0.023 0.034 0.010 0.018 0.040
(0.039) (0.038) (0.051) (0.038) (0.036) (0.051)

other 0.081 0.090 0.097 0.084 0.088 0.097
(0.042) (0.042) (0.042) (0.041) (0.042) (0.042)

Estimation Method: (omitted RCT)
DID 0.062 0.065

(0.045) (0.044)
IV -0.042 -0.039

(0.045) (0.044)
RDD 0.055 0.056

(0.057) (0.056)
Controls
Top 5 0.108 0.060 0.099 0.026

(0.038) (0.103) (0.040) (0.108)
Year=2018 0.018 0.022 0.021 0.020

(0.029) (0.027) (0.028) (0.027)
Experience 0.001 0.001 0.001 0.001

(0.007) (0.007) (0.007) (0.007)
Experience2 -0.004 -0.009 -0.004 -0.010

(0.018) (0.019) (0.019) (0.019)
Top Institution -0.058 -0.036 -0.058 -0.033

(0.041) (0.040) (0.041) (0.040)
PhD Top Institution 0.017 0.014 0.015 0.010

(0.037) (0.036) (0.037) (0.036)
Replication Characteristics
Direct Access to Data & Code 0.011 -0.009 0.017

(0.031) (0.031) (0.034)
Provision of (at least) Code 0.037 0.011 0.054

(0.027) (0.030) (0.056)
Other Controls
Reporting Method Y Y Y Y
Solo Authored Y Y Y Y
Share Female Authors Y Y Y Y
Editor Y Y Y Y
Journal FE Y Y
Observations 2,250 2,250 2,247 2,250 2,250 2,247
Window [2.58±0.50][2.58±0.50][2.58±0.50][2.58±0.50][2.58±0.50][2.58±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable is
a dummy for whether the test statistic is significant at the 1 percent level. Column (1)-(3) add direct access
to data and code and Column (4)-(6) add provision of (at least) code as a control variable. Robust standard
errors are in parentheses, clustered by article. Observations are unweighted.
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Table B.10: Caliper Test, Significant at the 5 percent level. (aw weights)
(1) (2) (3) (4) (5) (6)

Method of Data Collection: (omitted admin)
survey 0.021 0.017 0.030 0.024 0.023 0.026

(0.057) (0.056) (0.057) (0.056) (0.054) (0.056)
hand collected -0.100 -0.096 -0.046 -0.045 -0.046 -0.043

(0.049) (0.045) (0.043) (0.066) (0.065) (0.066)
other 0.057 0.059 0.037 0.031 0.030 0.034

(0.057) (0.054) (0.054) (0.057) (0.057) (0.057)
Estimation Method: (omitted RCT)

DID -0.026 -0.026 -0.028
(0.059) (0.060) (0.059)

IV 0.024 0.025 0.022
(0.060) (0.061) (0.059)

RDD -0.010 -0.010 -0.008
(0.087) (0.088) (0.087)

Controls
Top 5 -0.001 0.129 0.125 0.123 0.174

(0.064) (0.071) (0.070) (0.074) (0.081)
Year=2018 -0.013 0.005 0.007 0.007 0.013

(0.038) (0.036) (0.036) (0.036) (0.037)
Experience -0.006 -0.008 -0.006 -0.006 -0.007

(0.010) (0.009) (0.009) (0.009) (0.009)
Experience2 0.005 0.019 0.014 0.014 0.017

(0.025) (0.024) (0.025) (0.026) (0.026)
Top Institution -0.005 0.033 0.028 0.028 0.027

(0.069) (0.056) (0.057) (0.057) (0.057)
PhD Top Institution -0.032 -0.048 -0.048 -0.047 -0.047

(0.054) (0.051) (0.051) (0.051) (0.051)
Replication Characteristics
Direct Access to Data & Code 0.004

(0.047)
Provision of (at least) Code -0.065

(0.051)
Other Controls
Reporting Method Y Y Y Y Y
Solo Authored Y Y Y Y Y
Share Female Authors Y Y Y Y Y
Editor Y Y Y Y Y
Journal FE Y Y Y Y
Observations 2,904 2,904 2,904 2,904 2,904 2,904
Window [1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable
is a dummy for whether the test statistic is significant at the 5 percent level. Robust standard errors are in
parentheses, clustered by article. We use the inverse of the number of tests presented in the same article to
weight observations.
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Table B.11: Caliper Test, Significant at the 10 percent level. (aw weights)
(1) (2) (3) (4) (5) (6)

Method of Data Collection: (omitted admin)
survey 0.071 0.056 0.037 0.033 0.036 0.036

(0.058) (0.059) (0.058) (0.057) (0.057) (0.057)
hand collected -0.022 -0.017 -0.016 -0.066 -0.063 -0.066

(0.048) (0.051) (0.052) (0.083) (0.084) (0.083)
other 0.066 0.095 0.044 0.044 0.046 0.047

(0.053) (0.051) (0.055) (0.055) (0.055) (0.055)
Estimation Method: (omitted RCT)

DID -0.040 -0.041 -0.042
(0.080) (0.080) (0.080)

IV -0.083 -0.084 -0.087
(0.069) (0.069) (0.068)

RDD -0.094 -0.095 -0.095
(0.083) (0.084) (0.083)

Controls
Top 5 0.108 0.187 0.172 0.178 0.208

(0.051) (0.107) (0.104) (0.105) (0.112)
Year=2018 0.017 0.018 0.018 0.018 0.023

(0.039) (0.038) (0.037) (0.037) (0.037)
Experience 0.009 0.002 -0.000 -0.000 -0.001

(0.010) (0.008) (0.009) (0.009) (0.009)
Experience2 -0.035 -0.010 -0.003 -0.003 -0.001

(0.025) (0.023) (0.025) (0.025) (0.026)
Top Institution 0.011 -0.014 -0.018 -0.018 -0.019

(0.065) (0.053) (0.053) (0.053) (0.053)
PhD Top Institution -0.154 -0.124 -0.129 -0.130 -0.129

(0.051) (0.047) (0.047) (0.047) (0.046)
Replication Characteristics
Direct Access to Data & Code -0.011

(0.047)
Provision of (at least) Code -0.056

(0.057)
Other Controls
Reporting Method Y Y Y Y Y
Solo Authored Y Y Y Y Y
Share Female Authors Y Y Y Y Y
Editor Y Y Y Y Y
Journal FE Y Y Y Y
Observations 2,933 2,933 2,926 2,926 2,926 2,926
Window [1.65±0.50][1.65±0.50][1.65±0.50][1.65±0.50][1.65±0.50][1.65±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable
is a dummy for whether the test statistic is significant at the 10 percent level. Robust standard errors are in
parentheses, clustered by article. We use the inverse of the number of tests presented in the same article to
weight observations..
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Table B.12: Caliper Test, Significant at the 1 percent level. (aw weights)
(1) (2) (3) (4) (5) (6)

Method of Data Collection: (omitted admin)
survey 0.024 0.011 0.016 0.036 0.053 0.036

(0.078) (0.075) (0.073) (0.071) (0.070) (0.071)
hand collected -0.011 0.008 0.021 0.035 0.060 0.035

(0.058) (0.055) (0.059) (0.085) (0.083) (0.084)
other 0.020 0.041 0.004 0.021 0.029 0.021

(0.064) (0.057) (0.056) (0.055) (0.053) (0.055)
Estimation Method: (omitted RCT)

DID 0.074 0.054 0.074
(0.078) (0.079) (0.079)

IV -0.049 -0.058 -0.049
(0.076) (0.077) (0.077)

RDD -0.010 -0.025 -0.010
(0.092) (0.091) (0.092)

Controls
Top 5 0.020 -0.106 -0.094 -0.011 -0.089

(0.068) (0.134) (0.129) (0.136) (0.143)
Year=2018 0.012 0.042 0.039 0.035 0.040

(0.048) (0.047) (0.047) (0.046) (0.047)
Experience 0.007 0.009 0.007 0.006 0.007

(0.010) (0.010) (0.011) (0.011) (0.011)
Experience2 -0.011 -0.022 -0.018 -0.012 -0.017

(0.031) (0.032) (0.034) (0.034) (0.035)
Top Institution -0.018 0.018 0.046 0.051 0.046

(0.070) (0.068) (0.067) (0.066) (0.067)
PhD Top Institution -0.021 -0.039 -0.061 -0.065 -0.061

(0.059) (0.058) (0.055) (0.055) (0.055)
Replication Characteristics
Direct Access to Data & Code -0.118

(0.056)
Provision of (at least) Code -0.007

(0.081)
Other Controls
Reporting Method Y Y Y Y Y
Solo Authored Y Y Y Y Y
Share Female Authors Y Y Y Y Y
Editor Y Y Y Y Y
Journal FE Y Y Y Y
Observations 2,250 2,250 2,247 2,247 2,247 2,247
Window [2.58±0.50][2.58±0.50][2.58±0.50][2.58±0.50][2.58±0.50][2.58±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable
is a dummy for whether the test statistic is significant at the 1 percent level. Robust standard errors are in
parentheses, clustered by article. We use the inverse of the number of tests presented in the same article to
weight observations.
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Table B.13: Caliper Test, Significant at the 5 percent level, different thresholds: Unweighted
Estimates

(1) (2) (3) (4) (5) (6)
Method of Data Collection: (omitted admin)

survey 0.018 -0.024 -0.024 0.016 -0.030 -0.035
(0.041) (0.045) (0.055) (0.041) (0.044) (0.054)

hand collected -0.083 -0.082 -0.081 -0.087 -0.094 -0.100
(0.050) (0.058) (0.064) (0.051) (0.057) (0.061)

other 0.009 0.011 0.060 0.009 0.010 0.057
(0.054) (0.052) (0.060) (0.052) (0.051) (0.059)

Estimation Method: (omitted RCT)
DID -0.015 -0.031 -0.061 -0.016 -0.032 -0.058

(0.043) (0.051) (0.056) (0.042) (0.050) (0.055)
IV -0.034 -0.055 -0.041 -0.035 -0.056 -0.039

(0.052) (0.057) (0.062) (0.050) (0.056) (0.061)
RDD -0.108 -0.111 -0.121 -0.108 -0.110 -0.117

(0.058) (0.065) (0.070) (0.056) (0.064) (0.070)
Controls
Year=2018 0.012 -0.002 0.022 0.013 0.000 0.024

(0.026) (0.028) (0.031) (0.026) (0.028) (0.031)
Top 5 0.110 0.128 0.172 0.121 0.145 0.177

(0.065) (0.082) (0.112) (0.072) (0.091) (0.118)
Experience -0.006 -0.011 0.015 -0.006 -0.011 0.014

(0.007) (0.008) (0.010) (0.007) (0.008) (0.010)
Experience2 0.019 0.037 -0.043 0.019 0.038 -0.042

(0.023) (0.025) (0.035) (0.023) (0.025) (0.035)
Top Institution -0.020 0.004 -0.038 -0.022 0.000 -0.039

(0.041) (0.043) (0.048) (0.041) (0.044) (0.048)
PhD Top Institution -0.030 -0.006 0.045 -0.028 -0.001 0.050

(0.037) (0.040) (0.045) (0.038) (0.041) (0.046)
Replication Characteristics
Direct Access to Data & Code -0.011 -0.033 -0.057

(0.034) (0.038) (0.042)
Provision of (at least) Code -0.025 -0.051 -0.056

(0.043) (0.048) (0.061)
Other Controls
Reporting Method Y Y Y Y Y Y
Solo Authored Y Y Y Y Y Y
Share Female Authors Y Y Y Y Y Y
Editor Y Y Y Y Y Y
Journal FE Y Y Y Y Y Y
Observations 2,904 2,109 1,244 2,904 2,109 1,244
Window [1.96±0.50][1.96±0.35][1.96±0.2] [1.96±0.50][1.96±0.35][1.96±0.2]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable is
a dummy for whether the test statistic is significant at the 5 percent level. Column (1) and (4) display our
baseline results already shown in Table 2.5. In column (2) and (5), we restrict to z ∈ [1, 61, 2.31], while column
(3) and (6) restricts the sample to z ∈ [1, 76, 2.16] Robust standard errors are in parentheses, clustered by
article. Observations are unweighted.
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Table B.14: Caliper Test, Significant at the 10 percent level, different thresholds: Unweighted
Estimates

(1) (2) (3) (4) (5) (6)
Method of Data Collection: (omitted admin)

survey 0.014 0.029 0.012 0.010 0.032 0.028
(0.039) (0.047) (0.063) (0.039) (0.046) (0.063)

hand collected -0.028 -0.009 -0.041 -0.035 0.001 -0.013
(0.054) (0.064) (0.073) (0.054) (0.062) (0.071)

other 0.034 0.016 0.003 0.029 0.016 0.010
(0.042) (0.050) (0.061) (0.042) (0.050) (0.060)

Estimation Method: (omitted RCT)
DID -0.029 -0.017 0.027 -0.023 -0.014 0.026

(0.045) (0.054) (0.066) (0.045) (0.054) (0.067)
IV -0.062 -0.047 -0.031 -0.055 -0.044 -0.034

(0.045) (0.053) (0.062) (0.045) (0.053) (0.061)
RDD -0.112 -0.064 -0.001 -0.107 -0.063 -0.004

(0.053) (0.064) (0.075) (0.053) (0.064) (0.075)
Controls
Year=2018 -0.011 0.003 0.035 -0.010 0.001 0.032

(0.024) (0.027) (0.033) (0.024) (0.026) (0.033)
Top 5 0.098 0.006 -0.010 0.079 -0.015 -0.020

(0.087) (0.082) (0.121) (0.085) (0.081) (0.120)
Experience 0.006 0.004 0.014 0.006 0.004 0.014

(0.007) (0.007) (0.007) (0.007) (0.006) (0.007)
Experience2 -0.027 -0.020 -0.040 -0.027 -0.021 -0.042

(0.020) (0.019) (0.021) (0.020) (0.019) (0.021)
Top Institution -0.048 -0.020 -0.066 -0.046 -0.016 -0.057

(0.036) (0.038) (0.046) (0.036) (0.038) (0.046)
PhD Top Institution -0.070 -0.066 -0.094 -0.070 -0.070 -0.102

(0.032) (0.035) (0.042) (0.032) (0.036) (0.042)
Replication Characteristics
Direct Access to Data & Code -0.023 0.026 0.075

(0.032) (0.036) (0.046)
Provision of (at least) Code 0.013 0.057 0.082

(0.040) (0.044) (0.059)
Other Controls
Reporting Method Y Y Y Y Y Y
Solo Authored Y Y Y Y Y Y
Share Female Authors Y Y Y Y Y Y
Editor Y Y Y Y Y Y
Journal FE Y Y Y Y Y Y
Observations 2,926 1,934 1,109 2,926 1,934 1,109
Window [1.65±0.50][1.65±0.35][1.65±0.2] [1.65±0.50][1.65±0.35][1.65±0.2]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable is
a dummy for whether the test statistic is significant at the 10 percent level. Column (1) and (4) display our
baseline results already shown in Table 2.6. In column (2) and (5), we restrict to z ∈ [1, 3, 2], while column (3)
and (6) restricts the sample to z ∈ [1, 85, 2.45] Robust standard errors are in parentheses, clustered by article.
Observations are unweighted.
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Table B.15: Caliper Test, Significant at the 1 percent level, different thresholds: Unweighted
Estimates

(1) (2) (3) (4) (5) (6)
Method of Data Collection: (omitted admin)

survey 0.054 0.014 -0.010 0.058 0.019 -0.011
(0.046) (0.047) (0.064) (0.046) (0.047) (0.064)

hand collected 0.034 0.046 0.010 0.040 0.052 0.010
(0.051) (0.054) (0.066) (0.051) (0.054) (0.065)

other 0.097 0.065 0.063 0.097 0.067 0.059
(0.042) (0.048) (0.069) (0.042) (0.048) (0.072)

Estimation Method: (omitted RCT)
DID 0.062 0.075 0.021 0.065 0.074 0.031

(0.045) (0.051) (0.059) (0.044) (0.050) (0.056)
IV -0.042 -0.028 -0.004 -0.039 -0.028 0.004

(0.045) (0.047) (0.054) (0.044) (0.048) (0.054)
RDD 0.055 0.035 -0.031 0.056 0.033 -0.022

(0.057) (0.061) (0.076) (0.056) (0.060) (0.074)
Controls
Year=2018 0.022 0.044 0.022 0.020 0.043 0.023

(0.027) (0.031) (0.044) (0.027) (0.030) (0.043)
Top 5 0.060 0.061 0.159 0.026 0.050 0.098

(0.103) (0.090) (0.099) (0.108) (0.102) (0.113)
Experience 0.001 0.002 0.001 0.001 0.002 0.000

(0.007) (0.008) (0.010) (0.007) (0.008) (0.010)
Experience2 -0.009 -0.011 -0.029 -0.010 -0.011 -0.030

(0.019) (0.023) (0.032) (0.019) (0.023) (0.031)
Top Institution -0.036 0.023 0.035 -0.033 0.025 0.036

(0.040) (0.047) (0.061) (0.040) (0.047) (0.062)
PhD Top Institution 0.014 -0.040 -0.022 0.010 -0.042 -0.022

(0.036) (0.039) (0.062) (0.036) (0.040) (0.063)
Replication Characteristics
Direct Access to Data & Code 0.017 0.017 -0.015

(0.034) (0.039) (0.053)
Provision of (at least) Code 0.054 0.025 0.055

(0.056) (0.059) (0.064)
Other Controls
Reporting Method Y Y Y Y Y Y
Solo Authored Y Y Y Y Y Y
Share Female Authors Y Y Y Y Y Y
Editor Y Y Y Y Y Y
Journal FE Y Y Y Y Y Y
Observations 2,247 1,524 871 2,247 1,524 871
Window [2.58±0.50][2.58±0.35][2.58±0.2] [2.58±0.50][2.58±0.35][2.58±0.2]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable
is a dummy for whether the test statistic is significant at the 1 percent level. Column (1) and (4) display
our baseline results already shown in Table B.6. In column (2) and (5), we restrict to z ∈ [1.15, 2.15], while
column (3) and (6) restricts the sample to z ∈ [1.45, 1.85] Robust standard errors are in parentheses, clustered
by article. Observations are unweighted.
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Table B.16: Caliper Test, Significant at the 5 percent level, Ambiguous removed
(1) (2) (3) (4) (5) (6)

Method of Data Collection: (omitted admin)
survey 0.021 0.017 0.032 0.028 0.029 0.031

(0.058) (0.057) (0.058) (0.058) (0.055) (0.057)
hand collected -0.096 -0.091 -0.040 -0.029 -0.028 -0.024

(0.049) (0.045) (0.044) (0.068) (0.067) (0.068)
other 0.061 0.065 0.047 0.043 0.043 0.047

(0.058) (0.055) (0.055) (0.059) (0.059) (0.059)
Estimation Method: (omitted RCT)

DID -0.012 -0.013 -0.013
(0.061) (0.063) (0.060)

IV 0.036 0.036 0.035
(0.062) (0.064) (0.061)

RDD 0.013 0.013 0.017
(0.090) (0.091) (0.090)

Controls
Top 5 0.006 0.138 0.136 0.139 0.195

(0.064) (0.072) (0.071) (0.076) (0.083)
Year=2018 -0.015 0.001 0.004 0.004 0.011

(0.039) (0.037) (0.037) (0.037) (0.037)
Experience -0.007 -0.009 -0.007 -0.007 -0.008

(0.010) (0.009) (0.009) (0.009) (0.010)
Experience2 0.008 0.021 0.015 0.016 0.019

(0.025) (0.025) (0.026) (0.026) (0.026)
Top Institution -0.011 0.025 0.022 0.023 0.022

(0.070) (0.057) (0.058) (0.058) (0.058)
PhD Top Institution -0.028 -0.043 -0.041 -0.042 -0.040

(0.055) (0.052) (0.052) (0.052) (0.052)
Replication Characteristics
Direct Access to Data & Code -0.004

(0.048)
Provision of (at least) Code -0.079

(0.051)
Other Controls
Reporting Method Y Y Y Y Y
Solo Authored Y Y Y Y Y
Share Female Authors Y Y Y Y Y
Editor Y Y Y Y Y
Journal FE Y Y Y Y
Observations 2,863 2,863 2,863 2,863 2,863 2,863
Window [1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable
is a dummy for whether the test statistic is significant at the 5 percent level. Robust standard errors are in
parentheses, clustered by article. Observations are unweighted. We remove ambiguous tests.
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Table B.17: Caliper Test, Significant at the 10 percent level, Ambiguous removed
(1) (2) (3) (4) (5) (6)

Method of Data Collection: (omitted admin)
survey 0.025 0.009 0.023 0.024 0.023 0.025

(0.044) (0.042) (0.040) (0.040) (0.039) (0.040)
hand collected -0.033 -0.038 -0.005 -0.016 -0.017 -0.015

(0.035) (0.033) (0.037) (0.063) (0.064) (0.063)
other 0.025 0.042 0.032 0.032 0.031 0.033

(0.041) (0.033) (0.040) (0.041) (0.041) (0.041)
Estimation Method: (omitted RCT)

DID 0.016 0.017 0.016
(0.059) (0.059) (0.059)

IV -0.029 -0.029 -0.030
(0.052) (0.052) (0.052)

RDD -0.027 -0.027 -0.025
(0.064) (0.064) (0.064)

Controls
Top 5 0.013 0.084 0.083 0.080 0.109

(0.033) (0.065) (0.068) (0.073) (0.081)
Year=2018 0.018 0.032 0.031 0.031 0.033

(0.027) (0.028) (0.028) (0.028) (0.028)
Experience 0.005 0.002 0.000 0.000 -0.000

(0.006) (0.006) (0.006) (0.006) (0.006)
Experience2 -0.022 -0.009 -0.004 -0.005 -0.003

(0.015) (0.015) (0.015) (0.015) (0.016)
Top Institution 0.060 0.041 0.044 0.044 0.043

(0.036) (0.037) (0.037) (0.037) (0.036)
PhD Top Institution -0.113 -0.113 -0.116 -0.116 -0.115

(0.033) (0.035) (0.035) (0.036) (0.035)
Replication Characteristics
Direct Access to Data & Code 0.004

(0.035)
Provision of (at least) Code -0.036

(0.046)
Other Controls
Reporting Method Y Y Y Y Y
Solo Authored Y Y Y Y Y
Share Female Authors Y Y Y Y Y
Editor Y Y Y Y Y
Journal FE Y Y Y Y
Observations 2,863 2,860 2,829 2,829 2,829 2,829
Window [1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable
is a dummy for whether the test statistic is significant at the 10 percent level. Robust standard errors are in
parentheses, clustered by article. Observations are unweighted. We remove ambiguous tests.
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Table B.18: Caliper Test, Significant at the 5 percent level: Unweighted Estimates (De-rounded)
(1) (2) (3) (4) (5) (6)

Method of Data Collection: (omitted admin)
survey -0.009 -0.001 0.032 0.025 0.031 0.026

(0.039) (0.038) (0.042) (0.041) (0.042) (0.041)
hand collected -0.046 -0.043 -0.035 -0.042 -0.033 -0.042

(0.025) (0.026) (0.028) (0.042) (0.045) (0.042)
other 0.008 -0.009 -0.026 -0.031 -0.027 -0.029

(0.035) (0.036) (0.041) (0.039) (0.039) (0.039)
Estimation Method: (omitted RCT)

DID 0.021 0.018 0.018
(0.042) (0.042) (0.042)

IV -0.005 -0.008 -0.008
(0.046) (0.046) (0.045)

RDD -0.073 -0.075 -0.074
(0.051) (0.050) (0.050)

Controls
Top 5 0.019 0.087 0.077 0.091 0.098

(0.028) (0.063) (0.061) (0.067) (0.076)
Year=2018 0.022 0.022 0.023 0.023 0.023

(0.023) (0.023) (0.023) (0.022) (0.023)
Experience -0.005 -0.005 -0.006 -0.005 -0.006

(0.007) (0.007) (0.007) (0.007) (0.007)
Experience2 0.014 0.015 0.018 0.017 0.018

(0.021) (0.023) (0.023) (0.023) (0.023)
Top Institution -0.043 -0.028 -0.021 -0.022 -0.024

(0.032) (0.037) (0.036) (0.036) (0.035)
PhD Top Institution -0.001 -0.019 -0.025 -0.026 -0.023

(0.029) (0.032) (0.031) (0.031) (0.031)
Replication Characteristics
Direct Access to Data & Code -0.024

(0.032)
Provision of (at least) Code -0.032

(0.044)
Other Controls
Reporting Method Y Y Y Y Y
Solo Authored Y Y Y Y Y
Share Female Authors Y Y Y Y Y
Editor Y Y Y Y Y
Journal FE Y Y Y Y
Observations 2,691 2,691 2,686 2,686 2,686 2,686
Window [1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable is
a dummy for whether the test statistic is significant at the 5 percent level. We rely on de-rounded z-statistics.
Robust standard errors are in parentheses, clustered by article. Observations are unweighted.
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Table B.19: Caliper Test, Significant at the 10 percent level: Unweighted Estimates (De-rounded)
(1) (2) (3) (4) (5) (6)

Method of Data Collection: (omitted admin)
survey 0.050 0.057 0.045 0.036 0.040 0.035

(0.034) (0.035) (0.039) (0.040) (0.041) (0.040)
hand collected -0.017 0.009 0.019 -0.010 -0.003 -0.010

(0.028) (0.028) (0.031) (0.045) (0.048) (0.045)
other 0.076 0.080 0.067 0.060 0.064 0.058

(0.036) (0.037) (0.043) (0.041) (0.042) (0.042)
Estimation Method: (omitted RCT)

DID -0.016 -0.018 -0.013
(0.040) (0.040) (0.040)

IV -0.024 -0.028 -0.021
(0.040) (0.040) (0.040)

RDD -0.099 -0.101 -0.098
(0.049) (0.049) (0.049)

Controls
Top 5 0.070 0.134 0.122 0.132 0.108

(0.030) (0.080) (0.080) (0.080) (0.079)
Year=2018 -0.005 -0.004 -0.006 -0.007 -0.006

(0.024) (0.025) (0.025) (0.025) (0.025)
Experience 0.004 0.004 0.003 0.003 0.003

(0.006) (0.007) (0.007) (0.007) (0.007)
Experience2 -0.027 -0.024 -0.021 -0.021 -0.021

(0.019) (0.021) (0.021) (0.021) (0.021)
Top Institution -0.054 -0.043 -0.041 -0.042 -0.039

(0.034) (0.033) (0.034) (0.034) (0.034)
PhD Top Institution -0.053 -0.048 -0.053 -0.054 -0.054

(0.026) (0.031) (0.032) (0.031) (0.031)
Direct Access to Data & Code -0.020

(0.032)
Provision of (at least) Code 0.023

(0.041)
Other Controls
Reporting Method Y Y Y Y Y
Solo Authored Y Y Y Y Y
Share Female Authors Y Y Y Y Y
Editor Y Y Y Y Y
Journal FE Y Y Y Y
Observations 2,734 2,734 2,727 2,727 2,727 2,727
Window [1.65±0.50][1.65±0.50][1.65±0.50][1.65±0.50][1.65±0.50][1.65±0.50]

Notes: This table reports marginal effects from probit regressions (equation (2.4)). The dependent variable is
a dummy for whether the test statistic is significant at the 10 percent level. We rely on de-rounded z-statistics.
Robust standard errors are in parentheses, clustered by article. Observations are unweighted.
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Table B.20: Caliper Test, Significant at the 5 percent level, logit: Unweighted Estimates
(1) (2) (3) (4) (5) (6)

Method of Data Collection: (omitted admin)
survey -0.001 -0.001 0.029 0.016 0.018 0.016

(0.038) (0.036) (0.040) (0.041) (0.041) (0.041)
hand collected -0.076 -0.062 -0.052 -0.087 -0.084 -0.088

(0.027) (0.027) (0.031) (0.051) (0.050) (0.051)
other 0.025 0.019 0.016 0.007 0.009 0.009

(0.045) (0.047) (0.053) (0.051) (0.053) (0.051)
Estimation Method: (omitted RCT)

DID -0.014 -0.016 -0.017
(0.043) (0.044) (0.043)

IV -0.033 -0.035 -0.037
(0.051) (0.052) (0.050)

RDD -0.108 -0.110 -0.110
(0.057) (0.058) (0.057)

Controls
Top 5 0.029 0.117 0.103 0.110 0.121

(0.029) (0.060) (0.060) (0.066) (0.073)
Year=2018 0.009 0.011 0.012 0.012 0.013

(0.027) (0.027) (0.026) (0.026) (0.026)
Experience -0.004 -0.005 -0.006 -0.006 -0.006

(0.007) (0.007) (0.007) (0.007) (0.007)
Experience2 0.011 0.015 0.018 0.019 0.019

(0.021) (0.023) (0.023) (0.024) (0.024)
Top Institution -0.037 -0.021 -0.020 -0.020 -0.022

(0.038) (0.042) (0.041) (0.041) (0.041)
PhD Top Institution -0.001 -0.022 -0.029 -0.030 -0.027

(0.038) (0.040) (0.038) (0.037) (0.038)
Replication Characteristics
Direct Access to Data & Code -0.012

(0.034)
Provision of (at least) Code -0.026

(0.043)
Other Controls
Reporting Method Y Y Y Y Y
Solo Authored Y Y Y Y Y
Share Female Authors Y Y Y Y Y
Editor Y Y Y Y Y
Journal FE Y Y Y Y
Observations 2,904 2,904 2,904 2,904 2,904 2,904
Window [1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50][1.96±0.50]

Notes: This table reports marginal effects from logit regressions (equation (2.4)). The dependent variable is
a dummy for whether the test statistic is significant at the 5 percent level. Robust standard errors are in
parentheses, clustered by article. Observations are unweighted.
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Table B.21: Excess Coefficients by Significance Region
(1) (2) (3) (4)

[0, 1.65) admin survey hand other
Observed 0.402 0.368 0.517 0.316
Expected 0.319 0.383 0.533 0.347
Difference 0.083 -0.016 -0.016 -0.031
Ratio to Excess to Expected 0.259 -0.041 -0.029 -0.089

[1.65, 1.96) admin survey hand other
Observed 0.070 0.083 0.074 0.070
Expected 0.085 0.086 0.079 0.086
Difference -0.015 -0.003 -0.005 -0.016
Ratio to Excess to Expected -0.177 -0.035 -0.060 -0.184

[1.96, 2.58) admin survey hand other
Observed 0.143 0.162 0.127 0.168
Expected 0.146 0.139 0.116 0.143
Difference -0.003 0.022 0.011 0.025
Ratio to Excess to Expected -0.017 0.161 0.095 0.176

[2.58, 5) admin survey hand other
Observed 0.204 0.239 0.179 0.278
Expected 0.280 0.249 0.180 0.266
Difference -0.076 -0.010 -0.002 0.012
Ratio to Excess to Expected -0.271 -0.039 -0.008 0.046

[5, ∞) admin survey hand other
Observed 0.171 0.093 0.158
Expected 0.170 0.143 0.093 0.158
Difference 0.000 0.000 -0.001
Ratio to Excess to Expected 0.001 0.003 -0.004

Degrees of Freedom 2 2 2 2
Non-centrality Parameter 1.970 1.720 1.140 1.860

Notes: Each panel of the table is a separate significance region. In each panel
and for each type of data, we report four statistics: 1) The observed mass of
test statistics 2) The expected mass informed by a calibrated t distribution 3) The
difference and 4) The ratio of the observed to expected. For the difference and
ratio, a negative value implies ’missing’ test statistics in the region whereas a
positive number implies an excess of test statistics. The degrees of freedom and
the non-centrality parameter for the t-distribution that fit the observed data best
are presented at the bottom.
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Table B.22: Excess Coefficients by Significance Region in Comparison to Admin Data
(1) (2) (3)

[0, 1.65) survey hand other
Observed 0,368 0,517 0,316
Expected (admin) 0,402 0,402 0,402
Difference -0.034 0.116 -0,086
Ratio to Excess to Expected -0,084 0.288 -0,213

[1.65, 1.96) survey hand other
Observed 0,083 0,074 0,070
Expected (admin) 0,070 0,070 0,070
Difference 0,012 -0,004 -0,000
Ratio to Excess to Expected 0,178 0.057 -0,003

[1.96, 2.58) survey hand other
Observed 0,162 0,127 0,168
Expected (admin) 0,143 0,143 0,143
Difference 0,018 -0,017 0,025
Ratio to Excess to Expected 0,128 -0.115 0,176

[2.58, 5) survey hand other
Observed 0,239 0,179 0,278
Expected (admin) 0,204 0,204 0,204
Difference 0,035 -0,025 0,074
Ratio to Excess to Expected 0,173 -0,124 0,365

[5, ∞) survey hand other
Observed 0,093 0,158
Expected (admin) 0,171 0,171 0,171
Difference -0.078 -0,013
Ratio to Excess to Expected -0.456 -0,077

Notes: Each panel of the table is a separate significance region. In
each panel and for each type of data, we report four statistics: 1)
The observed mass of test statistics 2) The expected mass informed
by a calibrated t distribution 3) The difference and 4) The ratio of
the observed to expected. For the difference and ratio, a negative
value implies ’missing’ test statistics in the region whereas a posi-
tive number implies an excess of test statistics.
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Table B.23: Excess Coefficients by Significance Region: Replication Characteristics
(1) (2) (3)

[0, 1.65) data and code at least code no data and/or code
Observed 0.456 0.433 0.429
Expected 0.540 0.487 0.350
Difference -0.084 -0.055 0.080
Ratio to Excess to Expected -0.155 -0.112 0.228

[1.65, 1.96) data and code at least code no data and/or code
Observed 0.076 0.075 0.072
Expected 0.078 0.082 0.086
Difference -0.002 -0.007 -0.013
Ratio to Excess to Expected -0.030 -0.083 -0.155

[1.96, 2.58) data and code at least code no data and/or code
Observed 0.151 0.149 0.137
Expected 0.114 0.124 0.143
Difference 0.037 0.025 -0.006
Ratio to Excess to Expected 0.323 0.205 -0.041

[2.58, 5) data and code at least code no data and/or code
Observed 0.216 0.225 0.196
Expected 0.177 0.200 0.265
Ratio to Excess to Expected 0.039 0.025 -0.069
Difference 0.221 0.125 -0.260

[5, ∞) data and code at least code no data and/or code
Observed 0.091 0.107 0.157
Expected 0.1090 0.106 0.157
Difference 0.000 0.000 0.000
Ratio to Excess to Expected 0.002 0.002 0.001

Degrees of Freedom 2 2 2
Non-centrality Parameter 1.11 1.32 1.85

Notes: Each panel of the table is a separate significance region. In each panel and for each type of data, we
report four statistics: 1) The observed mass of test statistics 2) The expected mass informed by a calibrated
t distribution 3) The difference and 4) The ratio of the observed to expected. For the difference and ratio, a
negative value implies ’missing’ test statistics in the region whereas a positive number implies an excess of
test statistics.
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Table B.24: Working Paper Available?
(1) (2) (3) (4)

Method of Data Collection: (omitted admin)
survey 0.099 0.085 0.090 -0.016

(0.081) (0.120) (0.112) (0.114)
hand collected 0.031 0.050 0.033 -0.054

(0.072) (0.115) (0.106) (0.103)
other -0.080 -0.073 0.048 -0.033

(0.075) (0.116) (0.132) (0.119)
Controls
Top 5 -0.146 -0.549 -0.335

(0.115) (0.211) (0.226)
Year=2018 0.089 0.082 0.082

(0.087) (0.081) (0.073)
Experience 0.002 0.004 0.012

(0.020) (0.019) (0.019)
Experience2 -0.048 -0.043 -0.054

(0.055) (0.055) (0.054)
Top Institution -0.069 -0.065 -0.056

(0.134) (0.124) (0.115)
PhD Top Institution 0.016 0.073 0.168

(0.110) (0.106) (0.097)
Other Controls
Reporting Method Y Y Y
Solo Authored Y Y Y
Share Female Authors Y Y Y
Editor Y Y Y
Field FE Y
Journal FE Y
Articles 320 320 320 304

Notes: This table reports marginal effects from probit regressions (equa-
tion (2.4)). The dependent variable is a dummy that takes a value of one
if a published article has a public working paper. No article weights ap-
plied.

Table B.25: Working Paper vs Published Version - 5% significance
(1) (2) (3) (4) (5)

ALL admin survey hand other
Published Version -0.014 -0.047 0.079 -0.040 -0.031

(0.026) (0.054) (0.061) (0.036) (0.042)
Constant 0.473 0.489 0.369 0.469 0.629

(0.041) (0.087) (0.068) (0.063) (0.114)
Test Statistics 2,103 507 454 886 256
Articles 118 33 24 41 21
Window [1.96±0.50] [1.96±0.50] [1.96±0.50] [1.96±0.50] [1.96±0.50]

Notes: This table reports estimates from a linear regression. The dependent variable is a dummy that takes
a value one if a given test statistic is significant at the 5% level (i.e. equal to 1.96). The independent variable
of interest is a dummy that takes the value of one if a given test statistic is from the published version of
an article. The sample is accordingly restricted to estimates from published articles that had an associated
working paper. We apply no weights.
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Table B.26: Working Paper vs Published Version - 10% significance
(1) (2) (3) (4) (5)

ALL admin survey hand other
Published Version -0.023 -0.032 0.030 -0.062 0.019

(0.028) (0.054) (0.057) (0.044) (0.041)
Constant 0.522 0.504 0.466 0.529 0.637

(0.046) (0.094) (0.078) (0.078) (0.123)
Test Statistics 2,119 473 457 934 255
Articles 120 31 27 42 21
Window [1.65±0.50] [1.65±0.50] [1.65±0.50] [1.65±0.50] [1.65±0.50]

Notes: This table reports estimates from a linear regression. The dependent variable is a dummy that takes
a value one if a given test statistic is significant at the 1% level (i.e. equal to 1.65). The independent variable
of interest is a dummy that takes the value of one if a given test statistic is from the published version of
an article. The sample is accordingly restricted to estimates from published articles that had an associated
working paper. We apply no weights.

Table B.27: Working Paper vs Published Version - 1% significance
(1) (2) (3) (4) (5)

ALL admin survey hand other
Published Version 0.010 0.031 -0.036 0.001 -0.053

(0.026) (0.034) (0.039) (0.034) (0.079)
Constant 0.324 0.178 0.432 0.282 0.574

(0.042) (0.053) (0.086) (0.062) (0.094)
Test Statistics 1,701 440 417 599 245
Articles 118 32 25 39 23
Window [2.58±0.50] [2.58±0.50] [2.58±0.50] [2.58±0.50] [2.58±0.50]

Notes: This table reports estimates from a linear regression. The dependent variable is a dummy that takes
a value one if a given test statistic is significant at the 1% level (i.e. equal to 2.58). The independent variable
of interest is a dummy that takes the value of one if a given test statistic is from the published version of
an article. The sample is accordingly restricted to estimates from published articles that had an associated
working paper. We apply no weights.
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Appendix to Chapter 4

C.1 Appendix Figures and Tables

Figure C.1: Example of outside earnings public disclosure on website of the German federal
parliament

Notes: This figure is a screen shot of Peer Steinbrück’s published outside earnings in election period 18. Source: Website of the Bundestag
https://www.bundestag.de/abgeordnete/biografien18/S/steinbrueck_peer/259022
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Table C.1: Public disclosure rules and measures of reported outside earnings

election period 16 & 17 election period 18
level from to baseline lower bound from to baseline lower bound

0 0 1,000 500 500 0 1,000 500 500
1 1,000 3,500 2,250 2,250 1,000 3,500 2,250 2,250
2 3,500 7,000 5,250 5,250 3,500 7,000 5,250 5,250
3 7,000 9,500 7,000 7,000 15,000 9,500 7,000
4 15,000 30,000 9,500 7,000
5 30,000 50,000 9,500 7,000
6 50,000 75,000 9,500 7,000
7 75,000 100,000 9,500 7,000
8 100,000 150,000 9,500 7,000
9 150,000 250,000 9,500 7,000

10 250,000 9,500 7,000

Notes: All values are in Euros. Public disclosure rules for election period 16, 17 and 18 as well as our two different measures that
are used in the reported data. See Section 3.3.2 for details of the construction of the baseline and lower bound measures.

Figure C.2: Average compensation of MPs in each parliament
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Notes: This figure plots the distribution of average compensation for a MP in each parliament (federal, state or EU). These values refer to
the average for the years 2001 to 2014.
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Table C.2: Details of election periods in federal parliament

Election Period 16 Election Period 17 Election Period 18

Election Details
election date 18.09.2005 27.09.2009 22.09.2013
duration 18.10.2005 - 27.10.2009 27.10.2009 - 22.10.2013 22.10.2013 - 24.10.2017
seats 614 622 631

Party
CDU/CSU 226 239 311
SPD 222 146 193
FDP 61 93 0
The Left 54 76 64
Greens 51 68 63

Notes: This table consists of information of each election period in federal parliament under study.

Figure C.3: Reporting brackets

Notes: This figures visualizes the imputed values for each bracket. The blue dots are the average value for the respective bracket through
which we fit a polynomial (blue dotted line). We then extrapolate the polynomial function to the highest bracket and impute the predicted
value (orange dots).
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Table C.3: Descriptive statistics: demographics (reported data)

variable mean sd N
female 0.34 0.47 1952
age below 50 0.39 0.49 1952
age between 50 and 60 0.37 0.48 1952
age 60 and above 0.24 0.43 1952
East Germany 0.17 0.37 1952
married 0.72 0.45 1952
# children 1.60 1.37 1952
title: doctor 0.19 0.39 1952
title: professor 0.01 0.09 1952
occupation: other 0.32 0.47 1952
occupation: lawyer 0.19 0.39 1952
occupation: economist/MBA 0.16 0.36 1952
occupation: farmer 0.03 0.16 1952
occupation: teacher 0.09 0.28 1952
occupation: civil servant 0.02 0.15 1952
occupation: doctor 0.02 0.12 1952
occupation: journalist 0.03 0.16 1952
occupation: academic 0.08 0.28 1952
occupation: self-employed 0.07 0.26 1952
party: left-wing 0.50 0.50 1952
party: CDU/CSU 0.41 0.49 1952
party: SPD 0.30 0.46 1952
party: Greens 0.10 0.30 1952
party: The Left 0.10 0.30 1952
party: FDP 0.08 0.28 1952
terms: newcomer 0.31 0.46 1952
terms: 2 - 3 0.38 0.49 1952
terms: > 3 0.30 0.46 1952
early dropout 0.03 0.18 1952
late entry 0.04 0.20 1952

Source: Reported data for election periods 16, 17 and 18.
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Table C.4: Descriptive statistics: political and electoral variables (reported data)

variable mean sd N
entry: direct ballot 0.46 0.50 1952
entry: list ranking 10.55 12.31 1733
vote margin: candidate 6.78 16.51 1866
vote margin: party 12.09 10.11 1866
leadership 0.11 0.32 1952
committee chair 0.07 0.25 1952
committee: interior 0.06 0.23 1952
committee: digital 0.01 0.09 1952
committee: social 0.06 0.23 1952
committee: family 0.05 0.22 1952
committee: health 0.05 0.22 1952
committee: culture 0.03 0.18 1952
committee: human rights 0.03 0.16 1952
committee: justice 0.05 0.23 1952
committee: environment 0.05 0.22 1952
committee: election 0.03 0.16 1952
committee: development 0.03 0.18 1952
committee: exterior 0.06 0.23 1952
committee: budget 0.10 0.29 1952
committee: petition 0.04 0.19 1952
committee: accounting 0.02 0.13 1952
committee: sports 0.03 0.16 1952
committee: agriculture 0.05 0.22 1952
committee: tourism 0.03 0.16 1952
committee: traffic 0.06 0.24 1952
committee: defense 0.05 0.22 1952
committee: economics 0.06 0.24 1952
committee: science 0.05 0.22 1952
committee: EU 0.05 0.22 1952

Source: Reported data for election periods 16, 17 and 18.
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Table C.5: Composition of outside activities across all activities (reported data)

EP 16 EP 17 EP 18 Total
N in % N in % N in % N in %

remunerated activity 1,335 32.7 1,469 32.45 1,621 34.15 4,425 33.13
type of activity1

law 654 51.01 763 52.26 718 44.35 2,135 48.96
speech 353 27.54 362 24.79 320 19.77 1,035 23.73
management and consulting 183 14.7 183 12.53 177 10.93 543 12.45
other 92 7.18 152 10.41 404 24.95 648 14.86

functions in enterprises 512 12.54 442 9.76 630 13.27 1,584 11.86
type of function2

public office 0 0 6 1.36 15 2.39 21 1.33
consult 175 34.38 150 33.94 166 26.43 491 31.10
control 287 56.39 252 57.01 385 61.31 924 58.52
lead 47 9.23 34 7.69 62 9.06 143 9.06

type of membership
regular Member 428 84.09 370 83.71 535 85.19 1,333 84.42
chairman 81 15.91 72 16.29 93 14.81 246 15.58

functions in public corporations 670 16.41 695 15.35 837 17.63 2,202 16.49
type of function2

public office 347 51.95 372 53.53 419 50.12 1,138 51.75
consult 151 22.6 147 21.15 169 20.22 467 21.24
control 112 16.77 106 15.25 187 22.37 405 18.42
lead 55 8.23 68 9.78 60 7.18 183 8.32

type of membership
regular Member 601 89.97 623 89.64 753 90.07 1,977 89.9
chairman 67 10.03 72 10.36 83 9.93 222 10.10

functions in clubs 1,447 35.44 1,786 39.45 1,544 32.53 4,777 35.76

shareholdings in private corporations 119 2.91 135 2.98 115 2.42 369 2.76

Total 4.083 100 4.527 100 4747 100 13.357 100

Notes: This table provides an overview about the composition of outside activities. We consider every single activity. Activities are reported such
that they belong to category: remunerated activity, functions in enterprises, functions in public corporations, functions in clubs or shareholdings
in private corporations. We broadly categorize remunerated activities into law, speech, management and consulting and other. We classify type of
function if a respective activity belongs to public office, consulting, control or lead. Notes: For 1.44% of all remunerated activities and for 0.32%
of all functions in enterprises, no information about the type of activity is available. Functions in clubs are often voluntary work. The information
‘voluntary’ is optional and added in more than 85% of all functions in clubs. In some cases, the name of clients are not revealed due to existence of
lawyer-client-confidentiality. We ignore the information of occupational activities pre-dating membership (e.g. lawyer). Shareholdings in private
corporations need to be reported if a MP holds more than 25%.

1 We classify remunerated activities as follows: (a) law (e.g. lawyer, judge), (b) speech (e.g. speech, publishing books), (c) management and
consulting (e.g. business consultant, notary, manager) and (d) other (e.g. farmer, doctor).

2 We classify type of function as follows: (a) public office (e.g. position in local politics/ church), (b) consult (e.g. advisory board), (c) control (e.g.
supervisory board) and (d) lead (e.g. committee, management board, board of trustees).
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Table C.6: Composition of outside activities per MP (reported data)

EP 16 EP 17 EP 18 Total
N in % N in % N in % N in %

remunerated activity 195 31.76 219 35.21 195 30.90 609 32.62
type of activity

law 61 9.93 65 10.45 58 9.19 184 9.86
speech 52 8.57 55 8.84 45 7.13 152 8.14
management and consulting 61 9.93 70 11.25 57 9.03 188 10.07
other 37 6.03 42 6.75 38 6.02 117 6.27

functions in enterprises 240 39.09 223 35.85 291 46.12 754 40.39
type of function

public office 0 0 4 0.64 11 1.74 15 0.80
consult 94 15.31 76 12.22 87 13.79 257 13.77
control 144 23.45 144 23.15 197 31.22 197 25.98
lead 25 4.07 24 3.86 32 5.07 81 4.34

type of membership
regular member 216 35.18 201 32.32 269 42.63 686 36.74
chairman 33 5.37 34 5.47 42 6.66 109 5.84

functions in public corporations 359 58.47 357 57.40 385 61.01 1,001 58.97
type of function

public office 226 36.81 247 39.71 264 41.84 737 39.48
consult 95 15.47 90 14.47 89 14.10 274 14.68
control 70 11.40 71 11.41 104 16.48 245 13.12
lead 35 5.70 39 6.27 31 4.91 105 5.62

type of membership
regular member 339 55.21 341 54.82 372 58.95 372 56.35
chairman 37 6.03 37 5.95 35 5.55 109 5.84

functions in clubs 437 71.17 469 75.40 446 70.68 1,352 72.42

shareholdings in private corporations 69 11.24 76 12.22 67 10.62 212 11.36

Total # MPs 614 622 631

Notes: This table provides an overview about the composition of outside activities per MP, meaning how many MPs pursue a certain
activity. The percentages define the share of MPs who persue a certain activity. For example, 32.62% of all MPs report a remunerated
activity, while 58.97% of all MPs hold a function in a club. Activities are reported such that they belong to one of the following
categories: remunerated activity, functions in enterprises, functions in public corporations, functions in clubs or shareholdings in private
corporations. We broadly categorize remunerated activities into (a) law (e.g. lawyer, judge), (b) speech (e.g. speech, publishing books),
(c) management and consulting (e.g. business consultant, notary, manager) and (d) other (e.g. farmer, doctor). We classify the type of
function into (a) public office (e.g. position in local politics/ church), (b) consult (e.g. advisory board), (c) control (e.g. supervisory board)
and (d) lead (e.g. committee, management board, board of trustees). For 1.44% of all remunerated activities and for 0.32% of all functions
in enterprises, no information about the type of activity is available. Functions in clubs are often voluntary work. The information
‘voluntary’ is optional and added in more than 85% of all functions in clubs. In some cases, the name of clients are not revealed due
to existence of lawyer-client-confidentiality. We ignore the information of occupational activities pre-dating membership (e.g. lawyer).
Shareholdings in private corporations need to be reported if a MP holds more than 25%.
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Table C.7: Distribution of levels and frequency by activity (reported data)

EP 16 EP 17 EP 18 Total
N in % N in % N in % N in %

Level
0 1314 48 1395 48 1745 54 4454 50
1 696 26 780 27 721 22 2197 25
2 206 8 218 8 226 7 650 7
3 and higher 497 18 512 18 519 18 1528 18
3 497 18 512 18 235 7 1244 14
4 115 4 115 1
5 52 2 52 1
6 31 1 31 0
7 18 1 18 0
8 23 1 23 0
9 21 1 21 0
10 24 1 24 0
Frequency
once 2559 94 2721 94 3032 94 8312 94
yearly 67 2 59 2 53 2 179 2
monthly 86 3 126 4 129 4 341 4

Notes: Levels and frequencies are reported for the following categories of activities: remunerated
activities, functions in enterprises, functions in public corporations and functions in clubs. For func-
tions in clubs, MPs can optionally indicate whether is is voluntary work or not. Source: Reported
Data, own calculations.
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Figure C.4: Outside earnings by committee membership
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Notes: This graphs displays the average outside earnings as defined in Section 3.3.2 for each committee in the German federal parliament.
Source: Reported Data EP 16 - 18
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Table C.8: Average number of MPs in federal and state parliaments

number of MPs election years

Treatment Group 722
Federal Parliament 623 2002, 2005, 2009, 2013

Control Group 776
Baden Württemberg 134 2001, 2006, 2011
Mecklenburg-Vorpommern 71 2002, 2006, 2011
North Rhine Westphalia 210 2005, 2010, 2012
Rhineland-Palatinate 101 2001, 2006, 2011
Schleswig-Holstein 83 2005, 2009, 2012
Saarland 51 2004, 2009, 2012
Saxony 126 2004, 2009, 2014

Control Group (excluded in 2013 & 2014) 187
Bavaria 187 2003, 2008, 2013

Control Group (excluded in 2014) 557
Hessia 112 2003, 2008, 2013
Lower Saxony 163 2003, 2009, 2013
Brandenburg 88 2004, 2009, 2014
Saxony-Anhalt 106 2002, 2006, 2011
Thuringia 88 2004, 2009, 2014

Part-time parliament (excluded in all years) 352
Berlin 146 2001, 2006, 2011
Bremen 85 2003, 2007, 2011
Hamburg 121 2001, 2004, 2008, 2011

Notes: This table consists of information of each parliament under study. The number denotes the average number of MPs
in each parliament for the years 2001 to 2014. Germany consists of 16 states (Länder). We entirely exclude Berlin, Bremen
and Hamburg from our analysis (part-time Parliament (Feierabendparliament)). Bavaria, Hessen, Lower Saxony, Brandenburg,
Saxony-Anhalt, and Thuringia introduced public disclosure rules in 2013/2014 and are excluded from our sample for these
years.
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Table C.9: Tightening of the disclosure law: channels (lower bound)

(1) (2) (3)
EP 16 EP 17 EP 18

outside earnings outside earnings outside earnings

Panel A: directly elected
Ddirect -7,870∗ -5,108 -12,328∗∗∗

(4,697) (8,512) (4,488)
electoral district FE Yes Yes Yes
controls Yes Yes Yes

N 318 238 404
# politicians 318 238 404

Panel B: unsafe party rank
Dunsa f erank -2,466 -417 -4,996∗∗

(2,130) (3,473) (2,044)
party-state FE Yes Yes Yes
controls Yes Yes Yes

N 562 578 593
# politicians 562 578 593

Notes: The outcome variable is outside earnings as described in Section 3.3.2. In Panel A, the sample
contains only MPs from districts, where both the first- and second-placed candidate entered parliament to
estimate equation 3.4. In Panel B, we use only MPs that were ranked on a party list to estimate equation
3.5. Controls refer to all variables in Tables C.3 and C.4. Robust standard errors. * p<0.1, ** p<0.05, ***
p<0.01 Source: reported data EP 16 - 18
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