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Abstract
Despite the success of artificial neural networks (ANNs) for various complex tasks, their performance and training duration heavily rely on several factors. In many application domains these requirements, such as high data volume and quality, are not satisfied. To tackle this issue, different ways to inject existing domain knowledge into the ANN generation provided promising results. However, the initialization of ANNs is mostly overlooked in this paradigm and remains an important scientific challenge. In this paper, we present a machine learning framework enabling an ANN to perform a semantic mapping from a well-defined, symbolic representation of domain knowledge to weights and biases of an ANN in a specified architecture.
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1. Introduction
Despite the substantial achievements of artificial neural networks (ANNs) driven by high generalization capabilities, flexibility, and robustness, the training duration and performance still highly depend on several factors, such as the network architecture, the loss function, the initialization method, and most importantly on the available training data. However, in many real-world applications, e.g., in safety-critical systems, there are various issues regarding data collection and generation. In these scenarios, the capabilities of exclusively data-oriented approaches to train an ANN are limited.

To tackle these domain-specific challenges, the concept of integrating or injecting existing domain knowledge into the generation process of ANNs becomes increasingly attractive in research and practice, indicated by several survey papers for machine learning (e.g., \cite{1, 2, 3, 4}). Furthermore, this paradigm bares the potential to mitigate general weaknesses of ANNs, like slow convergence speed, high data demands and the risk of getting stuck at local minima or saddle points \cite{8}.

Consequently, there is a great variety of approaches in this field focusing on different elements within the ANN generation process. One prominent category targets the learning process by adding domain-specific constraints or loss terms to the cost function, such as \cite{9, 10, 11} and \cite{12}. However, there is little to no research on initializing the weights and biases of an ANN based on domain knowledge. Such knowledge can act as a pointer towards a promising starting point in the optimization landscape. The resulting "warm start" of the learning process can reduce the required training time as well as improve the overall performance. This effect shall be exploited efficiently by the framework presented in this paper.

With this goal in mind, the existing collection of network initialization techniques were analyzed. Aguirre and Fuentes \cite{13} define three groups. "Data-independent" methods are based on randomly drawing samples of different distributions, e.g., LeCun \cite{14}, Xavier \cite{15} and He \cite{16}. "Data-dependent" approaches, such as WIFE \cite{17}, LSUV \cite{18} and MIWI \cite{19}, additionally take statistical properties of the available training data into account. Approaches within the third group, like \cite{20, 21, 22, 23, 24}, apply the concept of "pre-training". Their goal is to learn an ANN on a related problem (with sufficient availability of high-quality data) and use it as an initialization for the primary task. Consequently, they are not limited to the actual training data, and thus to some extent independent to task-specific data issues. Although, none of these approaches explicitly considers domain knowledge, they could be adapted to pre-train an ANN on synthetic data encoding domain knowledge; also proposed by Karpatne et al. \cite{4}. These data can be generated, for instance, by simulations or querying a domain model. But this comes...
with several disadvantages. First, the data samples must be efficiently generated to fully represent the domain knowledge, and second, the ANN must be able to learn the contained knowledge. On top of this potential loss of information, this entire process must be repeated every time the domain knowledge or the target network architecture changes.

Replacing this indirect, data-based knowledge transfer from an already existing domain model into an ANN with a direct mapping or transformation can potentially solve these problems. Although they do not relate to knowledge injection, several authors engineered explicit mapping algorithms for different representations. A prominent example are Decision Trees (DTs), because they also have a graph-based structure. Early work was already performed in the 1990s (e.g., [25, 26, 27, 28, 29]), but this topic is recently becoming more attention again (e.g., [30, 31, 32, 33]). Nevertheless, there are two major shortcomings if applied to knowledge injection with initialization. On the one hand, they are model-specific and hard to engineer, which makes them impractical considering the diversity of knowledge representations. On the other hand, they cannot map to arbitrary ANN architectures, which may restrict an ANN’s ability to discover new characteristics in the subsequent optimization. This becomes increasingly critical as the gap between the expressed knowledge and the entire task complexity widens.

Instead of engineering such mappings by hand, this paper introduces a machine learning (ML) framework capable of training an ANN to become a semantic mapping from a well-defined, algebraic representation of domain knowledge to a network’s weights and biases. We call such a mapping “Transformation Network” or $\mathcal{T}$-Net. This data-driven framework can be applied to various model algebras, such as DTs or polynomials, with only slight adaptions. Thereby, it tackles the challenge of variability in domain knowledge representations by transferring the complex mapping generation from humans to machines. Furthermore, an arbitrary network structure as $\mathcal{T}$-Net output can be selected, which achieves an independence between the complexity of the domain model and the target ANN.

2. Framework and Approach

In this section, we give a brief introduction on (1) how the proposed framework trains an ANN to become a semantic mapping ($\mathcal{T}$-Net) from the internals of a given algebraic model to a network’s weights and biases, and (2) how to utilize its capabilities for knowledge injection via ANN initialization.

2.1. $\mathcal{T}$-Net Generation

Before a given task-specific function approximation, also referred to as domain model, can be injected, a suitable $\mathcal{T}$-Net must be generated once with the proposed ML framework. This can be done completely with synthetic data. The overall objective is to maximize the transformation fidelity between the input function and the predicted ANN. A schematic overview of the framework consisting of three main steps is shown in Figure 1.

2.1.1. Algebra Selection and $\lambda$-Function Generation

At first, a diverse set of functions $\Lambda$ in the same algebra as the given task-specific domain model is created. If such a domain model is not already defined, a well-suited algebra for representing the existing domain knowledge needs to be selected and the model generated. This can be done implicitly by pre-training or explicitly by an expert. However, each function $\lambda_i \in \Lambda$ must operate on the same solution space defined by the overall task to be solved, for instance, a binary classification or regression problem. In addition, each function $\lambda_i$ requires a set of $N$ representative examples $\mathcal{D}_\lambda$ as

$$\mathcal{D}_\lambda := \{(x_{i,j}, y_{i,j})\}_{j=1}^{N} \mathcal{|}_{\lambda \in \Lambda},$$

where $x_{i,j} = (x_{i,j_1}, x_{i,j_2}, \ldots, x_{i,j_D})$ denotes one data point of dimensionality $D$ and $y_{i,j} = \lambda_i(x_{i,j})$ is the result after applying the function $\lambda_i$ to $x_{i,j}$. How to generate $\Lambda$ and set $N$ depends on the given context.

2.1.2. Data Preparation for $\mathcal{T}$-Net Training

Before the $\mathcal{T}$-Net training, the data and $\lambda$-functions must be put in the correct shape, i.e., numeric vectors for ANNs. Therefore, an encoding method, denoted as $\text{Enc}_\lambda$, is required. Similarly, a decoding method $\text{Dec}_\mu$ enables the translation of the returned network weights and biases to an executable ANN $\mu$. The dataset required for the $\mathcal{T}$-net training is defined as

$$\mathcal{D}_\tau := \{(\text{Enc}_\lambda(\lambda_i), \mathcal{D}_\lambda)\}_{\lambda \in \Lambda},$$

where each example is a tuple of the encoded function $\lambda_i$ and its representative samples $\mathcal{D}_\lambda$. For clarification, these samples are not the target output of the $\mathcal{T}$-Net, but are required for the loss calculation. This is described in the next step.

2.1.3. $\mathcal{T}$-Net Training

After the preparations, the $\mathcal{T}$-Net is trained. Its weights and biases are adjusted based on the backpropagated prediction error over the training dataset $\mathcal{D}_\tau$. This error
measures how different each input function \( \lambda_i \) is compared to the currently predicted ANN counterpart \( \mu_i \). To quantify this difference, a traditional task-specific measure \( (\text{Error}) \), e.g., categorical cross-entropy, is applied to the true values \( y_i = \lambda_i(x_i) \) and the predictions \( \mu_i(x_i) \) given the vector of all input samples \( x_i \). The overall optimization goal can be formally described as

\[
\min_{\lambda \in \Lambda} \text{Error}(y_i, \mu_i(x_i)).
\]

Thus, the \( \mathcal{T} \)-Net training aims to maximize the transformation fidelity. By that, we want to enable the \( \mathcal{T} \)-Net to generalize to previously unseen \( \lambda \)-functions, making it a capable mapping for this family of functions.

### 2.2. Knowledge Injection via \( \mathcal{T} \)-Net Execution

After the one-time effort of generating a suitable \( \mathcal{T} \)-Net, it is able to instantly initialize ANNs for all possible domain models within the trained function algebra. Therefore, we just need to pass the encoded representation to the \( \mathcal{T} \)-Net and let it predict the initial weights and biases. In the current state, one \( \mathcal{T} \)-Net maps to ANNs with a pre-defined specification, i.e., architecture and activation functions. To achieve a high fidelity, it must be assumed that ANNs with this specification are capable of accurately approximating the input functions. However, if changes to the network specification are required, only the \( \mathcal{T} \)-Net training must be repeated with an adapted output layer and/or \( \mu \)-Decoding.

### 3. Evaluation

In this section, we want to briefly show that our framework shows promising results in practice in terms of the \( \mathcal{T} \)-Net mapping fidelity as well as the effects of applying it for ANN initialization. Therefore, we conducted experiments on polynomials as symbolic domain models to support solving random regression problems including two variables. The \( \mathcal{T} \)-Net was trained on 10,000 polynomials with orders between 0 and 8 to find the closest ANN approximations with one hidden layer of 225 neurons.

Without extensive hyperparameter optimization, the \( \mathcal{T} \)-Net could achieve on average a mapping fidelity quantified by the coefficient of determination (\( R^2 \)) of 0.77 \((\pm 0.26)\) over representative samples on a set of 2,500 test polynomials. Despite the noticeable distance to a perfect mapping (\( R^2 = 1 \)), it significantly proves the learning capability of the proposed ML framework.

To investigate the impact of injecting knowledge by utilizing \( \mathcal{T} \)-Nets on a given ANN task, the training duration and prediction performance were analyzed. A total of 2,500 synthetic regression problems were randomly created and then two ANNs were trained on each problem; one lets the \( \mathcal{T} \)-Net predict the initial weights and biases based on a polynomial approximation, and the second one applies the Xavier uniform initializer \([15]\) as a benchmark. Early stopping was used to indicate convergence during the optimization. Besides the different initialization, all other factors and parameters remained the same.

By applying the \( \mathcal{T} \)-Net for initialization, in 91% of the regression test cases the prediction performance increased and 96% required less epochs to converge, i.e., hitting the early stopping criterion, compared to the naive benchmark. More specifically, the training duration could be reduced on average by 64%. In addition, the resulting ANN performance in terms of the mean absolute error (MAE) showed an average increase of 2.7%. Figure 2 illustrates these two benefits in more detail.

This condensed evaluation demonstrates the benefits of the proposed framework and emphasizes the potential for knowledge injection into ANNs. A more sophisticated evaluation is currently a work in progress.
4. Conclusion

In this paper, we have introduced a novel approach of knowledge injection into ANNs by utilizing existing domain models for initialization. Therefore, a semantic mapping from the domain model’s internals to weights and biases is applied. Instead of engineering such an explicit mapping by hand, we designed a machine learning framework capable of training an ANN to perform this transformation. We call such a transformation network $\mathcal{T}$-Net. Besides the reduction of manual effort, it has the big advantage of decoupling the complexity of the domain model and ANN space.

Based on promising initial experiments, we hypothesize that this framework can generate $\mathcal{T}$-Nets with sufficient fidelity by appropriately addressing the following aspects: (1) its network specification (e.g., architecture and activation functions), (2) the learning behavior (e.g., loss function and optimizer), (3) the training data generation (e.g., diversity of domain models), and (4) the numeric encoding of the domain model algebra.

References


[10] Z. Hu, Z. Yang, R. Salakhutdinov, X. Liang, L. Qin,


