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ABSTRACT
Multimodal systems offer their functionalities through multiple
communication channels. A messenger application may take either
keyboard or voice input, and present incoming messages as text
or audio output. This allows the users to communicate with their
devices using the modality that best suits their context and personal
preference. Authentication is often the first interaction with an ap-
plication. The users’ login behavior can thus be used to immediately
adapt the communication channel to their preferences. Yet given
the sensitive nature of authentication, this interaction may not be
representative for the user’s inclination to use speech input in non-
critical routine tasks. In this paper, we test whether the interactions
during authentication differ from non-critical routine tasks in a
smart home application. Our findings indicate that, even in such a
private space, the authentication behavior does not correlate with
the use, nor with the perceived usability of speech input during
non-critical task. We further find that short interactions with the
system are not indicative of the user’s attitude towards audio out-
put, independent of whether authentication or non-critical tasks
are performed. Since security concerns are minmized in the secure
environment of private spaces, our findings can be generalized to
other contexts where security threats are even more apparent.

CCS CONCEPTS
• Human-centered computing → Human computer interac-
tion (HCI); Contextual design.
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1 INTRODUCTION
The widespread availability of voice control with software compo-
nents such as Apple’s Siri [4], Microsoft’s Cortana [31], or Ama-
zon’s Alexa [3] have introduced another convenient interaction
mechanism, complementing the traditional touch input on per-
sonal devices. With the redundant implementation of all available
functionalities in each modality [34], users can easily switch be-
tween multiple interaction options. Multimodal interaction thus
allows users to interact with their devices in a modality that suits
the immediate context. Given the dynamics of most people’s busy
lifestyles, this context may sometimes change almost instantly [35].
Yet despite a long-standing history of research on multimodal sys-
tems [16, 21], their design is still a challenging task, as each user’s
interaction with a multimodal system is different [37]. While it is
possible to activate multiple communication channels simultane-
ously, this may not be desirable. For instance, audio output can
be disturbing in public places, or even pose a threat to security
when sensitive information is read aloud by the system [14]. In an
attempt to overcome these issues, adaptive multimodal systems
use cues from the user’s chosen input modality to infer the most
appropriate output channel in a given situation [11, 28].

In most applications, the user’s first point of interaction is au-
thentication. However, given its sensitivity to security issues, the
users may log in using a different modality than they prefer for
non-critical routine tasks. Most people have reservations about
speaking a passphrase out of fear of being overheard [49]. We there-
fore investigate whether the users’ inputs for authentication differ
from their interaction preferences during non-critical tasks. We
study this question in the context of a smart home application that
can be controlled using touch our speech input. In a user study with
41 participants, we evaluate whether the input modality that is used
during login is continued to be used during the remainder of the
interaction, and whether users who use voice authentication find
speech input more usable. We further test whether it is beneficial
to the user if the system output is displayed in the same sensory
modality. Thus, depending on the input, system instructions and
responses are presented as written text or audio output.

2 RELATEDWORK
Previous work that attempts to understand user behavior when
interacting with multimodal systems has mainly focused studying
under which contexts users prefer multimodal interaction over uni-
modal input. A consensus exists that the usability of multimodal
interaction is primarily driven by the activity [32, 33, 36, 54]. How-
ever, the views on how task complexity relates to the suitability of
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multimodal interaction are conflicting. Oviatt et al. [33, 36] found
that users prefer unimodal touch or speech input when executing
simple tasks, but revert to multimodal input as the tasks become
more cognitively complex. Consistent with these findings, Mor-
ris and Ringel [32] showed that unimodal interaction is preferred
for issuing simple commands to a speech and gesture controlled
TV. When interacting with the considerably more complex image
editing application PixelTone [25], in contrast, the users preferred
multimodal interaction over using only speech or touch input. Con-
versely, elderly users seem to prefer multimodal input for control-
ling a simple TV application [12], and a recent study by Williams et
al. [54] suggests that the combined use of speech and gesture input
is more strenuous during complex tasks. Apart from external task
related variables, user specific variables influence the usability of
multimodal interaction [8, 37]. The more experienced the users are,
the more often they use multiple input modalities [8]. Once a user
has developed a preference for unimodal or multimodal interaction,
their interaction behavior remains consistent [37]. When asked
explicitly to use both speech and touch input, the modalities are
used either simultaneously (multimodal) or sequentially (unimodal).
Attempts to change the integration strategy (e.g., by introducing
frequent errors) only strengthened the previous strategy.

When given the choice between multiple interaction modali-
ties, manual input has been found to be preferred over speech in
Human-Robot [40] and Human-Computer Interaction, including a
computer-based drawing application [2] and an application to docu-
ment electronic health records in hospitals [46]. Empirical evidence
suggests that the observed preference persists even when speech is
more efficient and effective. Users of an interactive voice response
system for reporting public safety issues judged speech to be more
efficient, but most often opted for keyboard input when given the
choice [7]. In a study with a smart television [20], the traditional re-
mote control was preferred over speech interaction. Gestures were
the modality of choice for selecting virtual objects in an AR appli-
cation [26]. While this may be attributed to the higher cognitive
load of speech input [44], speech can be preferred if the benefits in
terms of efficiency and effectiveness are sufficiently high. Schaffer
et al. [45] report that users of a restaurant booking application for
mobile phones preferred speech input when it led to less interaction
steps and had a low recognition error rate. In a study investigating
text input on smartphones, Smith and Chaparro [47] report the
lowest error rates for speech input and physical keyboards. Both
modalities were also ascribed a high usability by the study partici-
pants. In an interactive map application, the users opted for manual
input for simple location specifications, but preferred speech for
more extensive and not clearly defined object descriptions [33].
Similarly, user interaction with the meeting documentation system
Archivus [29] suggest that the mouse is used for simple navigation
tasks, whereas speech input is preferred for free text entry. Since
efficiency and effectiveness depend on individual factors like de-
mographics and prior knowledge, modality preferences can differ
from person to person [23]. Dynamic context variables such as the
user’s environment and cognitive load influence the effectiveness
of an interaction modality [32]. Ideally, multimodal systems should
therefore adapt to the individual user and current situation.

Similarly, preferences for output modalities depend on the inter-
action context [12]. Adaptive multimodal systems thus dynamically

infer the user’s context from multimodal input, and present the out-
put in themodality that is most appropriate for the situation [11, 28].
While increasing usability for inexperienced users, output adapta-
tion has not been found to benefit domain experts [28].

Our short glimpse into the research landscape evidences the
importance of the task complexity and contextual factors in de-
termining the suitability of a communication channel. In contrast,
the effect of individual preferences on the interaction behavior
during different tasks is a topic that has not yet been thoroughly
researched. Specifically, little is known about the link between a
person’s mode of interaction during authentication and their sub-
sequent behavior during non-critical routine tasks. We therefore
analyze whether the behavior during login is indicative of a user’s
preferred communication channel for non-critical routine tasks.

3 THE SMART HOME APPLICATION
The desktop application “Smart Home Display" is a simple proto-
type for an adaptive smart home application. Telework has become
the norm during the Covid-19 pandemic, and about 75% of office
workers now wish to at least partly work from home [38]. Assum-
ing that the users prefer to control their home appliances through
the same device that they are already using during their office
hours, we decided to conduct the study with a desktop applica-
tion. The application can be operated using touch or speech input.
Adaptive functionalities were integrated following the FAME [15]
development guidelines for adaptive multimodal applications:

(1) Identify adaptation variables:Which variables introduce
variations from outside of the system? Users can interact with
the system through mouse input or speech. Following Turk’s
taxonomy of sensory modalities [50], we henceforth use the
term “touch input" when referring to mouse clicks. The avail-
able input modalities were chosen to maximize usability and
user confidence. Touch input is still the default control mech-
anism on consumer devices [19]. However, speech-controlled
intelligent personal assistants such as Alexa or Siri have pen-
etrated the consumer market, so that most users are now
comfortable with using speech input. In a study investigat-
ing the usability of different input modalities for smart home
appliances, users were found to be most experienced with
touch and speech input, and find these modalities the easiest
and most enjoyable to use [19]. The system adapts exclu-
sively to the input modality that was chosen by the user for
authentication. Environmental variables such as background
noise do not influence the adaptation.

(2) Identify adaptable variables:What variable system com-
ponents should respond to the outside variations? Instructions
and system responses are presented either as text, or read
aloud by the Text-To-Speech (TTS) engine.

(3) Select model attributes: What information requirements
should be stored in models? A user model stores whether
speech or touch inputwas used during the login task. The sys-
tem continuously listens for potential speech input through-
out the entire interaction. However, the user model is static,
i.e., it is not updated if the user subsequently communicates
with the system using a different input modality.
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(4) Design interaction model templates: How is information
and the relationships between components represented? The
Speech-To-Text (STT) engine informs the TTS module and
the graphical user interface (GUI) of the chosen input modal-
ity during authentication.

(5) Define adaptation rules: What rules and methods define
the adaptation? If speech (touch) is used for login, the TTS
module is activated (disabled), and all text instructions on
the GUI are disabled (activated).

The system was implemented in Python. The GUI was realized
with Tkinter [17] which provides convenient functionalities for
rapid prototyping. TTS conversion was realized with Window’s
native Microsoft Speech API (SAPI 5.3) [30]. It was accessed
through the pyttsx3 Python library. The online Python library
SpeechRecognition establishes an interface to the Google Speech
Recognition engine. It has been found to deliver superior recogni-
tion performance compared to other state-of-the-art speech recog-
nition engines [24]. The speech recognition engine runs in the
background and continuously listens for speech input.

3.1 Authentication procedure
When starting the application, the experimental instructions are
displayed on the screen and simultaneously read aloud by the sys-
tem. After 20 seconds, the participants are automatically routed to
the authentication page. Authentication is a critical security mech-
anism for Smart Homes in order to protect services such as paid TV
channels from unauthorized access [39]. It is of particular impor-
tance for voice assistants due to the often sensitive nature of their
services and is typically the first point of interaction with the sys-
tem. Unlike personal computing devices, smart home applications
cannot delegate the authentication task to password management
systems that automatically fill in the password, because they would
grant access to any person inside the house.

Two alternative authentication tasks that are commonly used on
consumer devices were implemented. Both tasks use a secret (i.e.,
user-specific knowledge) for authentication, independent of the
chosen input modality. Note that this text-dependent authentica-
tion method differs from biometric voice authentication, where the
user’s identity is verified based on a set of vocal parameters [42].
We chose this approach so that authentication would be based
on the same type of credential, independent of whether touch or
speech was used. In the study, one authentication was chosen by
the system at random. This allowed us to investigate whether the
input mechanism that was chosen for authentication was biased
by the authentication task. Login 1 uses identical tasks for touch
and speech input. The user has to enter the PIN “5678", using either
the number pad displayed on the screen, or saying the number
sequence out loud. Login 2 uses a different task for each input
modality. If choosing touch, the user is requested to draw a simple
pattern onto the display. This authentication procedure is widely
used on Android smartphones [51], and therefore provides both
familiarity and high usability. Alternatively, the user can speak
the sentence “I wish to enter". In both tasks, the cognitive effort
if using touch is comparable to speech input (cf. Section 5.1). We
can therefore assume that the choice of the input modality is not

influenced by the amount of intrinsic cognitive load (i.e., the mental
effort induced by the task itself).

By using two authentication methods (Login 1 vs. Login 2), we
account for the legacy bias that might be associated with the au-
thentication tasks. PIN authentication traditionally requires touch
input, since speech can induce a security breach in public spaces.
Users might therefore be more inclined to use touch input for PIN
authentication on the smart home application, even though in the
safety of their own home, speech input does not reveal the secret
PIN to unauthorized individuals.

Since the speech recognition rate for numerical digits is com-
paratively low (about 75%) [5], we anticipated performance issues
during speech-based PIN authentication. In order to not discourage
participants from using speech authentication and thus bias their
modality selection, we applied a Wizard of Oz experimental design
in which authentication verification was omitted. We did not verify
whether the provided spoken input during the login was correct.
In contrast, spoken input after the authentication needed to be
recognized correctly in order for the system to respond.

3.2 Smart home functionalities
In our user study, we aimed to obtain a balanced sample of par-
ticipants using either of the available input mechanisms for the
noncritical routine task. At the same time, we did not want to bias
their choice by using a task that could objectively be accomplished
more conveniently with one input modality. The chosen form of
interaction should be entirely the result of a personal preference.
We therefore selected a scenario in which both modalities would
naturally be equally convenient to use. Given that the users are al-
ready seated in front of their computer in the orchestrated telework
scenario, the mouse lies within easy reach. Speech interaction is typ-
ically only preferred under specific circumstances [12, 29, 32, 33]. It
has been found to be especially useful when executing simple tasks
that require only minimal input [1, 27]. The system thus provides
control panels for three smart home functionalities that can be
navigated with short and simple commands: By selecting “Weather
Forecast", the user can request a detailed weather report for one
of the seven days of the week, which is then retrieved with the
Python library Pyowm. The “Air Conditioning" functionality allows
the user to increase or decrease the room temperature by pressing
the respective button, or by saying “up" or “down". In the “Light"
control panel, the lights of three rooms can be switched on or off.

All functionalities can be executed using touch or speech input.
Speech commands correspond to the button labels. Instructions
and system responses to user actions are provided in audio or text
format, depending on the modality that was used for authentication.

4 USER STUDY
The objective of the user study was to test whether users who favor
voice over touch authentication in a multimodal system also find
speech more useful during non-critical routine tasks:

H1: Voice authenticators are more inclined to
use speech input in non-critical tasks.

The hypothesis is based on the empirical finding that ease of use
is the most important modality selection criterion in authentication,
even more so than confidence and privacy [48]. Since this is also the
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case for non-critical tasks [13],H1 assumes that the same modality
is preferred for authentication and non-critical tasks.

Modality switches induce additional cognitive load [13, 43]. Bui-
sine et al. [9] therefore suggest that system output must be pre-
sented in audio format if the user of a multimodal system chooses
speech input (symmetry principle). Symmetric multimodality has
been applied to multimodal systems [53], but there is still a lack of
evidence on how it affects usability. We thus investigated whether
those who communicate through speech prefer audio output over
written text. We formulate the following hypothesis:

H2: Users prefer system output in the same
modality they use for input commands.

To test our hypotheses, a between-subjects experimental design
with one experimental group and one control group was adopted.
Participants could authenticate themselves using either touch or
speech. In the experimental group, system output was presented in
the modality that is most logically associated with the sensory input
from the login task. Participants who authenticated themselves
using touch received exclusively visual output. For those who had
logged into the system using speech, the TTS engine converted all
text elements into audio output, and written text was removed. For
example, if a user logged in using speech input, the weather forecast
was provided with audio output exclusively. In the control group,
in contrast, all system outputs were presented in the modality that
was not consistent with the chosen authentication modality.

4.1 Apparatus
Participants were seated in front of an HP laptop with a 1.6GHz
i5-8250U processor and 16GB RAM. The GUI was projected onto
the laptop’s display (1920x1080 pixels). It was ensured that a stable
wifi connection persisted throughout each experimental trial in
order to prevent network induced performance issues of the speech
recognition. In compliance with existing Covid-19 regulations, par-
ticipants were wearing face masks while interacting with the smart
home application. To compensate for muffled voice input, a Jabra
Evolve 40 headset was connected to the laptop.

4.2 Participants
We recruited 41 campus residents and their personal contacts (23
female, mean age = 26.1 ± 3.4) for the experiment. 11 participants
were enrolled in an undergraduate program at our university. 27
were currently pursuing or had already completed a graduate de-
gree. Participants were from a total of 14 nationalities (22 South or
East Asian, 19 European), with none speaking English as their first
language. No participant had any sensory impairment that could
affect the usability of an interaction modality. Participation was
voluntarily, and no monetary or equivalent incentive was given.

4.3 Procedure
Before starting the experiment, the subjects were informed that
they were participating in a research study in which they would
interact with a smart home application. They were told that their
mouse and speech inputs were being recorded. After the trial, they
received a detailed explanation about the objective of the study.

Before using the system, the participants were given the login
data. Since the experiment consisted of a single session and no

individual user accounts were created, the same PIN was used for
all participants. The experimenter then left the room so that the
participants would not be disturbed. Upon starting the application,
the following instructions were displayed on the computer screen:
“Thank you for trying out Smart Home Display. You can log in using
spoken commands or the mouse. After logging in, please feel free
to browse through the menus and explore Smart Home Display."
Once the participants had finished exploring the system, they were
presented a questionnaire to rate their perceived workload for the
authentication task and the usability of speech input and output.

4.4 Metrics
The perceived workload of authentication was used as a con-
trol variable to test whether the modality choice was biased by the
intrinsic cognitive load of the task itself. It was measured with items
from the NASA Task Load Index [18] on a 7-point Likert scale:

• A1: How mentally demanding was the login?
• A2: How physically demanding was the login?
• A3: How hurried or rushed was the pace of the login?
• A4: How successful were you in accomplishing the login?
• A5:Howhard did you have towork (mentally and physically)
to accomplish the login?

• A6: How insecure, discouraged, irritated, stressed and an-
noyed did you feel during the login?

Usability of speech input was used as a subjective measure
of the users’ attitude towards speech interaction. It was evaluated
on a 7-point Likert scale with effort and performance expectancy
measures adapted from the UTAUT [52]:

• U1: Using speech interaction enables me to accomplish tasks
more quickly than with traditional mouse interaction.

• U2: My interaction with the smart home application is clear
and understandable.

• U3: Using speech gives me greater control over the system
than using mouse-based inputs.

• U4: Using speech makes it easier to interact with the smart
home application than using the mouse.

• U5: Using speech to interact with the system is cumbersome.
• U6: The smart home application responded to my speech
input in a timely manner.

• U7: I wished that the system better recognized my speech.

The interaction behaviorwas used as an objective measure for
their attitude towards speech input. All user input was logged along
with the corresponding timestamp. For speech input, additional
parameters were logged in order to assess the quality of the speech
recognition. We recorded all predicted speech alternatives and their
confidence values. Confidence scores (ranging from 0 to 1) indicate
how reliable the STT conversion is [22]. From the raw log data,
we defined three metrics related to the user’s modality choice, and
three additional indicators for the speech recognition quality. The
metrics and their calculations are summarized in Table 1.

Subjective preferences for output modalities were measured with
six UTAUT items. The items were adapted to assess the usability
of text and audio output of the smart home application:
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Construct Metric Definition

modality
choice

click_count Total number of clicks during the entire interaction
speech_count Total number of recognized speech inputs from the entire interaction
speech_ratio Ratio of speech input to total input: speech_count

speech_count + click_count

speech
recognition
quality

avg_speech_confidence Mean speech recognition confidence for a user, calculated from the
confidence value for the final speech alternative

executable_command_count Number of speech inputs that result in the successful execution of the
associated command (excluding input where some speech was
recognized, but could not be associated with a command, either
because a wrong keyword was used, or the words were not recognized
correctly)

executable_command_ratio Ratio of executable to total speech input: executable_command_count

speech_count

Table 1: Metrics used to analyze the log data.

• O1: I find it useful to receive spoken instructions.
• O2: Receiving spoken instruction enables me to accomplish
tasks more quickly than with text instructions.

• O3: Spoken instructions make using the system more inter-
esting.

• O4: It scares me to think that I could miss important infor-
mation if the instructions were only displayed as spoken
messages.

• O5: I would have wished to receive more spoken audio in-
structions.

• O6: I would have wished to receive more text instructions.

5 RESULTS
Participants spent on average 3.61 minutes (σ = 2.72 minutes) ex-
ploring the smart home application. After excluding one sample
due to missing data in the log file, we retained 40 valid data records.

The participants’ modality choice for authentication was fairly
evenly distributed. 16 subjects authenticated themselves using
speech, and 24 subjects opted for touch input (cf. Table 2).

Authentication task Touch input Speech input Total
Login 1 (PIN) 17 4 21
Login 2 (phrase/ pattern) 7 12 19
Total 24 16 40

Table 2: Input modality usage per authentication task

5.1 Task validation
We first assessed whether the modality choice was influenced by
dissimilar effort for authentication with speech versus touch. We
analyzed whether participants logging into the system with speech
perceived the cognitive workload for the task differently than those
using touch. A two-sided t-test showed that cognitive workload
does not significantly differ between the two input modalities (p-
value = .351). Looking at each authentication task individually, we
did not find a significant modality effect either, neither for Login 1 (p-
value = .481) nor for Login 2 (p-value = .187). The tasks can therefore
be assumed to evoke similar cognitive workload, independent of
whether they are executed using speech or touch. We concluded

that the authentication procedures that were used in the study did
not bias the participants’ choice of input modality.

5.2 H1: Voice authenticators are more inclined
to use speech input in non-critical tasks

In our quest to answer H1, we investigated the link between the
participants’ choice of login modality and their attitude towards
voice input as a control mechanism for the smart home application.
We tested the link for two different measures of attitudes towards
voice input. Responses from the follow-up questionnaire were used
as a subjectivemeasure of the usability of speech input. Additionally,
we used the interaction behavior as an objective measure.

Correlation with perceived usability: To determine whether the
authentication modality affects the perceived usability of speech
input during later interactions, we summarized the usability metrics
U1-U7 into three constructs representing Ease of Use (U1, U4, U5),
Confidence (U2, U3), and Perceived Success (U6, U7) of speech input.
Table 3 shows that speech authenticators assign slightly higher
usability scores to Ease of Use and Confidence, while evaluating
Perceived Success lower than touch authenticators. Yet the effect is
not significant for any of the usability constructs. Using two-sided
t-tests, we also found no significant effect for any of the individual
usability metrics. We conclude that speech authenticators did not
ascribe a higher usability to speech input than touch authenticators.

modality Ease of Use Confidence Perceived Success
(U1, U4, U5) (U2, U3) (U6, U7)

Touch µ 3.26 3.77 2.29
σ (1.58) (1.35) (1.59)

Speech µ 3.73 4.06 2.06
σ (1.07) (1.06) (1.39)
p-value .2854 .4627 .6424

Table 3: Usability evaluation of speech input per chosen au-
thenticationmodality. Statistical significance of inter-group
differences are calculated with a two-sided t-test.

Correlation with interaction behavior during routine tasks: We an-
alyzed whether the participants’ input choice during authentication
is representative for later input choices. Table 4 summarizes the
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(b) Sequential development of the number of participants using speech vs.
click input during the first 50 interactions.

Figure 1: Usage of input modalities after authentication

average values of the interaction metrics for the two experimental
groups (i.e., touch vs. speech authentication).

modality click speech speech modality
_count _count _ratio _switches

Touch µ 43.17 5.08 12.85% 8.75
σ (44.08) (5.13) (14.26%) (5.76)

Speech µ 32.06 5.56 16.56% 8.25
σ (16.80) (2.83) (9.11%) (4.02)
p-value .2828 .7138 .3338 .7564

Table 4: Interactions per chosen authentication modality.
Significance of inter-group differences is calculated with a
two-sided t-test.

Figure 1a shows that the median speech_ratio of voice au-
thenticators is higher than for participants who logged into the
system using touch input. Yet a two-sided t-test shows that the
participants’ choice of input modality after authentication does
not significantly differ between the experimental groups. From the
modality usage over time (cf. Figure 1b) it can be seen that the
proportion of speech input from voice authenticators does not grad-
ually decline. Rather, directly after authentication, the majority of
the users switch to touch interaction. Touch input is the overall
dominant input modality, independent of the chosen authentica-
tion modality. Yet most participants frequently revert to speech
input multiple times throughout the interaction, with on average
8.6 modality switches.

Interaction effects: Since the task complexity did not change
throughout the interaction, other factors must be responsible for

the participants’ frequent switching behavior. Contrary to obser-
vations that have been reported in the literature, the participants
in our study used speech input more often for directional com-
mands such as “up"/“down" (56.6%) than for semantic commands,
e.g., for selecting of the “Weather Forecast" control panel. For touch
input, we observed the reverse: 57.4% of clicks were attributed to
semantic commands. A preference for touch input has typically
been related to directional commands for controlling continuous
functions [6], whereas the directional commands in our smart home
application are used for singular adjustments (e.g., switching on
the light). Speech input is preferred for semantic commands that
are considerably longer [1] or not clearly defined [10]. In contrast,
we used very short commands throughout the experiment. With
the experimental setup of our user study and with the configura-
tions of our smart home application, we did not find clear modality
preferences for a specific command type that would explain the
switching behavior.

We therefore verified whether the quality of the speech recog-
nition had an effect on the observed interaction behavior of the
participants. The logged speech input data shows that the speech
recognition quality is highly dispersed across the participants, with
the executable_command_ratio ranging from .2 to 1. (mean = .687,
stdv. = .265). The executable_command_ratio indicates the num-
ber of speech inputs that resulted in the successful execution of the
associated command in relation to the total number of registered
speech inputs. Its observed mean value translates into an average
recognition error of 31.3%. The avg_speech_confidence ranges
from .538 to .933 (mean = .847, stdv. = .070). Yet Pearson’s correlation
coefficient provides no evidence that a higher speech recognition
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quality increased the use of speech input. As can be seen in Fig-
ure 2, a higher ratio of successfully executed speech commands
is even negatively correlated with speech_ratio (corr. = -.11, p-
value = .52).
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executable_command_ratio
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Figure 2: Correlation of the number of speech inputs with
the number of executable commands. Significance is calcu-
lated for the combined data of both experimental groups. No
positive relationship exists between the ratio of successfully
executed spoken commands and the use of speech input.

However, as can be seen from the data in Figure 3, perceived
usability correlates with the quality of the speech recognition.
Both Confidence (corr. = .27, p-value = .09) and Perceived Success
(corr. = .32, p-value = .04) are positively correlated with the number
of successfully executed speech commands, measured by the metric
executable_command_ratio. The relationship is significant on a
95% confidence level. It thus appears that, while speech recognition
quality does not influence the users’ actual use of speech input,
it does have an effect on their perceived usability of speech as an
input modality.

Based on our findings, we reject the hypothesis that the chosen
mode of authentication reveals a stronger inclination to use speech
input in non-critical tasks (H1). Instead, attitudes towards speech

interaction are formed gradually as the users perform the routing
task, and are mainly driven by the quality of the speech recognition.

5.3 H2: Users prefer system output in the same
sensory modality they use for input
commands

Our previous analyses revealed that the users do not necessarily
continue using the communication channel they used during the
authentication procedure. We therefore first tested H2 for the cho-
sen authentication modality. We then repeated the analysis for
the dominant input modality during the subsequent non-critical
routine tasks.

Correlation of authentication input with usability of speech output:
We tested whether participants of the treatment group (i.e., system
outputs match the authentication modality) evaluated the system
usability different than participants of the control group (i.e., system
outputs do not match the authentication modality).

Figure 4 shows the participants’ Perceived Usability (measured
as the mean value of O1-O4), as well as the degree to which they
felt that Insufficient Audio (O5), or Insufficient Text (O6) output was
available.

From the distributions in Figures 4a-4b it can be seen that voice
authenticators feel more strongly than touch authenticators that
they should have received more audio output when presented ex-
clusively with text, and wish they had received less text. Touch
authenticators are generally satisfied with the output they receive,
independent of whether it is presented in text or audio format.
However, a two-sided t-test shows that, for both O5 and O6, the
difference between the experimental groups is not statistically sig-
nificant.

Paradoxically, Perceived Usability is evaluated slightly higher by
participants of the control group, where the output modality did not
match their chosen authentication modality (cf. Figure 4c). Yet the
effect is not significant. The fine-grained analysis of the individual
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Figure 3: Usability evaluation of speech input in relation to speech recognition quality. Speech recognition quality ismeasured
by the metric executable_command_ratio.
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(c) Perceived Usability

Figure 4: Usability evaluation of text and audio output in dependence of the chosen authentication modality.

usability measures (O1-O4) in Table 5 shows that, even when exam-
ined in isolation, the difference between the experimental groups
is not significant for any of the measures.

Correlation of routine task input with usability of speech output:
Given that we did not find a clear link between the authentication
modality and the frequency of speech interactions in subsequent
non-critical routine tasks, we additionally tested whether users
who more frequently used speech input throughout the entire in-
teraction had a more positive perception of the usability of speech
output. While a small positive correlation exists (cf. Figure 5), the
relationship is not significant (corr. = .11, p-value = .52).
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Figure 5: Usability evaluation of speech output in relation
to the frequency of speech interaction during non-critical
routine tasks (measured by speech_ratio).

Our data therefore provide no support for the hypothesis that
users prefer system output in a format that matches their sensory
input modality (H2). This finding is consistent across all evaluated
task types, and thus applies to security sensitive authentication as
well as non-critical routine tasks.

6 DISCUSSION
Based on the data from our 40 study participants interacting with
the smart home application, we found indications that users who
authenticate themselves using speech do not necessarily perceive
speech input and output as more usable. What is more, they do not
use speech interaction more frequently during non-critical routine
tasks than touch authenticators. We therefore found no support
for the hypothesis that the interaction behavior during login is
representative for the user’s inclination to use speech input in non-
critical tasks (H1). The finding is robust to the quality of the speech
recognition engine: A high number of recognition errors does not
prevent the users from issuing spoken commands, although it does
negatively impact their perceived usability of speech input. Similar
behaviors have been observed in a study by Rebman et al. [41],
where users of a meeting support applications were dissatisfiedwith
the speech recognition quality, but would still use the technology for
future interactions. In contrast, Schaffer et al. [45] report opposing
results from a study in which the users of a restaurant booking

output authentication Perceived Usability Insufficient Audio Insufficient Text

O1 O2 O3 O4 O5 O6

Text

touch N = 20 µ 4.60 3.75 4.70 4.35 3.40 3.55
σ (1.91) (1.97) (1.97) (1.74) (1.77) (1.60)

speech N = 4 µ 5.50 4.25 5.25 5.50 4.50 2.50
σ (1.66) (1.92) (1.48) (0.87) (1.66) (0.87)

Audio

touch N = 4 µ 6.00 5.25 6.00 4.00 4.25 3.50
σ (0.00) (1.48) (1.00) (1.41) (1.64) (1.66)

speech N = 12 µ 5.00 4.50 4.67 4.58 3.25 4.00
σ (1.78) (2.06) (1.93) (1.75) (1.23) (0.91)

Table 5: Usability evaluation of audio output per authentication and activated output modality.
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system for mobile phones were less likely to choose speech over
touch input if the speech recognition quality was poor.

We further found that users who more frequently favor speech
input over touch do not evaluate speech output more positively
than those who have a general preference for touch input (H2).

The study was conducted in a private space where security
threats are minimized. Yet even in this protected environment,
we did not find a correlation between voice authentication and the
users’ attitude towards voice-based interaction in non-critical tasks.
While we anticipated concerns about speaking a PIN aloud, the
participants’ answers to A6 (“How insecure, discouraged, irritated,
stressed and annoyed did you feel during the login task?") indicate
that the participants who used the PIN based speech authentication
felt the most secure, even compared to touch authenticators. Thus,
we observed no influence on the users’ trust in the system. It is
therefore safe to assume that the authentication modality will also
not correlate with inputs for non-critical tasks in other contexts,
including public spaces.

These findings have two important implications for the design
of multimodal systems that adapt the output format to the user’s in-
teraction behavior. First, the sensory modality that the user chooses
for the first few inputs does not necessarily match their preferred
output modality. This is independent of whether the input is used
for authentication or for the execution of non-critical routine tasks.
Instead, preferences are formed gradually. We therefore anticipate
that a static one-time adaptation of the output format to the user’s
input during the first few interactions would not be beneficial to
the user. Thus, both output modalities should be provided until
a clear preference is discernible. Second, multimodal interfaces
should listen to all input channels throughout the interaction. Since
we observed many modality switches, it would be detrimental to
the usability if the system stopped listening to one input channel.
Instead, input fusion techniques [16] should be considered.

The study that we present in this paper concludes the exploratory
phase of a long-term project. The insights we gained from this study
will allow us to further improve the prototype application and
remove technical barriers to using speech interaction. The current
version of the application requires the users to say the exact words
that are written on the actionable element. A detailed analysis
of the log files showed that 63% of input recognition errors were
caused not by poor performance of the speech recognition engine,
but the use of an incorrect keyword. This is consistent with the
findings from previous studies which suggest that some users prefer
to activate a button by saying the command written on the element,
while others refer to its order position on the screen [12, 32]. In the
next iteration, we will therefore allow for more flexible commands.

We will build on the findings from this study in order to con-
duct a field experiment with a large and heterogeneous sample.
Observing interactions over a larger time span and in the users’
natural environment will reduce experimental effects which might
bias the users’ choice of an interaction modality [32]. This will
allow us to see whether the input modality that dominates over
a prolonged usage allows to draw conclusions about the user’s
preferred output format in specific situations. If such a relationship
exists, the output format could be dynamically adapted to the user’s
situational preferences. In addition to the chosen communication

channel, situational preferences take into account the concomitant
contextual factors such as ambient noise and the current location.

7 CONCLUSION
We conducted a study with 41 participants to assess whether the
use of touch or speech input during authentication with a smart
home application reveals the user’s attitude towards speech inter-
action during non-critical routine tasks. We found that, even in the
secure environment of a private home, users do not necessarily au-
thenticate themselves with the modality they prefer for subsequent
system inputs. The users’ authentication behavior is therefore no
reliable indicator for inputs during non-critical routine tasks. We
further found that matching the output presentation (i.e., text vs.
audio) to the communication channel that was used to issue the first
few commands (i.e., touch vs. speech) does not increase the system
usability. This finding is consistent for all task types, including both
security sensitive authentication and non-critical routine tasks.

Building on these findings, we will extend the study in a long-
term field experiment to observe interaction patterns over an ex-
tended period of time. We hope that this will allow us to conclude
whether contextual input preferences from prolonged interactions
can be used for dynamic adaptation of multimodal systems.
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