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Abstract

The schema matching task is an integral part of the data integration process. Itis
usually the first step in integrating data. Schema matching is typically very com-
plex and time-consuming. It is, therefore, to the largest part, carried out by hu-
mans. One reason for the low amount of automation is the fact that schemas are
often defined with deep background knowledge that is not itself present within
the schemas. Overcoming the problem of missing background knowledge is a
core challenge in automating the data integration process.

In this dissertation, the task of matching semantic models, so-called ontolo-
gies, with the help of external background knowledge is investigated in-depth in
Part I. Throughout this thesis, the focus lies on large, general-purpose resources
since domain-specific resources are rarely available for most domains. Besides
new knowledge resources, this thesis also explores new strategies to exploit such
resources.

A technical base for the development and comparison of matching systems
is presented in Part II. The framework introduced here allows for simple and
modularized matcher development (with background knowledge sources) and
for extensive evaluations of matching systems.

One of the largest structured sources for general-purpose background knowl-
edge are knowledge graphs which have grown significantly in size in recent years.
However, exploiting such graphs is not trivial. In Part III, knowledge graph em-
beddings are explored, analyzed, and compared. Multiple improvements to ex-
isting approaches are presented.

In Part IV, numerous concrete matching systems which exploit general-pur-
pose background knowledge are presented. Furthermore, exploitation strate-
gies and resources are analyzed and compared. This dissertation closes with a
perspective on real-world applications.
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Zusammenfassung

Schema Matching ist ein wesentlicher Bestandteil des Datenintegrationspro-
zesses. Es stellt typischerweise den ersten Schritt der Datenintegration dar. Sche-
ma Matching ist sehr komplex und zeitaufwéndig. Es wird — zu grof3en Teilen —
noch immer von Menschen ausgefiihrt. Ein Grund fiir den niedrigen Grad der
Automation hierbei ist die Tatsache, dass Schemata sehr oft mit Kontextwissen
modelliert werden, welches letztendlich jedoch nicht Teil des Schemas wird.

In der vorliegenden Dissertation wird das Matching semantischer Modelle,
sogenannter Ontologien, unter Zuhilfenahme externen Kontextwissens grundle-
gend erforscht; dies geschieht in Teil I dieser Arbeit. Ein Fokus liegt hierbei auf
grofien, allgemein gefassten Wissensressourcen, da fachspezifische Ressourcen
fiir die meisten Doménen nur selten verfiigbar sind. Neben der Untersuchung
neuer Wissensressourcen werden in dieser Dissertation auch Methoden betra-
chtet, um solche Ressourcen sinnvoll zu nutzen.

Eine technische Grundlage fiir die Entwicklung und den Vergleich von Match-
ingsystemen wird in Teil II vorgestellt. Das hier eingefiihrte Framework erlaubt
einfaches, gegebenenfalls kontextwissenbasiertes, sowie modulbasiertes Entwick-
eln von Softwareartefakten. Ferner bietet das vorgestelle Framework umfassende
Moglichkeiten der Evaluation von Matchingsystemen.

Eine der grofSten strukturierten Ressourcen fiir allgemein gefasste Wissensres-
sourcen sind Wissensgraphen (sogenannte knowledge graphs), welche in den
letzten Jahren wesentlich gewachsen sind. Nichtsdestotrotz ist die Nutzung sol-
cher Wissensgraphen nicht trivial. Teil III dieser Arbeit untersucht, analysiert
und vergleicht sogenannte knowledge graph embeddings. Mehrere Verbesserun-
gen bereits existierender Verfahren werden vorgestellt.

In Teil IV werden zahlreiche konkrete Matchingsysteme, welche allgemein
gefasste Wissensressourcen nutzen, vorgestellt. Zudem werden Nutzungsstrate-
gien und Ressourcen analysiert und verglichen. Diese Dissertation wird mit
einem Blick auf praxisorientierte Anwendungsfille abgerundet.
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Chapter 1

Introduction

The ubiquity of data influences the decision of individuals and businesses. In-
formation systems empower a traveler to find the cheapest price of a flight and
help a warehouse manager ensure that a warehouse is never short on goods. The
performance of such systems is driven by their ability to process information.
A core feature of information processing is the capacity to consume multiple,
heterogeneous sources of data. Therefore, data needs to be integrated. Data
integration describes the effort to allow for unified access across multiple au-
tonomous and heterogeneous sources of data [107]. Data integration generally
increases the value of an information system. The traveler in the introductory
example, for instance, will obtain the highest value for his information intent
if all flights of all airlines are considered. Data integration is, therefore, a vital
process in improving existing information systems. For businesses in the 21°%"
century, processing data — ergo integrating data — is a competitive advantage.
The process of integrating data can be divided into multiple steps [561, 301]: (1)
Schema Matching, (2) Schema Translation, (3) Record Linkage, and (4) Data Fu-
sion. This dissertation focuses on the first step of matching schemas, the task
of finding semantically related elements in two schemas. The most important
relation here is equivalence which is also the focus of this dissertation. Schema
matching is mainly necessary because schemas are heterogeneous. Particularly
semantic heterogeneity is a challenging factor.

The schema matching task is typically very complex and, to the largest part,
carried out by humans. One reason for the low amount of automation is the
fact that schemas are often defined with deep background knowledge that is not
itself present within the schemas. Overcoming the problem of missing back-
ground knowledge is a core challenge in automating the data integration pro-
cess.
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While background knowledge is missing in the data integration process, there
is an increasing supply of publicly available, large data sources such as open dic-
tionaries, knowledge graphs, or deep learning models that contain latent back-
ground knowledge.

In addition to newly available background knowledge sources, new tech-
niques for using knowledge graphs emerged and yielded promising results in
other settings such as traditional machine learning problems. Combining knowl-
edge graphs and embedding techniques for the task of schema matching is,
therefore, particularly interesting.

This thesis explores and compares multiple general-purpose background
knowledge sources and exploitation strategies for schema matching. Hereby, a
focus is also put on novel latent exploitation techniques in the area of knowledge
graph embeddings.

1.1 Research Questions

The main goal of this thesis is to answer the overarching question How can gen-
eral-purpose background knowledge be exploited in ontology matching? In or-
der to answer this question, several subordinate research questions have been
enunciated. These sub-questions are listed below’ together with the parts and
chapters which address them:

* RQ1 How can matching systems be developed and evaluated in a re-usable
way? Developing matching systems is not easy. In order to develop, an-
alyze, and compare matching systems, a comprehensive framework is re-
quired. This question is addressed mainly in Part II. Additionally, through-
out this thesis, individual matching components are highlighted and inte-
grated into an overall framework.

* RQ2 How can very large background knowledge sources be exploited as
background knowledge? Large knowledge sources are challenging in many
ways. Cases in point are knowledge graph embedding approaches: Most
embedding approaches do not scale to very large graphs such as Wiki-
data. Furthermore, knowledge graph embedding vectors can easily re-
quire multiple gigabytes of free disk storage together with further hard-
ware requirements to process the vectors. In many instances, this is im-

"The provided enumeration contains still a high level of abstraction. Individual chapters may
further refine these questions and cover sub-aspects. In the enumeration, each research question
(RQ) is assigned to a number to form an identifier; this identifier is used consistently throughout
this dissertation.
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practical; a case in point is submitting a matching system to an ontology
evaluation campaign. This research question is addressed in Part III Chap-
ters 8 and 9 of this thesis.

* RQ3 What are knowledge graph embeddings really learning and how can
this be influenced? Embeddings are a powerful way of exploiting knowl-
edge graphs. However, in many instances, it is not clear what is actu-
ally learned by the approaches. This dissertation analyzes, compares, and
presents new approaches to knowledge graph embeddings. This research
question is addressed throughout Part III of this dissertation.

* RQ4 How do changes in the background knowledge source and the exploita-
tion strategy affect automated matching? When using general-purpose
external background knowledge for the matching operation, multiple re-
sources are available to choose from. In addition, numerous strategies
exist to exploit a knowledge source. Individual matching approaches are
presented and evaluated throughout Part IV. In Chapter 18, a systematic
evaluation of strategies and resources is presented to explore this ques-
tion.

* RQ5 What are applications of background-knowledge-based matching sys-
tems? Applications are found throughout this dissertation but are explic-
itly addressed in Part IV where multiple individual matching systems are
presented and evaluated; moreover, multiple real-world applications are
discussed.

1.2 Contributions

This thesis contains numerous diverse contributions in the area of ontology match-
ing and knowledge graph matching, knowledge graph embeddings, and the ex-
ploitation of general-purpose background sources in schema matching. More
specifically, the following contributions are made:

* Review of Background Knowledge in Ontology Matching The first con-
tribution of this thesis is an in-depth analysis of background knowledge
usage in ontology matching. This contribution is addressed in Chapter 3.

* Modern Open-Source Matching Framework The second contribution is a
mature matching framework for matcher development, evaluation, fine-
tuning, and packaging. It is used for all matcher development and evalua-
tion tasks carried out in this dissertation. Therefore, it goes beyond simple
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evaluation capabilities but contains state of the art matching components.
The matching framework has significant third-party usage in the ontology
matching community. The contribution is primarily addressed in Part II
of this dissertation.

This contribution is joint work with Sven Hertling.

* Systematic Comparison of Knowledge Graph Embedding Approaches An-
other contribution is the systematic comparison of knowledge graph em-
bedding approaches for data mining and knowledge graph embedding
approaches for link prediction. The contribution is primarily addressed
in Part III Chapter 7.

This contribution is joint work with Nicolas Heist.

* Embedding Accessibility Knowledge graph embeddings are computation-
ally expensive to calculate and also to consume. This dissertation con-
tributes to improved accessibility for knowledge graph embeddings. This
aspect is covered in Chapters 8 and 9.

* Improvement to Existing Knowledge Graph Embedding Algorithms In
this dissertation, the RDF2vec algorithm is extended and evaluated, lead-
ing to significant performance improvements on many tasks. This contri-
bution is mainly addressed in Chapters 10 and 11.

* Provisioning of a new Embedding Gold Standard Most if not all embed-
ding approaches have in common that it is not definitely clear what is
learned. In this dissertation, a novel gold standard based on description
logic (DL) is presented in Chapter 12 to analyze embeddings in depth.

* Systematic Review of RDF2vec Approaches RDF2vec (and other knowl-
edge graph embedding approaches) come in many flavors. This disserta-
tion analyzes them in Chapter 13 and derives recommendations for vari-
ous tasks.

* Matching Systems Exploiting Background Knowledge This dissertation
contributes multiple novel matching systems exploiting various background
knowledge resources using explicit and latent strategies. This contribu-
tion is primarily discussed in Chapters 15, 16, and 17.

* Extensive Analysis of Datasets and Strategies Another contribution is the
extensive analysis of datasets, exploitation strategies, and their interrela-
tions made in Chapter 18.
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* Presentation of Practical Applications Lastly, Chapter 19 presents the ap-
plication of matching systems in real-world applications.

In addition to the contributions mentioned above, multiple software and da-
taset contributions were made. Except for parts in Chapter 19, all implementa-
tions are publicly available. The most notable contributions with 3" party us-
age are the Matching EvaLuation Toolkit (MELT)” and jRDFZvecg‘ A compilation
can be found in Table 1.1.

1.3 Thesis Outline

The structure of this dissertation is visualized in Figure 1.1. It is divided into five
parts (dark gray boxes in the figure). Each part consists of one or more chapters
(white boxes with a chapter indicator in square brackets in the figure). White
boxes without a chapter indicator symbolize topic areas within a chapter in Fig-
ure 1.1. Some chapters focus specifically on a matching system which exploits
general-purpose background knowledge. In the figure, those chapters are ad-
ditionally annotated with respect to the exploitation method being (A) latent or
(B) explicit.4 In the following, each part and chapter are shortly summarized.

Part I: Motivation and Foundation This partintroduces the reader to the topic.
It is comprised of the following chapters:

Chapter 1: Introduction This chapter motivates the dissertation at hand
and introduces the underlying research questions. It further summarizes
the contributions of this PhD project and provides an overview of the
structure of this dissertation.

Chapter 2: Fundamentals This chapter introduces basic concepts of
data integration, semantics, the Semantic Web, ontology matching, and
knowledge graphs.

2https ://github.com/dwslab/melt/

3h‘l:tps ://github.com/dwslab/jRDF2Vec

*We limit this annotation to chapters dedicated to concrete matching systems for improved
clarity. Latent and explicit matching methods are also explored in other chapters, such as Chap-
ter 6, where a latent method is also evaluated but not the core contribution.


https://github.com/dwslab/melt/
https://github.com/dwslab/jRDF2Vec
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Name Description Chapters | URL
Absolute Orientation Implementation and evaluation concern- 14 a

ing rotations of embedding spaces for on-
tology matching.
ALOD2vec Matcher The implementation of the ALOD2vec 17 b
matching system.
DL-Evaluation-Framework | A framework to evaluate knowledge graph 12 ¢
embeddings on description logics test
cases.
DL-TC-Generator A generation framework for a gold stan- 12,13 d
dard for knowledge graph embeddings.
The repository contains also a dataset.
jRDF2vec A high-performance implementation for 9,10 €
RDF2vec embeddings and their deriva-
tions.
KBC Evaluation An evaluation framework to evaluate 7 f
knowledge base completion predictions.
KBC Predictions A gensim extension to automatically pro- 7 g
duce knowledge base completion predic-
tions.
KGE Models All knowledge graph embedding models 8 h
are made publicly available via KGvec2go.
KGvec2go Server code for KGvec2go and its API. 8 !
MELT The Matching EvaLuation Toolkit is alarge | 4, 5,6, 16 J
knowledge graph matching and evalua-
tion framework.
ODP GS A gold standard which links open data - K
publishers to Wikidata and DBpedia URIs.
The gold standard can be used to evalu-
ate and/or train entity linking systems. For
more information, see [398].
Wiktionary Matcher The implementation of the Wiktionary 15 !
Matcher ontology matching system.
ahttps://github.com/guilhermesfc/ontology-matching—absolute-orientation
bhttps://github.com/janothan/ALUDQVecMatcher
“https://github.com/janothan/dl-evaluation-framework
dhttps://github.com/janothan/DL—TC—Generator
®https://github.com/dwslab/jRDF2Vec
f

https://github.com/janothan/kbc_evaluation/
Shttps://github.com/janothan/kbc_rdf2vec

h http://kgvec2go.org/download.html

i https://github.com/janothan/kgvec2go-server
J https://github.com/dwslab/melt/

k https://github.com/YaserJaradeh/LinkingO0DPublishers/blob/master/GoldStan

dard.csv

https://github.com/janothan/WiktionaryMatcher

Table 1.1: Software and Dataset Contributions Made in this Dissertation. Ex-
cluded (but yet publicly available) are evaluation scripts and implementations
that do not provide any value besides experiment reproducibility.


https://github.com/guilhermesfc/ontology-matching-absolute-orientation
https://github.com/janothan/ALOD2VecMatcher
https://github.com/janothan/dl-evaluation-framework
https://github.com/janothan/DL-TC-Generator
https://github.com/dwslab/jRDF2Vec
https://github.com/janothan/kbc_evaluation/
https://github.com/janothan/kbc_rdf2vec
http://kgvec2go.org/download.html
https://github.com/janothan/kgvec2go-server
https://github.com/dwslab/melt/
https://github.com/YaserJaradeh/LinkingODPublishers/blob/master/GoldStandard.csv
https://github.com/YaserJaradeh/LinkingODPublishers/blob/master/GoldStandard.csv
https://github.com/janothan/WiktionaryMatcher
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Chapter 3: Review of the Research Field After the core concepts are in-
troduced, this chapter provides an in-depth analysis of the usage of back-
ground knowledge for the task of ontology alignment. More precisely, the
background knowledge sources and the approaches applied to use exter-
nal knowledge are reviewed in-depth using a systematic literature review
methodology.

Part II: Matching Framework In this part, the underlying framework for ma-
tcher development and evaluation, named Matching EvaLuation Toolkit (MELT),
is presented. MELT is a software framework to facilitate ontology matcher de-
velopment, configuration, evaluation, and packaging. It was developed in the
course of the dissertation, particularly to expedite matcher evaluation and re-
use. Part Il is comprised of the following chapters:

Chapter 4: Matching EvaLuation Toolkit Overview This chapter pro-
vides an overview of the MELT framework. The core architectural con-
cepts are presented together with an exemplary analysis of two Ontology
Alignment Evaluation Initiative (OAEI) tracks.

Chapter 5: Visual Analysis of Ontology Matching Results with the MELT
Dashboard After the core framework was introduced in the previous chap-
ter, an interactive dashboard extension of MELT is introduced. The dash-
board allows for interactive self-service analyses such as a drill down into
the matcher performance for data type properties or into the performance
of matchers within a certain confidence threshold. In addition, the dash-
board offers detailed group evaluation capabilities that allow for the ap-
plication in broad evaluation campaigns. The MELT Dashboard is actively
used in the research community.

Chapter 6: Supervised Ontology and Instance Matching in MELT In
this chapter, a machine learning extension to the Matching EvaLuation
Toolkit is presented, which facilitates the application of supervised learn-
ing for ontology and instance matching. The extension is used to eval-
uate two supervised machine learning matchers: (1) A latent, RDF2vec-
based matching approach and (2) a multi-feature approach for knowledge
graphs.
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Part III: Knowledge Graph Embeddings Knowledge graph embeddings are pro-
jections of entities and relations to lower-dimensional spaces. These represen-
tations are useful for a broad range of tasks. In this part, multiple contributions
to the field of knowledge graph embeddings are presented.

Chapter 7: Knowledge Graph Embedding for Data Mining vs. Knowl-
edge Graph Embedding for Link Prediction - Two Sides of the Same Coin?
In this chapter, the reader is introduced to the topic of knowledge graph
embeddings. They have been proposed mainly for two purposes: (1) pro-
viding an encoding for data mining tasks, and (2) predicting links in a
knowledge graph. Both lines of research have been pursued rather in iso-
lation from each other with their own benchmarks and evaluation method-
ologies. In this chapter, it is evaluated in how far both tasks are actually
related. It is shown in two sets of experiments that both approaches can
be used for both tasks. The differences in the similarity functions evoked
by the different embedding approaches are discussed.

Chapter 8: KGvec2go — Knowledge Graph Embeddings as a Service In
this chapter, KGvec2go is presented. KGvec2go is a Web API for access-
ing and consuming graph embeddings in a lightweight fashion in down-
stream applications. Pre-trained embeddings for four knowledge graphs
are provided. The service and its usage are introduced, and it is further
shown that the trained models have semantic value by evaluating them
on multiple semantic benchmarks. The evaluation also reveals that the
combination of multiple models can lead to a better outcome than the
best individual model.

Chapter 9: RDF2vec Light In this chapter, a new, lightweight, RDF2vec-
based approach for knowledge graph embeddings is presented. It is eval-
uated on three machine learning and retrieval tasks, and the performance
is compared with the classic RDF2vec approach. It is shown that the new
approach requires only a fraction of the computing power compared to
the original approach while maintaining a similar performance. More-
over, it is shown that RDF2vec Light does not lose performance when re-
ducing the dimensionality of the vector space.

Chapter 10: Order-Aware RDF2vec In this chapter, a small but very ef-
fective adaption of the classic RDF2vec algorithm is proposed and eval-
uated: While the classic approach cannot distinguish the position of the
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elements in the randomly generated walks, the adaption presented in this
chapter can. Both approaches are evaluated and compared.

Chapter 11: RDF2vec Walk Strategies In this chapter, we introduce two
new flavors of walk extraction coined e-walks and p-walks, which put an
emphasis on the structure or the neighborhood of an entity respectively
and thereby allow for creating embeddings that focus on similarity or re-
latedness.

Chapter 12: A DL Benchmark for Knowledge Graph Embedding Evalu-
ation Most knowledge graph embedding approaches are evaluated on
a single task or a single group of tasks to determine their overall perfor-
mance. The evaluation is then assessed in terms of how well the embed-
ding approach performs on the task at hand, but it is hardly evaluated
(and often not even deeply understood) what information the embed-
ding approaches are actually learning to represent. The chapter at hand
presents a new gold standard, named Description Logic Class Constructors
(DLCCQC). In addition, a first evaluation is presented.

Chapter 13: Comprehensive Evaluation of RDF2vec and its Variants In
earlier chapters, multiple extensions to RDF2vec are introduced; of par-
ticular interest here are ordered RDF2vec (Chapter 10) and RDF2vec walk
strategies (Chapter 11). In addition, a description logic-based gold stan-
dard is introduced in Chapter 12. An interesting perspective is, hence,
an extensive evaluation of the RDF2vec variants presented using, among
others, the newly presented gold standard. This chapter provides an in-
depth evaluation of 12 RDF2vec variants together with seven benchmark
models. Hypotheses based on logic constructors are developed, verified,
and discussed.

Chapter 14: RDF2vec for Ontology Matching After having introduced
and analyzed knowledge graph embeddings together with the presenta-
tion of multiple novel extensions, Part III closes with a presentation of
two exploitation options for RDF2vec for the task of ontology matching:
A structural and a background-knowledge-based approach. A matching
system following the structural approach is presented and evaluated. A
system which uses embedding-based methods on background knowledge
is presented in the subsequent part of this dissertation.
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Part IV: Background Knowledge in Knowledge Graph Matching In this part,
multiple external-knowledge-based matchers are presented and evaluated. Dif-
ferent background knowledge sources, as well as the exploitation strategies, are
explored. A comparison of multiple sources and strategies is provided together
with an impact analysis. This part closes with a look at real-world applications.

Chapter 15: Wiktionary Matcher In this chapter, a knowledge-based
matching system is presented, which uses a large, community-built dic-
tionary as a resource for matching. An explicit exploitation strategy is ap-
plied. The system participated in the OAEI multiple times and was con-
tinuously updated and improved.

Chapter 16: Matching with Transformers With the rise of transformer-
based language models, text comparison based on meaning (rather than
lexical features) is possible. In this chapter, we model the ontology match-
ing task as a classification problem and present approaches based on trans-
former models. We provide an easy-to-use implementation in the MELT
framework, which is suited for ontology and knowledge graph matching.
We show that a transformer-based filter helps to choose the correct corre-
spondences given a high-recall alignment and already achieves a good re-
sult with simple alignment post-processing methods. As a second contri-
bution, we present Knowledge Graph Matching with Transformers (KER-
MIT), a matching tool that combines bi- and cross-encoders. We show
that bi-encoders are suitable for blocking and that — despite the super-
vised matching setting — a reference sample is not necessarily required.

Chapter 17: ALOD2vec Matcher In this chapter, an external-knowledge-
based matching system is presented, which uses a very large, automat-
ically built knowledge graph. The general-purpose graph is embedded
using RDF2vec, and the embeddings are subsequently used within the
matching operation. The system participated in the OAEI multiple times
and was continuously updated and improved.

Chapter 18: Background Knowledge in Schema Matching: Strategy vs.
Data Inthis chapter, six general-purpose knowledge graphs are exploited
as sources of background knowledge for the matching task. The back-
ground sources are evaluated by applying three different exploitation strat-
egies. We find that explicit strategies still outperform latent ones and that
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the choice of the strategy has a greater impact on the final alignment than
the actual background dataset on which the strategy is applied. While
we could not identify a universally superior resource, BabelNet achieved
consistently good results. The best matcher configuration with BabelNet
performs very competitively when compared to other matching systems
even though no dataset-specific optimizations were made.

Chapter 19: Business Applications In this chapter, two concrete, exem-
plary business applications are presented which exploit techniques pre-
sented in this dissertation: (1) A financial matching system for financial
instruments and (2) a prototype for business schema matching developed
at SAP SE.

Part V: Outlook and Conclusion This chapter summarizes the previous parts
of this thesis. The contributions are outlined, and open issues are addressed
together with future work.

Parts of this dissertation have already been published (see List of Publications on
page xiii). Tables 1.2 and 1.3 show the relation of individual chapters of this dis-
sertation to published works. Table 1.4 lists published work without a dedicated
chapter in this dissertation.

At the beginning of each chapter or section, bold print indicates whether the
complete chapter/section or parts of the chapter/section have been published
before together with the full reference of the publication. Even in the case of a
completely published chapter, changes may have been applied which are not
explicitly highlighted. Examples for such changes may be but are not limited to:
Fixes of spelling errors, unification of Writingss, stylistic optimizations to figures
and tables, or additional paragraphs/footnotes for further clarification.

°An example for such a unification is the writing of “RDF2vec”. Some publications refer to
the approach as “RDF2Vec”. More recently, the former variant can be observed more often and
is also used on http://rdf2vec.org/. In order to ensure a consistent reading experience, the
former writing variant is used consistently throughout this dissertation, even if the other variant
was originally used in published works.


http://rdf2vec.org/

Chapter

1. Introduction

14

Chapter

Reference

Publication

2

[417]

Portisch, Jan Philipp. Automatic Schema Matching Utilizing Hyper-
nymy Relations Extracted From the Web. 2018.

[408]

Portisch, Jan; Hladik, Michael; Paulheim, Heiko. Background Knowl-
edge in Ontology Matching: A Survey. Semantic Web Journal (SW]J).
2022.

[203]

Hertling, Sven; Portisch, Jan; Paulheim, Heiko. MELT - Matching
Evaluation Toolkit. In: Lecture Notes in Computer Science Seman-
tic Systems - The Power of Al and Knowledge Graphs. 15th Interna-
tional Conference, SEMANTICS 2019. Karlsruhe, Germany. Septem-
ber 9-12, 2019.

[400]

Portisch, ]an‘; Hertling, Sven‘; Paulheim, Heiko. Visual Analysis
of Ontology Matching Results with the MELT Dashboard. In: The
Semantic Web: ESWC 2020 Satellite Events. 2020.

[204]

Hertling, Sven‘; Portisch, ]an.; Paulheim, Heiko. Supervised On-
tology and Instance Matching with MELT. In: The Fifteenth Inter-
national Workshop on Ontology Matching co-located with the 19th
International Semantic Web Conference (ISWC 2020). 2020.

[399]

Portisch, Jan; Heist, Nicolas; Paulheim, Heiko. Knowledge Graph
Embedding for Data Mining vs. Knowledge Graph Embedding for
Link Prediction - Two Sides of the Same Coin?. In: Semantic Web
Journal (SW]). 13(3). Pp. 399-422. 2022.

[404]

Portisch, Jan; Hladik, Michael; Paulheim, Heiko. KGvec2go — Knowl-
edge Graph Embeddings as a Service. In: Language Resources and
Evaluation Conference (LREC). 2020.

[405]

Portisch, Jan; Hladik, Michael; Paulheim, Heiko. RDF2Vec Light - A
Lightweight Approach for Knowledge Graph Embeddings. Interna-
tional Semantic Web Conference (ISWC) 2020, Posters and Demon-
strations Track. 2020.

10

[412]

Portisch, Jan; Paulheim, Heiko. Putting RDF2vec in Order. In: Pro-
ceedings of the International Semantic Web Conference - Posters
and Demos, ISWC 2021. 2021.

11

[416]

Portisch, Jan; Paulheim, Heiko. Walk this Way! Entity Walks and
Property Walks for RDF2vec. In: The Semantic Web: ESWC 2022
Satellite Events. 2022. [to appear]

12

[414]

Portisch, Jan; Paulheim, Heiko. The DLCC Node Classification
Benchmark for Analyzing Knowledge Graph Embeddings. Interna-
tional Semantic Web Conference (ISWC 2022). 2022. [to appear]

13

[415]

Portisch, Jan; Paulheim, Heiko. RDF2vec Variants and DL Classes.
Semantic Web Journal. 2022. [to be submitted]

Table 1.2: Assignment of Publications to Chapters (Part 1 of 2)




Chapter

1. Introduction

15

Chapter

Reference

Publication

14

[397]

Portisch, Jan; Costa, Guilherme; Stefani, Karolin; Kreplin, Kathari-
na; Hladik, Michael; Paulheim, Heiko. Ontology Matching Through
Absolute Orientation of Embedding Spaces. In: The Semantic Web:
ESWC 2022 Satellite Events. 2022. [to appear]

15

[402]

[410]

[413]

Portisch, Jan; Hladik, Michael; Paulheim, Heiko. Wiktionary Ma-
tcher. CEUR Workshop Proceedings OM 2019 - Proceedings of the
14th International Workshop on Ontology Matching co-located with
the 18th International Semantic Web Conference (ISWC 2019), OM-
@ISWC 2019. Auckland, New Zealand. 2019.

Portisch, Jan; Paulheim, Heiko. Wiktionary Matcher Results for OAEI
2020. In: The Fifteenth International Workshop on Ontology Match-
ing co-located with the 19th International Semantic Web Conference
(ISWC 2020), OM@ISWC 2020. Virtual Space. 2020.

Portisch, Jan; Paulheim, Heiko. Wiktionary Matcher Results for OAEI
2021. In: Proceedings of the 16th International Workshop on Ontol-
ogy Matching co-located with the 20th International Semantic Web
Conference (ISWC 2021), OM@ISWC 2021. Virtual Space. 2022.

16

[205]

[206]

Hertling, Sven‘; Portisch, ]an‘; Paulheim, Heiko. Matching with
Transformers in MELT. In: Proceedings of the 16th International
Workshop on Ontology Matching co-located with the 20th Inter-
national Semantic Web Conference (ISWC 2021), OM@ISWC 2021.
2022.

Hertling, Sven.; Portisch, Ian‘; Paulheim, Heiko. KERMIT - A
Transformer-Based Approach for Knowledge Graph Matching. Deep
Learning meets Ontologies and Natural Language Processing (Deep-
OntoNLP2022) in conjunction with the ESWC 2022. 2022. [to ap-
pear]

18

[406]

Portisch, Jan; Hladik, Michael; Paulheim, Heiko. Background Knowl-
edge in Schema Matching: Strategy vs. Data. In: Proceedings of the
International Semantic Web Conference, ISWC 2021. 2021.

19

[407]

Portisch, Jan; Hladik, Michael; Paulheim, Heiko. FinMatcher at
FinSim-2: Hypernymy Detection in the Financial Services Domain
using Knowledge Graphs. In: Workshop on Financial Technology on
the Web (FinWeb) in conjunction with The Web Conference. 2021.

Table 1.3: Assignment of Publications to Chapters (Part 2 of 2)




Chapter 1. Introduction 16

Reference

Publication

[216]

Hofmann, Alexandra; Perchani, Samresh; Portisch, Jan; Hertling, Sven; Paul-
heim, Heiko. DBkWik: Towards Knowledge Graph Creation From Thousands of
Wikis. In: Proceedings of the ISWC 2017 Posters & Demonstrations and Industry
Tracks co-located with the 16th International Semantic Web Conference (ISWC
2017). Vienna, Austria. 2017.

[401]

Portisch, Jan; Hladik, Michael; Paulheim, Heiko. Evaluating Ontology Matchers
on Real-World Financial Services Data Models. SEMANTiCS 2019. Karlsruhe,
Germany. 2019.

(1]

Portisch, Jan; Emonet, Vincent; Jaradeh, Mohamad Yaser; Fallatah, Omaima;
Koteich, Bilal; Espinoza-Arias, Paola; Polleres, Axel. Tracking the Evolution of
Public Datasets and Their Governance Bodies by Linking Open Data. In: Knowl-
edge Graphs Evolution and Preservation - A Technical Report from ISWS 2019.
2020.

[396]

Portisch, Jan Philipp. Towards Matching of Domain-Specific Schemas Using
General-Purpose External Background Knowledge. In: The Semantic Web:
ESWC 2020 Satellite Events. 2020.

[351]

Monych, Michael; Portisch, Jan; Hladik, Michael; Paulheim, Heiko. DESK-
Matcher. In: The Fifteenth International Workshop on Ontology Matching co-
located with the 19th International Semantic Web Conference (ISWC 2020), OM-
@ISWC 2020. 2020.

[398]

Portisch, Jan; Fallatah, Omaima; Neumaier, Sebastian; Jaradeh, Mohamad Yaser;
Polleres, Axel. Challenges of Linking Organizational Information in Open Gov-
ernment Data to Knowledge Graphs. In: Proceedings of the 22nd International
Conference on Knowledge Engineering and Knowledge Management (EKAW
2020). 2020.

[419]

Pour, Mina Abd Nikooie; Algergawy, Alsayed; Amardeilh, Florence; Amini, Rei-
haneh; Fallatah, Omaima; Faria, Daniel; Fundulaki, Irini; Harrow, lan; Hertling,
Sven; Hitzler, Pascal; Huschka, Martin; Ibanescu, Liliana; Jiménez-Ruiz, Ernesto;
Karam, Naouel; Laadhar, Amir; Lambrix, Patrick; Li, Huanyu; Li, Ying; Michel,
Franck; Nasr, Engy; Paulheim, Heiko; Pesquita, Catia; Portisch, Jan; Roussey,
Catherine; Tzania, Saveta; Splendiani, Andrea; Trojahn, Céssia; Vata$¢inové,
Jana; Yaman, Beyza; Zamazal, Ondfej; Zhou, Lu. Results of the Ontology Align-
ment Evaluation Initiative 2021. In: Proceedings of the 16th International Work-
shop on Ontology Matching co-located with the 20th International Semantic
Web Conference (ISWC 2021), OM@ISWC 2021. 2022.

[281]

Kossack, Daniel; Borg, Niklas; Knorr, Leon; Portisch, Jan. TOM Matcher Results
for OAEI 2021. In: Proceedings of the 16th International Workshop on Ontol-
ogy Matching co-located with the 20th International Semantic Web Conference
(ISWC 2021), OM@ISWC 2021. 2022.

[278]

Knorr, Leon; Portisch, Jan. Fine-TOM Matcher Results for OAEI 2021. In: Pro-
ceedings of the 16th International Workshop on Ontology Matching co-located
with the 20th International Semantic Web Conference (ISWC 2021), OM@ISWC
2021. 2022.

(39]

Biswas, Russa‘; Portisch, Ian‘; Alam, Mehwish; Sack, Harald; Paulheim, Heiko.
Entity Type Prediction Leveraging Graph Walks and Entity Descriptions. Inter-
national Semantic Web Conference (ISWC 2022). 2022. [to appear]

(47]

Breit, Anna; Waltersdorfer, Laura; Ekaputra, Fajar J.; Sabou, Marta; Ekelhart,
Andreas; Iana, Andreea; Paulheim, Heiko; Portisch, Jan; Revenko, Artem; ten
Teije, Annette; van Harmelen, Frank. Combining Machine Learning and Seman-
tic Web: A Systematic Mapping Study. ACM Computing Surveys. 2022. [under
review]

Table 1.4: Publications Without a Dedicated Chapter



Chapter 2

Fundamentals

This chapter introduces the basics of data integration, semantics and semantic
relations, the Semantic Web, and the ontology matching problem.

Parts of the work presented in this chapter have been published before as:
Portisch, Jan Philipp. Automatic Schema Matching Utilizing Hypernymy Re-
lations Extracted From the Web. 2018. [417]

2.1 Data Integration

Data integration (DI) describes the effort to allow for unified access across mul-
tiple autonomous and heterogeneous sources of data [107]. Data integration is
not restricted to a technology stack (such as relational or graph databases) but,
instead, comprises all technological means to store and access data. Data inte-
gration can be understood as a multistep process. It can be divided in four main
parts [561] as depicted in Figure 2.1: (i) Schema Matching, (ii) Schema Transla-
tion, (iii) Record Linkage, and (iv) Data Fusion.

SchemaMatching Schema matchingisanimportant and time-consuming part
of the data integration process. Out of the actions to carry out in order to inte-
grate two given schemas (depicted in Figure 2.1), schema matching is the first

Data Fusion

Y

Y

Schema Matching Schema Translation > Record Linkage

Figure 2.1: Process for integrating two schemas, compiled from [561].

17
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step. Schema matching describes the process of finding the relations that hold
between the elements of the schemas that are to be matched. The most impor-
tant relation here is the equivalence relation. In this step, structural as well as
semantic heterogeneity between the two schemas are bridged.

Schema Translation Schema translation describes the process of deriving the
translation function from one schema to the other schema.

Record Linkage Record linkage describes the process of linking the records of
instances of two schemas, i.e. finding equivalent records in disparate datasets.

Data Fusion Data fusion describes the process of resolving conflicting infor-
mation concerning individual instances.

In this dissertation, the focus is on the first step: schema matching. More pre-
cisely, the task of ontology matching (see Section 2.6) is addressed.

2.2 Semantics

In this section, a general introduction to semantics is given and aspects relevant
for this thesis are explained: First, the difference between syntax and semantics
is pointed out. Afterward, important relations between concepts in the semantic
space are introduced.

2.2.1 General Concepts

Syntax Syntax, from Latin syntaxis derived from Greek c0v (“with”) and td&\c
(“placing”), refers — on a general level — to a set of rules that define how to struc-
ture characters and strings [573, 342, 209]. In linguistics, it refers to the analysis
of the arrangements of words, phrases, and clauses together with their gram-
matical relations [49].

Semantics Semantics is derived from ancient Greek cEpovtixdc (“significant”)
and refers to the “the study of meaning” [435, 341, 572] ! The meaning of a word
can also be referred to as concept [331]. As the field of semantics is too broad

The meaning of meaning, i.e., the question of what meaning actually is, is itself an interesting
research area which is — due to the focus of this thesis — not covered at this point. For details,
one can refer to Riemer who dedicates a full 40 pages long chapter of his textbook Introducing
Semantics to this topic [436].
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to be presented in the scope of this thesis, the focus in the following lies on a
subset, i.e., semantic relations among Concepts.2
2.2.2 Semantic Relations

Every linguistic sign (i.e., word or lexeme”) itself is a relation between the signi-
fier (also sound-image, French: signifiant) and the signified (the concept, French:
signifié) [458], as depicted in Figure 2.2.

signifié

signifiant

Figure 2.2: Two Sides of a Linguistic Sign According to Saussure [458]

Besides the relation between signifiant and signifié, there are also relations be-
tween signs: syntagmatic relations and paradigmatic relations (also associative
relations).

Syntagmatic Relations

Syntagmatic relations are those between signs in a chain of signs; in the English
language, for instance, it is grammatically correct to say “he sleeps at night” but
not “he sleep at night” because the verb and the subject have to agree in per-
son. [62, 91]

Paradigmatic Relations

Paradigmatic relations are associations of concepts that exist in the mind of
humans but are not necessarily existent in the chain of signs. When reading
“to sleep”, for instance, there is an implicit association with “sleeping”, “bed”,
“night”, and so on. [459, 460, 62]

Busch and Stenschke count more than ten possible paradigmatic relations (see

%A concise introduction to semantics for non-linguists can be found in Busse’s book Seman-
tik [61].

3A lexeme is “a unit of lexical meaning, which exists regardless of any inflectional end-
ings[...]” [89]. It is also known as “lexical item” [90]. The “headwords in a dictionary are |[...]
lexemes” [89].
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Paradigmatic Relations
Conformance Sub/Super Order Opposite Sequence Ambiguity
i Synonymy — Hypernymy Contradiction t Heteronymy Homonymy
— Referential Identity — Hyponymy Antonymy Polysemy
L Similarity L— Co-Hyponymy

Figure 2.3: Paradigmatic Relations According to Busch and Stenschke [60]

Figure 2.3 for a complete overview) [60]. In the following, only the paradig-
matic relations relevant for this thesis are further explained: Hypernymy and
hyponymy, monosemy and polysemy, synonymy and antonymy, homonymy as
well as similarity and relatedness.

2.3 Paradigmatic Relations

Hypernymy and Hyponymy A hypernym (also hyperonym) is a concept that
is superordinate to other concepts, i.e., it defines a category to which other con-
cepts belong. Those subordinate concepts are called hyponyms. [60, 62] The
concept of a financial contract, for instance, subsumes the concept of a loan;
therefore, the financial contract is a hypernym of loan whereas the latter one is
a hyponym of the first one.

Monosemy and Polysemy Polysemy describes the property of alexeme to carry
more than one meaning [62]. The concept of apple, for example, can refer to (i)
the fruit, (ii) the tree, or (iii) the Californian technology company; the concept
is, therefore, polysemous. A monosemous lexeme, in contrast, carries only one
meaning.

Synonymy and Antonymy Synonymy describes the property of two words to
be used interchangeably. Within this definition, there are various forms which
mainly focus on whether synonyms have to share one sense, i.e., are interchange-
able in one particular context or whether they have to share all senses, i.e., are
interchangeable in (almost) all contexts. A strong-form definition of synonymy
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requires the two words to be interchangeable in any situation. Strong-form syn-
onymous words are seldom. [62] An example of weak-form synonymy would be
student and pupil regarding the sense of somebody being taught by a teacher but
not regarding the sense being the center of the eye [437]. The words doorknob
and doorhandle, on the other hand, have only one and the same meaning and
could be used as an example of strong-form synonymy [420).*

Antonyms, on the other hand, are incompatible with each other like kot and
cold [521, 60]. If antonyms divide a domain into exactly two parts and are logi-
cally incompatible at the same time, like dead and alive, they are considered to
be a contradiction [62].

Homonymy Words with the same writing and pronunciation but different mean-
ings are called homonyms [395]. An example of a homonym would be bear
which - depending on the context — can refer to the animal (Winnie-the-Pooh
is a bear) or to the verb (I cannot bear it any longer.).

Similarity and Relatedness Similarity describes how far two concepts are sim-
ilar to each other “by virtue of their similarity” [55]. Similarity and relatedness
are often not clearly separated from each other (for instance in [154]). Never-
theless, there are significant differences. Dissimilar entities can even be seman-
tically related by antonymy relationships [55]. Hill et al. distinguish the two
relations by giving examples: While the concepts coffee and cup are certainly re-
lated, they are not similar; however, a mug and a cup can — in language as in the
real world — almost be used interchangeably and are, therefore, similar [208].

2.4 The Semantic Web

In this section, a general introduction to the Semantic Web is given. First, gen-
eral concepts of the Semantic Web are introduced. Then, linked data is ex-
plained and, lastly, the dataset used in this thesis is presented.

2.4.1 General Concepts

Semantic Web While information is broadly available on the Web and con-
sumable by humans, computers cannot consume this information due to data

*Note that when having a very close look, there are still subtle differences; even though they
carry the same sense, doorhandle, for example, is more common in Great Britain whereas door-
knob is mostly used in the United States [420]. This goes even as far as some linguists believing
“that there is no such thing as true synonymy” [395].
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heterogeneity and lack of implicit knowledge. One solution would be to have an
artificial intelligence that actually can interpret all the information as it is. How-
ever, up to now, there is no such artificial entity that can reliably accomplish this
task. The idea of the Semantic Web, on the other hand, is to give information
right away in a format that can be interpreted by machines and to provide the
required toolset to do $0.” The Semantic Web provides standards to ensure in-
teroperability and to allow reasoning according to logic. [209] The Semantic Web
technology is sometimes also referred to as Web 3.0 [193].6

Semantic Web Language Stack In Figure 2.4, the Semantic Web language stack
is depicted. The technical foundations are Unicode and Uniform Resource Iden-
tifiers (URIs). Together, they allow to uniquely identify concepts on the Web in
the desired language. The eXtensible Markup Language (XML) is a language that
allows exchanging structured data in a machine- and human-readable way [551].
The Resource Description Framework (RDF) allows to express simple statements
on the Web [556]; it is further explained in the following paragraph.

RDF Schema (RDFS) and the Web Ontology Language (OWL) are used to give
meaning to the vocabulary used in RDF statements. Rules can additionally be
used to express semantics on a deeper level. OWL and RDFS are explained later
in this section in more detail. The SPARQL Protocol and RDF Query Language
(SPARQL) allows to query RDF data [553].

By combining RDF data and the corresponding semantics, logical inference is
possible. This process is referred to as reasoning. [115] Because “anybody can
say anything about anything” (AAA Principle) [16], there might be multiple views
on the truth. Thus, it is valuable to evaluate the credibility of sources and to build
trust.

In this thesis, the focus is on the middle layer of the stack, mainly RDF, SPARQL,
and O\/\7/L. Therefore, selected concepts are explained in more detail in the fol-
lowing.

Resource Description Framework (RDF) To represent information about re-
sources in a structrued form, the World Wide Web Consortium (W3C) developed

5Although information can be provided directly so that it is consumable by computers, it is
also possible that extractors derive structured information from websites. An example of such a
process would be the implementation of DBpedia [300] or DBkWik [216].

6Unfortunately, the term Web 3.0is often used for marketing purposes due to the success of the
term Web 2.0. Therefore, there is no real definition for Web 3.0, and it is used to refer to different
things ranging from virtual worlds [361] to decentralized services such as cryptocurrencies [604].

"There is more to the Semantic Web than the content described in this section. A comprehen-
sive introduction is given in Hitzler et al.’s textbook Semantic Web [210].
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User Interface and Applications

Trust

Proof

Logic

OWL Rules

SPARQL

RDF-S

XML

URI Unicode

Figure 2.4: Semantic Web Language Stack According to Tim Berners-Lee [36]
(adapted)

the Resource Description Framework (RDF). The data model behind this stan-
dard is relatively simple; statements are given in triples: <subject> <pred-
icate> <object>. Resources are uniquely identified by URIs. When regard-
ing subjects and objects as nodes and predicates as edges, multiple triples can
form a connected graph. This structure allows to interlink knowledge on the
Web. [211]

In some cases, it is necessary to model more complex relations that would re-
quire helper nodes. An example would be a network of friends where it shall
be expressed when people met for the first time. In such cases, blank nodes
are used. They are addressed by using a node ID but cannot be addressed by a
URI (which would be semantically questionable). An example is given in Fig-
ure 2.5. [211]

For RDF serialization, different formats are available such as Turtle [557] or JSON-
LD [554]. There are also formats to serialize multiple graphs in one file, such as
N-Quads [555].

Ontologies Ontology, from Latin ontologia derived from Greek ovtoc ('being’)
and Aoyoc ('study of”), is originally a part of philosophy that focuses on the ques-
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http://www.jan-portisch.eu/Jan

http://example.org/friendsWith

Y

http://example.org/friend http://example.org/friendsSince

http://www.jan-portisch.eu/Isabella 2013-09-12

Figure 2.5: RDF Blank Node Example

tion of being, i.e., the nature of the world [58] S philosophy, the terms ontology
and metaphysics are often used interchangeably [58].

In information technology, the term ontologyis used to refer to a specific formal-
ization of concepts: Gruber defines a conceptualization as an “abstract, simpli-
fied view of the world” and an ontology as “an explicit specification of a con-
ceptualization” [174]. In the context of the Semantic Web, an ontology models a
domain and defines a vocabulary to be used by an application [124]. Two impor-
tant concepts of ontologies are classes and properties: Classes define the type of
a resource, whereas properties are the predicates of a statement. Classes and
properties can be hierarchically structured, i.e., it is also possible to define sub-
classes as well as sub-properties. [211]

An example of an ontology would be the friend of a friend (FOAF) ontology9
which can be used to describe social networks, for instance [48]. Ontologies
are also already used directly in the business world, for example, in the form
of industry-specific ontologies such as the Financial Industry Business Ontology
(FIBO)'° by the Enterprise Data Management (EDM) Council. Oberle et al. [375]
also describe the usage of concrete enterprise applications.

An ontology consisting of “meta, generic, abstract and philosophical” [508] con-
ceptsis also referred to as upper ontology by the IEEE"! Upper Ontology Working

8Bunge and Mahner [59] give an excellent (and understandable) introduction into the philo-
sophical dimension of ontology.

Isee http://www.foaf-project.org/
gee https://www.edmcouncil.org/financialbusiness

"'The Institute of Electrical and Electronics Engineers (IEEE) is a large association of technical
professionals. For more details, see https://www.ieee.org/
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Grouplz; however, the term is likewise used to refer to ontologies with general
concepts (for instance in [334]). An example for an ontology according to a strict
definition would be DOLCE [161] whereas SUMO [372] or OpenCyc [302] are il-
lustrations for more general-purpose upper ontologies containing also domain-
specific concepts (334]."

Ontology Languages There are multiple languages and ways to represent on-
tologies.14 A lightweight format to do so is RDF Schema (RDFS, RDF-S). [211]
A more expressive and powerful format is the Web Ontology Language (OWL)
which is structured in three sublanguages listed here in descending expressibil-
ity: OWL Full, OWL DL, and OWL Lite. OWL Lite is a subset of OWL DL, and
OWL DL is a subset of OWL Full. [212] OWL is recommended by the W3C [552]
and also the language of choice to represent ontologies within the scope of this
thesis.

SPARQL Similar to the Structured Query Language (SQL) for databases, the
SPARQL Protocol and RDF Query Language (SPARQL) allows to query RDF data.
Queries are formulated as patterns that are matched against a knowledge graph
(KG). In addition, more complex structures such as filters, aggregations, or op-
tional patterns are also available. [213] An example of a simple query is given
in Listing 2.1. Originally designed as a pure query language, version 1.1 offers
functions to update data [553].

2The Upper Ontology Working Group has resolved by now. Nevertheless, their definitions are
still available using web.archive.org, see http://web.archive.org/web/20140512225349/ht
tp://suo.ieee.org/.

BDOLCE is an acronym for “descriptive ontology for linguistic and cognitive engineering”;
SUMO is an acronym for “suggested upper merge ontology” and OpenCyc is derived from Open
Encyclopedia. All three ontologies are rather addressed using their abbreviated forms.

4 Staab and Studer dedicate more than 100 pages to this topic in their Handbook on Ontolo-
gies [507].


http://web.archive.org/web/20140512225349/http://suo.ieee.org/
http://web.archive.org/web/20140512225349/http://suo.ieee.org/

Chapter 2. Fundamentals 26

PREFIX : <http://dbpedia.org/resource/>
PREFIX dbo: <http://dbpedia.org/ontology/>
SELECT ?population WHERE {
:Mannheim dbo:populationMetro ?population .
}

Listing 2.1: SPARQL sample query that will return the population of Mannheim.

The query can be run on the public DBpedia endpoint.15

2.4.2 Linked Data

Tim Berners-Lee defined four principles for linked data which are given word-
by-word in the following enumeration [35]:

1. Use URIs as names for things|.]
2. Use HTTP URIs so that people can look up those names.

3. When someone looks up aURI, provide useful information, using the stan-
dards (RDF*, SPARQL)][.]

4. Include links to other URIs so that they can discover things.

He further defines Linked Open Data (LOD) in 2010 as “Linked Data which is
released under an open license, which does not impede its reuse for free” [35].

2.5 Knowledge Graph Embeddings

A knowledge graph G is a labeled directed graph G = (V,£), where £ € VX R XV
for a set of relations R. Vertices are subsequently also referred to as entities and
edges as predicates. Such a graph is also referred to as directed heterogeneous
graph in opposition to homogeneous graphs where all nodes and edges belong
to a single type [63, 584].

A knowledge graph embedding (KGE) is a projection II for all vertices v € V
and optionally r € R into a multi-dimensional space of dimension A. Hence

Bsee https://dbpedia.org/snorql/?query=PREFIX+%3A+,3Chttp3A%,2F/,2Fdbpedia.
orgl2Fresource’,2F/%3E),0D%,0APREFIX+dbo%3A+%3Cht tp%3AY,2F%2Fdbpedia. org)2Fontolo
gy%h2F%3E%0D%0ASELECT+Y3Fpopulation+WHERE+Y,7B%0D%0A%09%3AMannheim+dbo¥%3Apopu
lationMetro+%3Fpopulation+. %0D%0A%7D


https://dbpedia.org/snorql/?query=PREFIX+%3A+%3Chttp%3A%2F%2Fdbpedia.org%2Fresource%2F%3E%0D%0APREFIX+dbo%3A+%3Chttp%3A%2F%2Fdbpedia.org%2Fontology%2F%3E%0D%0ASELECT+%3Fpopulation+WHERE+%7B%0D%0A%09%3AMannheim+dbo%3ApopulationMetro+%3Fpopulation+.%0D%0A%7D
https://dbpedia.org/snorql/?query=PREFIX+%3A+%3Chttp%3A%2F%2Fdbpedia.org%2Fresource%2F%3E%0D%0APREFIX+dbo%3A+%3Chttp%3A%2F%2Fdbpedia.org%2Fontology%2F%3E%0D%0ASELECT+%3Fpopulation+WHERE+%7B%0D%0A%09%3AMannheim+dbo%3ApopulationMetro+%3Fpopulation+.%0D%0A%7D
https://dbpedia.org/snorql/?query=PREFIX+%3A+%3Chttp%3A%2F%2Fdbpedia.org%2Fresource%2F%3E%0D%0APREFIX+dbo%3A+%3Chttp%3A%2F%2Fdbpedia.org%2Fontology%2F%3E%0D%0ASELECT+%3Fpopulation+WHERE+%7B%0D%0A%09%3AMannheim+dbo%3ApopulationMetro+%3Fpopulation+.%0D%0A%7D
https://dbpedia.org/snorql/?query=PREFIX+%3A+%3Chttp%3A%2F%2Fdbpedia.org%2Fresource%2F%3E%0D%0APREFIX+dbo%3A+%3Chttp%3A%2F%2Fdbpedia.org%2Fontology%2F%3E%0D%0ASELECT+%3Fpopulation+WHERE+%7B%0D%0A%09%3AMannheim+dbo%3ApopulationMetro+%3Fpopulation+.%0D%0A%7D

Chapter 2. Fundamentals 27

= {e; € R*} where i = 1,2,...[V| or i = 1,2,...]V| + |R|."® Numerous ap-
proaches for knowledge graph embeddings were presented in the past, and mul-
tiple surveys on knowledge graph embeddings were published [559, 63, 93, 584].
A detailed introduction and presentation of related work with regards to knowl-
edge graph embeddings can also be found in Chapter 7 of this dissertation. Dif-
ferent knowledge graph embeddings are compared with each other in Chap-
ters 7 and 13.

In this introduction, we will follow the classification system established by
Cai et al. [63] which is depicted in Figure 2.6. The authors introduce two tax-
onomies: (1) A taxonomy based on the inputs and outputs of an embedding
approach (depicted on the left in Figure 2.6) and (2) a taxonomy based on the
embedding techniques (depicted on the right in Figure 2.6).

Graph Embedding Problem Settings The four embedding input types are (1)
homogeneous and (2) heterogeneous graphs, (3) graphs with auxiliary informa-
tion (namely labels, attributes, etc.), and (4) constructed graphs (e.g., from im-
ages where pixels are interpreted as nodes). The four embedding output types
are (1) node embeddings, (2) edge embeddings, (3) hybrid embeddings, and (4)
whole-graph embeddings, where the output is a single vector representing the
complete graph.

Since for KGEs, the input and output types are rather static (directed het-
erogeneous graphs or graphs with auxiliary information, respectively, as input
and mainly node embeddings as output), we will focus on the second taxonomy
introduced in the subsequent paragraph.

Graph Embedding Techniques and Well-Known Embedding Approaches Ma-
trix factorization embedding approaches transform the graphs into tensors and
apply a factorization method. A well-known matrix factorization approach based
on node proximity matrix factorization is RESCAL [370]. The approach models
a graph as a three-way tensor and subsequently applies tensor decomposition.
DistMult [538] is a scalability improvement over RESCAL at the cost that rela-
tionships are assumed to be symmetric. ComplEx [538] extends DistMult by us-
ing complex vector spaces rather than real ones."’

Some approaches apply deep learning (DL) for embedding graphs. These
approaches use either the complete graph as input (without random walk) or
apply sampling for element proximity (with random walk). RDF2vec [442] (and

1811 this dissertation, the focus lies on deterministic point vector embedding approaches. The
notation assumes a real vector space; this is not the case for ComplEx [538] and RotatE [516].

"Hence, for ComplEx: [T = {e; € CA} where i =1,2,...|V| + |R|
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Graph Embedding Problem Settings Graph Embedding Techniques
—| Graph Embedding Input —| Matrix Factorization
—| Homogeneous Graph | —| Graph Laplacian Eigenmaps
—| Heterogeneous Graph | —| Node Proximity Matrix Factorization
—| Graph with Auxiliary Information |
—| Deep Learning
—| Graph Constructed From Non-Relational Data |
—| With Random Walk
L—{ Graph Embedding Output

Without Random Walk
—| Node Embedding
| —| Edge Reconstruction

—| Edge Embedding |

—| Maximize Edge Reconstruct Probability
— Hybrid Embedding |

—| Maximize Distance-Based Loss
—| Whole-Graph Embedding |

Minimize Margin-Based Ranking Loss

—| Graph Kernel

Based on Graphlet

Based on Subtree Patterns

Based on Random Walks

L L1

—| Generative Model

—| Embed Graph Into Latent Space

—| Incorporate Semantics for Embedding

Figure 2.6: Graph Embedding Taxonomies According to Cai et al. [63]
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all its variants [412, 416]) fall into the latter category: Multiple walks are per-
formed within a graph, typically for each node, and the set of walks is then in-
terpreted as sentences by the word2vec language embedding algorithm [345,
344]. Conceptually, RDF2vec is similar to DeepWalk [391] with the difference
that the latter approach was presented in the context of homogeneous graphs,
i.e., graphs with merely one edge type.

Edge reconstruction methods follow the notion that edges in the embed-
ding space should be as similar as possible to the edges in the input graph.
TransE [44] is a well-known edge-reconstruction approach which minimizes the
margin-based ranking loss. Given a triple in the form (head, label, tail), TransE
trains embeddings h, 1, t, such that h +1 = t. As an extension, TransR [317] learns
two embedding spaces, one for entities and one for relations, so that it better
captures compositional rules and non-one-to-one cardinalities of relationships.
RotatE [516] regards relations as rotations of vertices in complex space.18

Since graph kernels are designed for embedding a whole graph, this category
is not relevant for this dissertation. An example for generative models would be
the Latent Dirichlet Allocation (LDA) applied on graphs. Embedding approaches
from this category, however, are not commonly used for knowledge graph em-
bedding applications and are not further discussed in this chapter.

2.6 The Ontology Matching Problem

This section covers the very core problem of this thesis: Ontology matching.
First, general concepts are introduced. Afterward, different levels of ontology
heterogeneity are analyzed. In order to link to the world of data integration,
schema matching and how it relates to ontology matching is explained subse-
quently. Thereafter, different techniques for ontology matching are presented,
and it is shown where the matcher of this thesis fits in. Lastly, areas of ontology
evaluation and challenges within the process are covered.

2.6.1 General Concepts

Ontology The concept of ontologies has been introduced in Subsection 2.4.1.
In the following, ontologies refer to their meaning in the context of the Semantic
Web.

Correspondence A correspondence is a relation that holds between entities e;
and e, which are from different ontologies. An entity can be a class or a property

¥ Hence, for RotatE: IT = {e; € CA} where i = 1,2,..|V| + |R]|
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of an ontology. [124] In its minimal form, a correspondence is a triple of the form
(e1, ez, 1) where r is the relation that holds between the entities. The relation
is a set-theoretic one like equivalence (=), disjointness (1), or less general (<).
Additionally, a matcher might assign an identifier (ID) and a confidence value
to a triple. [124] In this thesis, the focus is on correspondences with equivalence
relations.

Correspondences can be of different complexity: Given two ontologies (prefixed
ontol and onto2), a correspondence consists in its simplest form of the triple
notation explained above, for instance: (ontol:Author, onto2:Writer, =). Such
simple relations can be insufficient and not expressive enough as there might be
additional conditions such as restrictions or conversions. An example for three
complex correspondences is given in Figure 2.7 together with their translation
in first-order logic in Listing 2.2.

Volume |

Product | . B > size < T
kwj [Literature)j
'Book ) (Essay 1

T » 1OPIC v politics”] @}.V ..... subject ,.T
Science 3 ) Politics |
%V’ /Biographs,r]}:1
Figure 2.7: Complex Correspondences Example. This figure is taken from [125]

and adapted. First-order logic translations for the numbered correspondences
can be found in Listing 2.2.

Vx, Pocket(X) = Volume(x) A size(x,y) Ay < 14
Vx, Science(x) = Essay(x) A (Vy, subject(x,y) = Science(y))

Vx, Book(x) A topic(x,politics) = Politics (x)

Listing 2.2: Complex Correspondences in First Order Logic
The translations are given for the example in Figure 2.7.

Those complex mappings require an elaborate format. Examples for such a for-
mat would be the Semantic Web Rule Language (SWRL) [220] or the Expressive
and Declarative Ontology Alignment Language (EDOAL) which was originally
known as SEKT Mapping Language [52] and OMWG Ontology Mapping Lan-
guage [123]. [125] This thesis concentrates on non-complex correspondences.
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Alignment The set of correspondences between ontologies is called alignment.
An alignment is not restricted to a one-to-one (1:1) cardinality but can instead
be of different cardinalities: One-to-one (1:1), one-to-many (1:m), many-to-one
(m:1), or many-to-many (n:m) [480]. Those are explained in more detail in the
next paragraph. The goal of ontology alignment is, ultimately, to automatically
obtain correct alignments between any given ontologies [124].

Matching Restrictions The matching process can be subject to restrictions.
There are multiple possible arity restrictions when ontology A is matched to on-
tology B:

1. One-to-One (1:1)
This restriction specifies that one element e; € Ais matched to zero or one
element e, € B. Each element e, € B is matched to zero or one element
e; € A. When there are multiple options for correspondences, and each
correspondence has a confidence score, this problem is equivalent to the
maximum weighted bipartite graph matching problem in mathematics.

2. One-to-Many (1:m) / Many-to-One (m:1)
This restriction specifies that one element e; € A is matched to zero or
more elements e; € B. Each element e; € B can, therefore, be matched to
zero or more elements e; € A.

3. Many-to-Many (n:m)
This restriction specifies that each element e; € A is matched to zero or
more elements e; € B.

From an implementation viewpoint, there is not one exclusive option but mul-
tiple ways in implementing arity restrictions. [82]

Another alignment restriction is concerned with what can be matched: In a ho-
mogeneous alignment, only resources of the same type are matched; for exam-
ple, ontology classes can only be matched to other classes but not to data or
object properties. In heterogenous alignments, on the other hand, any resource
type can be matched to any other resource type. [167]

Ontology Matching The goal of the ontology matching process is to obtain an
alignment A for a pair of ontologies 0, and 0,. This process is also known as on-
tology alignment or ontology mediation [51]. This is achieved through a matcher
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parameters

O

resources

Figure 2.8: Matching Process According to Euzenat and Shvaiko [124].

which may use resources r (such as '[hesauri19 or common knowledge) and which
can be configured by setting parameters p (such as weights or thresholds). The
matcher can be viewed as a function f (o1, 0., p, 1) = A. This matching process
is also depicted in Figure 2.8.%° [124, 479)

It is also possible to apply a filter operation to the matcher output: Matchers can
assign a confidence value to each correspondence which is usually in the [0,1]
range. A threshold 7 € [0,1] can then be defined to only add correspondences
with a confidence > ¢ to the final alignment. [6]

Concerning the methodology of ontology matching, no distinct superior method-
ology has emerged over the years — not even in the older field of data model
schema matching [126].

2.6.2 Ontology Heterogeneity

Differences in ontologies require a reconciliation process if interoperability is
a desired property. The differences can occur at several levels. Important dis-
tinctions are differences in the structure (syntax) and differences in the seman-
tics. This observation is older than the Semantic Web itself and has already been
made in the area of multidatabase systems [476, 273].

Several classification systems exist to bring these observations into the broader
context of ontologies, for example, by Klein [277] or Hameed et al. [180]. Eu-
zenat and Shvaiko consolidate different views on heterogeneity into four main

197 thesaurus groups lexemes by meaning. As opposed to a dictionary, where the user tries to
find the meaning or use of a lexeme, a thesaurus is used to find lexemes for a certain meaning. [91]
A well-known English thesaurus is WordNet [346]; an example for a German thesaurus would be
GermalNet (181, 194].

20gyzenat and Shvaiko include in their formal definition also an input alignment A'. As tech-
niques utilizing A' are not discussed in this thesis, a slightly simplified version is presented here.
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types following Bouquet et al. [45)°. Figure 2.9 displays a general overview of
the different types of heterogeneity.

Types of Heterogeneity

|
| |
Syntactical Heterogeneity Semantic Heterogeneity
|
| | |

Conceptual Heterogeneity Terminological Heterogeneity Semiotic Heterogeneity

Figure 2.9: Ontology Heterogeneity. The grouping according to syntax and se-
mantics is taken from Klein [277], boldly printed types are from Euzenat and
Shvaiko [124]

Syntactic Heterogeneity Syntactic heterogeneity is used to refer to the differ-
ence in formalization of ontologies, i.e., when different ontology languages are
used. In such cases, a transformation is required if interoperability is desired. [124]

Terminological Heterogeneity Terminological heterogeneity encompasses the
situation where two identical concepts are described in distinct ontologies with
different terms. This may be due to synonyms (business partner and customer)
or due to different languages (Finanzinstrument and Financial Instrument), for
instance. [124]

Conceptual Heterogeneity Conceptual heterogeneity in ontologies is due to
differences in modeling. Concrete reasons are:

1. Coverage, originally called partiality [34], i.e., two ontologies describe dif-
ferent domains with the same level of detail. There may be an overlap
between the two domains. [124]

2. Granularity, originally called approximation [34], i.e., two ontologies de-
scribe the same domain but at different levels of granularity [124].

3. Perspective, i.e., two domains describe the same domain but take different
unique perspectives [34, 124].

2INote that Euzenat is also co-author of this paper.
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Semiotic Heterogeneity Semiotic heterogeneity characterizes the situation in
which concepts are described identically but are interpreted differently by users.
This is due to the fact that interpretations may differ depending on the context
in which they are made. [124]

2.6.3 Schema Matching

Doan et al. refer to schema matching and schema mapping as synonymous [108].
A semantic mapping “relates a schema S with a schema T” [108] and “[a] seman-
tic match relates a set of elements in schema S to a set of elements in schema
T” [108].

2.6.4 Data Model Schema Matching and Ontology Matching

Even though there are differences in data modeling and ontology engineering
(Spyns et al. [506] mainly mention higher expressiveness, higher abstraction,
and higher application independence of pure ontology models as opposed to
database schemas), there are also commonalities: According to the definitions
of an ontology provided above, a conceptual data model and even a database
schema can be regarded as an ontology. Techniques presented for ontology
matching in this thesis (and very often also elsewhere*®) can also be applied
to schema matching of data models or databases. Straightforward approaches
exist which allow converting a database schema or entity-relationship diagram
(ER diagram) into an ontology using OWL by applying a set of rules, for example,
as outlined by Fahad [133].

2.6.5 Techniques to Ontology Matching

There is not one superior matching technique or approach in matching on-
tologies.23 Rather, there are different types and families of algorithms and ap-
proaches used. In this subsection, a categorization of techniques will be pre-

*2Euzenat and Shvaiko already write in the preface of their book Ontology Matching that
“though we use the word ontology, the work and the techniques considered in this book can
equally be applied to database schema matching [...] and other related problems” [127]. Simi-
larly, in Hepp et al.’s textbook Ontology Management [195], Euzenat, Mocan, and Scharffe write:
“When we talk about ontologies, we include database schemas and other extensional descriptions
of data [...]” [122]. There is also literature where ontology matching is viewed as a form of schema
matching, for example, in Schema Matching and Mapping by Bellahse, Bonifati, and Rahm [31].
In the latter book, schemas and ontologies are both viewed as metadata models between which
mappings can exist [32].

2 This can easily be seen when looking at the different algorithms applied at campaigns by the
OAEIL
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sented to better outline the differences and similarities of algorithms and also
to classify the matcher developed in this thesis. In 2005, Shvaiko and Euzenat
presented two classifications for matching approaches [478] which were revised
in 2013 [128].

The first classification approach, called Granularity/Input Interpretation, differ-
entiates matchers according to the granularity, which can be either element-
level (analyze entities/instances in isolation) or structure-level (analyze the on-
tology structure), and then according to whether syntactic or semantic tech-
niques are used (Input Interpretation). Syntactic techniques use a structured al-
gorithm, whereas semantic techniques apply formal semantics (see Section 2.2).
The second classification approach, called Origin/Kind of Input, first differenti-
ates according to whether context (i.e., external resources) or content (i.e., in-
ternal resources like the structure or instances) is used (Origin) and then further
distinguishes different characteristics of the origin (Kind of Input). [129] Both
classification approaches are depicted in Figure 2.10.

Formal Resource-Based Techniques Formal resource-based techniques make
use of external ontologies (which can also be domain-specific). It is also possible
to use linked data. [129]

Informal Resource-Based Techniques Informal resource-based techniques uti-
lize informal resources such as pictures or encyclopedia pages. Ontology entities
can be related to such resources. [130]

String-Based Techniques A very old class of techniques is represented by string-
based techniques, which use annotations — such as names, labels, and descrip-
tions - to calculate similarities between resources. The underlying intuition is
that similar words are used to describe similar concepts. [129]

Language-Based Techniques24 String-based techniques presented above do
not require that the language is known in order to be applied. Language-based
techniques, on the other hand, consider text encoded in the specified language.
Linguistic techniques, like lemmatization or tokenization, can be used here, for
example. Phonetic methods, such as Soundex [217] or Kélner Phonetik [418],

24In an earlier version [478], external linguistic resources were explicitly differentiated from
plain language-based techniques. The latest version [129] counts everything concerned with the
actual language into this category and does not explicitly make this differentiation.
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Matching techniques Granularity/Input interpretation
Element-level ﬁcture-lgJ
Semantic Syntactic Syntactic Semantic

____________ oncrete techniques

. Language-|
Formal String- guag o
resource- based aph-
Informal || based o - based
based tokenisation, || Constraint- ase I
resource- name ; d Taxonomy nstance- [ Model-
upper-level R lemmatisa- base graph homo- based
based similarity, . based . ase based
ontologies . tion, type morphism, X
> || Directories, || description Lo taxonomy Data analysis || SAT solvers,
domain- imilari morphology, ||similarity, key path, ;i || DL reasoners
annotated similarity, L ) structure i and
specific elimination, properties children,
i resources, global lexicons. leaves
ontologies, namespace '
linked data thesauri

Semantic ~ Syntactic Terminological  Structural Em% Semantic

e

Context-based Content-based

Matching techniques Origin/Kind of input

Figure 2.10: Ontology Matching Classification Approaches [129]. Boldly printed
concepts are newly introduced compared to [426], and italic-boldly printed con-
cepts were added in the 2013 version [128]. Note that the original figure [478]
did not have formal and informal resource-based techniques; those were intro-
duced in the newest version.

also fall into this category. Itis, furthermore, possible to exploit external, language-
based resources, such as thesauri or lexicons. [129]

Constraint-Based Techniques Constraint-based techniques check internal con-
straints which apply to entities such as cardinality or data types [129].

Taxonomy-Based Techniques Taxonomy-based techniques apply graph algo-
rithms to the inheritance structure of the resources. The underlying intuition is
that concepts that are connected by inheritance are similar. [129]

Graph-Based Techniques Graph-based techniques also view the ontology as
a graph. Compared to taxonomy-based techniques, they consider all kinds of
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information within the graph. Pattern matching methods count as graph-based
techniques, for instance. [129]

Instance-Based Techniques Depending on the use case, instances of the on-
tologies to be matched might be available. Comparing concrete instances can
help to calculate distances of resources in the ontologies. Such approaches are
referred to as instance-based techniques. [129]

Model-Based Techniques Lastly, model-based techniques exploit reasoning and
propositional satisfiability in order to match two ontologies. [129]

2.6.6 Evaluation of Ontology Alignments

Measures Ontology alignments are commonly evaluated on the basis of refer-
ence alignments, i.e., an annotated gold standard of correspondences. In terms
of evaluation metrics, the most often used performance measures are precision,
recall, recall+/residual recall, and f-score. These are computed from correctly
predicted correspondences (true positives, TP), non-predicted but correct cor-
respondences (false negatives, FN), and incorrectly predicted correspondences
(false positives, FP). True negatives, i.e., the correct acknowledgment of a non-
existing correspondence, are plentiful in the matching domain and are not rel-
evant for the evaluation metrics. The metrics are quickly introduced in the fol-
lowing:

Precision is the share of correctly found correspondences out of all correspon-
dences proposed by the system:

| TP|

—_— 2.1
| TPUFP] 1)

precision =

Recall is the share of correct correspondences that have been found by the match-
ing system:

| 7P|
|TPUFN]
Residual recall or recall+ refers to the share of correctly found correspondences
that are not trivial, where triviality is defined by a baseline reference alignment
B [7].

recall = 2.2)

|TP\ B|

[(TPUFN)\ B| (23)

recall+ =



Chapter 2. Fundamentals 38

The f-measure is a mean of precision of recall - most often, the harmonic mean

is used: .
_ 2 * precision *recall

precision + recall

F 2.4)

When evaluating multiple datasets D at once, there are two options for stat-
ing one overall performance number: Macro average and micro average. Macro
average simply averages scores regardless of the individual datasets’ size. The
formula is given in an exemplary way for F; in Equation 2.5:

Ip| Fi(d)
4=1 | p|

(2.5)

where F;(d) is the obtained F; score on dataset d € D and |D| is the total num-
ber of datasets.

In order to calculate the micro average, one contingency table is built for all da-
tasets by adding all true positives, true negatives, false positives, and false nega-
tives of each individual dataset. Then, precision, recall, and F; can be calculated
by using this table. [356]

OAEI In order to compare various matchers in a fair setting, common refer-
ence alignments are required. The Ontology Alignment Evaluation Initiative
(OAED® tackles this problem by providing several reference alignments and car-
rying out campaigns every year since 2004. Participants can evaluate their ma-
tchers in several tracks. [131] One major goal of the OAEI is to create trans-
parency and “to allow anyone to draw conclusions about the best matching
strategies” [479].

For the alignment evaluation, the Semantic Evaluation At Large Scale (SEALS)26
platform was originally used. Starting in 2017, the OAEI was beginning to use
the Holistic Benchmarking of Big Linked Data (HOBBIT)*’ platform where users
are able to upload and evaluate matching systems [448] — nonetheless, HOBBIT
never gained much traction at the OAEI. Since 2020, the OAEI changed the eval-
uation platform to MELT, which is compatible with both SEALS and HOBBIT
and is one of the contributions of this dissertation. More details on MELT are
provided in Part II of this dissertation. More details and statistics on the OAEI
are provided in Section 3.3.3 of the subsequent chapter.

Bsee http://oaei.ontologymatching.org
gee http://seals-project.eu/
see https://project-hobbit.eu/
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Chapter 3

Review of the Research Field

The previous chapter presented the fundamental concepts of this dissertation.
In the survey covered in this chapter, we broaden the scope and analyze the state
of the art in detail. We review the background knowledge sources as well as the
approaches applied to make use of external knowledge. Our survey covers all
ontology matching systems that have been presented within the years 2004 —
2021 at a well-known ontology matching competition together with systemati-
cally selected publications in the research field. We present a classification sys-
tem for external background knowledge, concept linking strategies, as well as
for background knowledge exploitation approaches. We provide extensive ex-
amples and classify all ontology matching systems under review in a resource/s-
trategy matrix obtained by coalescing the two classification systems. Lastly, we
outline interesting and yet underexplored research directions for applying exter-
nal knowledge within the ontology matching process.

It is important to emphasize that this survey already includes several contri-
butions to this dissertation, namely [203, 400, 204, 410, 413, 278, 281, 404, 403,
402, 401, 396].

This chapter constitutes the main part of the related work of this disserta-
tion. In cases of subsequent chapters which focus on a very specific topic that is
not covered in this chapter, a short section on related work can be additionally
found there.

The work presented in this chapter has been published before as: Portisch,

Jan; Hladik, Michael; Paulheim, Heiko. Background Knowledge in Ontology
Matching: A Survey. Semantic Web Journal (SW]J). 2022.

39
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3.1 Introduction

Ontology matching is the non-trivial task of finding correspondences between
entities of two or more given ontologies or schemas. It is an integral part to
ensure semantic interoperability. The matching can be performed manually
or through the use of an automated matching system. Ontology matching is
a problem for Open Data (e.g., matching publicly available domain ontologies
or interlinking concepts in the Linked Open Data Cloud') as well as for private
companies which need to integrate disparate data stores for transactional or an-
alytical purposes.

A major challenge for matching ontologies is the fact that they are typically
designed within a given context and deep background knowledge that is not ex-
plicitly expressed in the schema definition [130]. In order to automatize the on-
tology matching process, external background knowledge is therefore required
so that the automated matching system can interpret, for example, textual labels
and descriptions of the elements within the schemas that are to be matched.

Current surveys in the ontology matching [378, 20, 25, 353] and schema match-
ing [518, 18] domain classify matching systems according to their matching tech-
nique (strongly influenced by Euzenat and Shvaiko [478, 129] as well as Rahm
and Bernstein [426]) with minor or no emphasis at all on the background knowl-
edge used.

In the area of context-based matching, i.e., matching with intermediate re-
sources, Locoro et al. [326] present an abstract seven-step process for context-
based matching together with an experimental evaluation of different parame-
ter configurations. The proposed framework is flexible but experimentally fo-
cused on ontologies as background knowledge and a path- and logic-based ex-
ploitation approach. The survey at hand takes a broader look at the types of
background sources and different exploitation strategies used in research, in-
cluding, for instance, unstructured data and statistical or neural approaches.

A recent survey by Trojahn et al. [537] provides a detailed perspective into
foundational ontologies in ontology matching, which includes, among other use
cases, the exploitation of those for the task of matching domain ontologies. The
survey presented here is broader in the sense that foundational ontologies are
considered only as onekind of external background knowledge; it is narrower in
the sense that it focuses purely on the use case of finding equivalence relations
between schemas with additional background knowledge automatically.

Thiéblin et al. [528] review complex matching systems, i.e., systems that are
capable of generating correspondences involving multiple entities, transforma-

Lsee https://lod-cloud.net/
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tion functions, and logical constructors. The matching systems covered in their
survey use different knowledge representation models (including table-based or
document-based schemas, for instance). The systems are characterized based
on the correspondence output and the underlying process type, which gener-
ated the complex alignment. Background knowledge is not discussed and does
not play a major role in the current implementations of complex matching sys-
tems. The survey at hand is complementary in the sense that it focuses on sys-
tems producing simple equivalence correspondences through the use of back-
ground knowledge.

This comprehensive survey reviews an extensive set of ontology matching
and integration systems published in the last two decades in terms of the back-
ground knowledge used and in terms of the strategy that is applied to exploit
the external background knowledge. It further covers the approaches used to
link schema concepts to background knowledge. Based on the extensive collec-
tion of reviewed systems, we provide a comprehensive overview of background
knowledge sources and strategies used in the past. Furthermore, this survey re-
veals a number of blind spots that have not yet been thoroughly explored.

In the following, the selection method for publications used in this survey
is presented (Section 3.2.1). Afterward, the core theoretic concepts are intro-
duced in Section 3.3, namely schema matching and ontology matching (OM).
In Section 3.4, background knowledge is defined, its usage in ontology match-
ing system is analyzed, and the most used resources are presented. Thereupon,
classification systems for background knowledge sources (Section 3.5), concept
linking approaches (Section 3.6), and exploitation approaches (Section 3.7) are
presented together with examples. In Section 3.8, we outline interesting direc-
tions for future work in the research field.

3.2 About this Survey

3.2.1 Selection of Publications

Search Parameters For this survey, we defined three search parameters: (QI)
“ontology matching”, (Q2) “ontology alignment”, and (Q3) “ontology mapping”.
We queried publications via the dblp computer science bibliography (DBLP)*
without further filters. The search criteria have been intentionally chosen to be
very broad since the usage of background knowledge is very often not indicated
in the title or abstract of a paper.

We further manually added all matching systems that participated in the schema

Zsee https://dblp.org/
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Q1 “ontology matching” on DBLP 589
Q2 “ontology alignment” on DBLP 514
Q3 “ontology mapping” on DBLP 570

OAEI system papers 242
De-duplicated papers 1,814
Included papers 341

Table 3.1: Search parameters and the associated number of papers.

matching tracks of the Ontology Alignment Evaluation Initiative (OAEI, see Sec-
tion 3.3.3) from its inception in 2004> until 2021 [517, 26, 495, 481, 482, 484, 483,
485, 493, 496, 494, 486, 489, 487, 488, 490, 491, 492].

The number of retrieved papers for each search parameter can be found in
Table 3.1. The BibTeX files can be found in the GitHub repository of this survey.4

De-Duplication The BibTeX files of all publications were gathered and loaded
via the Zotero® bibliographic management tool. The latter was used to detect du-
plicate publications based on the metadata of the papers. All scientific artifacts
were exported as a comma-separated values (CSV) file, including the metadata
(title, authors, publication venue, date, etc.) for manual de-duplication.

The resulting set of papers constitutes the final set of publications used for
identifying relevant works for this survey. In total, 1,814 papers were considered
in this study.

Selection Process In order to identify papers that are relevant for this survey,
inclusion criteria (IC) and exclusion criteria (EC) were defined. The set of all
papers was manually scanned in order to filter out publications not relevant to
this survey. The complete list of inclusion and exclusion criteria is shown in
Table 3.2. Every paper that is considered in this survey has to match all inclusion
criteria.

Papers considered in this survey had to be written in English language (C1),
had to be accessible through the infrastructure of a large German research uni-
versity (C2), and had not to be a duplicate of another paper (C3). It is important
to note that multiple publications on the same topic (such as a matching system)

3Back then the competition was actually referred to as EON Ontology Alignment Contest.
*see https://github.com/janothan/bk-in-matching-survey/
®see https://www.zotero.org/
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Criteria Inclusion Criteria (IC) Exclusion Criteria (EC)

Cl1 Language The paper is written in The paper is not writ-
English. ten in English; the paper

is written in English but
heavily ungrammatical.

Cc2 Accessibility The paper can be ac- The paper cannot be
cessed through the accessed through the
infrastructure of the infrastructure of the
University of Mann- University of Mann-
heim without additional heim without additional
payment. payment.

C3 Duplication Included are papers Excluded are papers
whose content is unique. with identical content,
This explicitly includes such as preprints that
papers on the same are identical in content
matching system; for ex-  with their peer-reviewed
ample, all OAEI LogMap publications or identi-
papers are included in cal papers published in
this survey rather than multiple venues.
only the latest publica-
tion in order to carry out
a thorough time analysis.

C4 Ontology Matching Sys- The paper presents a The paper does not

tem matching system, i.e., present a matching
a system which accepts system that is able to
two ontologies and re- match ontologies such
turns an alignment. as pure entity-linking or
The matching system pure instance matching
must be able to match approaches.
ontologies (T-box). Pa-
pers that align schema
and instances are also
included.

C5 Simple Correspondences  The matching system The paper presents a
produces simple corre- matching system for
spondences. complex matching.

Cé Background Knowledge The matching system ex- The matching system
ploits some form of exter-  presented does not use
nal knowledge. any external knowledge.

Cc7 Application/Evaluation The paper presents a The paper merely de-
matching system that is  scribes a framework or a
evaluated on the task of theoretical idea but lacks
ontology matching. a concrete implementa-

tion regarding ontology
matching.

C8 Level of Detail The paper describes The usage of background

the use of background
knowledge with an ap-
propriate level of detail.

knowledge is mentioned,
but it is unclear which
knowledge source is used
or how it is used.

Table 3.2: Inclusion and exclusion criteria for the papers in this survey.
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do not qualify as duplicates despite their potentially large content overlap. This
is rooted in the observation that there are often multiple versions and papers
of a single matching system, which evolves over time (for example Agreement-
MakerLight (AML) [147] or LogMap [241]); in such cases, we always refer to the
specific matching paper we mean in order to be precise rather than referencing
the most current or most extensive paper published for the system in question.

We explicitly exclude works limited solely to instance matching or entity
linking (C4). We further focus on matching systems that produce simple corre-
spondences rather than complex ones (C5). Lastly, we only cover papers that
present an actual system, i.e., a background knowledge-based (C6) ontology
matching system implementation (C7) for which an evaluation is presented.
The usage of the background knowledge must be appropriately documented
(C8). In total, 341 papers fulfilled the inclusion criteria of this survey.

All matching systems were systematically evaluated in terms of (i) the back-
ground knowledge sources used, (ii) the strategy deployed to link ontology con-
cepts to the background knowledge source, and (iii) the strategies the matching
systems apply to exploit the background knowledge sources.

3.2.2 Figures and Data

All data points and code used for the quantitative analysis of this survey are
available online.® This includes statistical figures, which are also available on-
line in a higher resolution; they can further be re-generated with the provided
Python code.

3.3 Schema Matching and Ontology Matching

3.3.1 Schemas and Ontologies

The focus of this survey is a special case of the first step of the DI process (see
Section 2.1), schema matching. It is important to note that a schema is not
bound to a technology stack. It is, for example, possible that the same schema
is implemented on different technology stacks, such as different database types.
Many formalization notations for schemas have evolved over time — for exam-
ple, in the area of (conceptual) entity-relationship models Barker’s notation [28],
IDEF1X [50] by the National Institute of Standards and Technology (NIST), or
MERISE [525]. In semantic data modeling, data representation paradigms, such
as controlled vocabularies, taxonomies, or knowledge graphs, among others, are

bsee https://github.com/janothan/bk-in-matching-survey/
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used [13], all of which have been subsumed under the umbrella term of ontolo-
gies in different publications [294, 540, 382, 429, 116]. Hence, we conclude that
most of the methods described for ontology matching can be more broadly un-
derstood as methods for matching semantic models in general [127].

3.3.2 The Ontology Matching Problem

Ontology Matching Given two ontologies O; and O, the matching problem
describes the task of finding an alignment A between O; and O,. An align-
ment is a set of correspondences whereby a correspondence is a triple in the
form (e;, ey, r) with e; € O; and e, € O, being elements of the ontologies to be
matched and r being the relation that holds between the two elements. Exam-
ples for the relation are equivalence (=) or inclusion (E). A correspondence may
optionally have an explanation e and a confidence value ¢ assigned to it and
is, therefore, sometimes also described as a quintuple in the form (e, 5,1, ¢, e).
Two types of correspondences are distinguished: Simple ones that link one ele-
ment from O; to one element from O, and complex ones, i.e., correspondences
that contain logical constructors or transformation functions [529].

A matching system can be seen as a function f(Oy, O, A', p,b) = A. Variable
A'refers to an existing alignment (which may be empty), p specifies additional
parameters for the matching process, and b’ represents external background
knowledge sources used in the matching process. [124] For this survey, it is of
particular interest how b is used in f.

For more details concerning ontologies and the ontology matching problem,
we direct the reader to Sections 2.4 and 2.6 of Chapter 2.

Ontology Integration Multiple interpretations exist to the terms ontology in-
tegration and ontology merging. We follow the proposal from Osman et al. [377]
in this survey and regard ontology merging as a special case of ontology integra-
tion:

Ontology integration (also referred to as ontology enrichment, ontology in-
clusion, or ontology extension) describes the process of extending a given target
ontology O7 with another (source) ontology Og given an alignment Ag_7 be-
tween Og and Or: Integrate(Os, O, As—7) = Or. A special case is ontology
merging where given two ontologies O, and O,, a third ontology Os is derived
given an alignment A;_, between O; and O,: Merge(0O;,0,, A1_») = Os. Ac-
cording to Osman et al. [377], the ontology integration process can be generally
seen as a four step process:

7Originally called r but renamed for better clarity here.
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1. Pre-processing Phase
2. Matching Phase

3. Merging Phase

4. Post-processing Phase

Pre-processing describes preparing the ontology files that are to be matched,
e.g., by converting them into the same uniform representation. The Matching
Phase describes the ontology matching process as outlined in the previous para-
graph. The Merging Phase describes the execution of the Integrate/ Merge op-
erator, and the Post-processing Phase summarizes various amendments to the
resulting ontology to improve its quality, such as resolving cycles or coherence
and conservatory violations. For details, we refer the reader to the comprehen-
sive survey by Osman et al. [377].

In this chapter, we also cover papers and systems which address the ontol-
ogy integration problem where background knowledge plays a significant role
in the matching phase. In figures and tables, those systems are notated with a
subscript I such as MoA;.

3.3.3 The Ontology Evaluation Initiative since 2004

About the OAEI Schema matching can be performed manually, through an
automated matching system, or in a hybrid environment. For systematically
evaluating the latter two cases, the Ontology Alignment Evaluation Initiative
(OAED® has been running campaigns every year since 2004. Unlike other evalu-
ation campaigns where researchers submit datasets as solutions to report their
results (such as Kaggleg), the OAEI requires participants to submit a matching
system, i.e., an implemented and packaged matching system, which is then ex-
ecuted on-site."’ In order to do so, multiple frameworks and platforms for stan-
dardized matcher development, packaging, and evaluation have been devel-
oped and are used by OAEI participants, namely the Alignment API [96] format
and framework, the SEALS [162, 577] and HOBBIT [368] packaging and evalua-
tion platforms as well as MELT [203, 400, 204], a framework for matcher devel-
opment, packaging, and evaluation, which also integrates with the aforemen-

8see http://oaei.ontologymatching.org/
Isee https://www.kaggle.com/
prior to 2010, participants submitted resulting alignments directly. The submission of pack-
aged tools (at first in the form of URLs of Web services running on the participants’ site) instead
of results was started in 2010. Since 2012, the submission of packaged tools has been the standard
evaluation procedure at the OAEI.
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tioned frameworks. After the evaluation, the results are publicly reported. The
individual matching tasks are referred to as test cases which are bundled in tracks.
Originally, the OAEI started with plain ontology matching tracks focused on sim-
ple alignments with an equality relation, i.e., a correspondence that contains
only one entity from the source ontology and one ontology from the target on-
tology and where r = equivalence. More recently, new tracks have been intro-
duced, such as the Knowledge Graph Track [216, 202] which combines schema
and instance matching tasks. The most transparent way of presenting and bench-
marking a new matching system is the participation in an OAEI campaign — how-
ever, most datasets are also available for download'! and can be used outside of
OAEI campaigns to evaluate matching systems.

OAEITracks Figure 3.1 summarizes all OAEI schema matching tracks since the
inception of the initiative. As visible in the figure, some older tracks have been
discontinued'® while new tracks have also been introduced. All current schema
matching tracks that were evaluated in the OAEI 2020 and 2021 are listed in Ta-
ble 3.3 together with a quick description and the best performing system of the
corresponding year.

OAEI Matching Systems Since 2004, many matching systems have been sub-
mitted and evaluated. Figures 3.4 and 3.5 list all matching systems that have
been evaluated in OAEI schema matching campaigns13 since its inception on
the y-axis; the x-axis represents a timeline, and the black bars represent the time
frame in which the systems have participated in the campaigns. As visible in
the figures, many systems have been evaluated in multiple campaigns. For this
survey, all of the listed matching systems that are used for schema matching
have been examined in terms of what background knowledge source is used, if
any, how a connection between the ontologies and the background knowledge
source is established, and how the background knowledge source is exploited.

Nsee https://dwslab.github.io/melt/track-repository

12The discontinuation of tracks is often due to missing track organizers. Reasons may be the
high effort connected to evaluating other researchers’ matching systems and writing summariz-
ing reports or a change in the research focus. However, most track data is still available for down-
load and for further usage.

The tracks which were considered are listed in Figure 3.1. Figures 3.4 and 3.5 do not in-
clude other evaluation tracks such as team participations in the SemTab [247] track. Due to very
high similarity, the following matching systems have been merged in the figure: NLM [609] and
AOAS [610], Agreement Maker and AMExt (both described in [87]), as well as GeRoMe [423, 424]
and GeRoMe SMB [422].
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Best Performing

Best Performing

Track Track Description System in the System in the
OAEI 2020 OAEI 2021
AML [312
. 312] AML [140]
An alignment between the (Uberon, DOID,
(Uberon, DOID, MeSh,
Adult Mouse Anatomy and a MeSh, WordNet, .
Anatomy [42] . WordNet, Microsoft
part of the NCI Thesaurus Microsoft Translator, .
. . Translator, OBO logical
is to be found. OBO logical -
. definitions)
definitions)

Conference [77]

16 ontologies from the
conference domain
have to be matched.

VeeAlign [227]
(Google Universal
Sentence Encoder)

AML [140]
(see above)

Multifarm [337]

7 conference ontologies
translated into 8 languages
(+ English) have to be
matched.

AML [312]
(see above)

AML [140]
(see above)

LargeBio

An alignment between 3 large
bio ontologies is to be found.

AML [312]
(see above)

AML [140]
(see above)

Phenotype [185]

An alignment between two
disease and two phenotype

LogMapBio [239]

LogMap [240]
(SPECIALIST,
Microsoft Translator)

LogMapBio [240]

ontologies is to be found. (Bioportal (Bioportal)
AML [140]
(see above)
Biodiversity 4 matching tasks from the AML [312] AML [140]

and Ecology [260]

biodiversity and ecology
domains.

(see above)

(see above)

Knowledge 5 matching tasks consisting Wiktionary Wiktionary

Graph [199] of knowledge graphs Matcher [410] Matcher [413]
extracted from fandom.com. (Wiktionary/DBnary) (Wiktionary/DBnary)

Conman Syttt e

Knowledge constructed knov%lt;dge graphs Y- (BERT, Google

Graph [136] language model)

is to be found.

Table 3.3: Depicted are all schema matching tasks of the OAEI 2020 and 2021
together with the best-performing systems in terms of F;. For the conference
track, the rar2-M3 results have been used to determine the best system. For
tracks with multiple tasks that do not name a best-performing system (Large-
Bio, phenotype), the average position in all tasks was chosen as criterion to de-
termine the best-performing system here. The Common Knowledge Graph track
was first evaluated in 2021.
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Figure 3.1: OAEI schema matching tracks since the inception of the initiative.
Explicitly excluded are complex matching tracks and instance matching tracks.
The knowledge graph track is not a pure schema matching task but a combined
one where schemas and instances have to be matched simultaneously. The li-
brary track has been organized multiple times with completely different datasets
and by different researchers using the same track name. Therefore, the track
streams have been divided into three groups (A, B, C).

Figure 3.2 reveals that over the years, the number of participating schema
matching systems to date has slightly dropped from the peak in the year 2012,
albeit the current participation total is still comparatively high compared to the
early days of the initiative."*

14Figure 3.2 has been compiled from Figures 3.4 and 3.5, hence the concrete number of schema
matching systems is counted each year excluding pure instance matching systems. The OAEI
does not calculate this statistic. In addition, we found that over the years, the OAEI counted in-
consistently with regards to participation (for example, counting participating teams in 2012 but
matching systems in 2013 on their results Web page).
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Figure 3.2: The number of ontology matching systems participating in the OAEI
from inception to date.
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Figure 3.3: Cumulative usage of a particular knowledge source of all systems in
this survey within the years 2000 to 2021.

Table 3.3 lists all schema matching tracks from 2020 and 2021 together with
the best performing system and the background knowledge sources used by
those. As visible in the table, all those systems make use of external knowledge
datasets. AML, which scores as the best-performing system in multiple tracks,
exploits multiple external knowledge sources.
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Figure 3.4: All OAEI schema matching systems (which participated in the tracks
listed in Figure 3.1) and their evaluation time frame since the inception of the
OAEI; Part 1 of 2 from 2012 - 2021.
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Figure 3.5: All OAEI schema matching systems (which participated in the tracks
listed in Figure 3.1) and their evaluation time frame since the inception of the
OAEI; Part 2 of 2 from 2004 - 2021.

3.4 Background Knowledge in Ontology Matching

3.4.1 Background Knowledge

We define background knowledge in matching as any knowledge source that
is external to the matching process and is used to obtain the final alignment.
Hence, within the matching process, external knowledge can be used in the form
of an existing alignment (A') or in the form of a resource that is independent of
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the matching task. The resource used is technology-independent and may also
be represented as an API, for example.

Background knowledge can significantly improve the performance of ontol-
ogy matching systems. This is clearly visible by analyzing different OAEI sys-
tems: When comparing LogMap and LogMapBio [240] in the OAEI 2021 cam-
paign, for instance, it can be seen that the latter system scores a significantly
higher recall on the OAEI Anatomy dataset. Other examples can be found through
a comparison of AML [145] and Gomma'® in the 2013 campaign: Both systems
participated in two configurations — with and without background knowledge.
On the Anatomy track, the background knowledge configurations significantly
outperformed all other systems in terms of recall and F;. Another indicator of
the value of background knowledge is the fact that all best-performing schema
matching systems of the 2020 and 2021 campaigns use external background
knowledge (see Table 3.3).

In [144], Faria et al. evaluate strategies for matching biomedical ontologies.
The experiments show a clear performance increase when background knowl-
edge is used. In terms of exploitation strategies, the authors recommend using
cross-references (if available) over lexical expansion.

While evaluating an approach to building a background knowledge resource
for ontology matching, Annane et al. [23] also analyze the performance of the
YAM++ matching system with and without background knowledge finding that
the matcher configuration which uses background knowledge significantly out-
performs the version without additional resources. They report that the better
performance is mainly due to a higher recall.

In an extensive survey on the systems participating in the OAEI Anatomy
track from 2007 to 2016, Dragisic et al. report that “[f]or the systems that partic-
ipated with a version using biomedical auxiliary sources and a version not using
biomedical auxiliary sources, the F-measure for the one with biomedical auxil-
iary sources was always higher” [113].

Missing background knowledge was named as one of the ten challenges for
ontology matching in 2008 [479]; this was re-affirmed in 2013 [130], and it is still
under active research.

3.4.2 Background Knowledge Selection in Ontology Matching

As there are often multiple potentially beneficial sources of background knowl-
edge available for ontology matching, some authors propose heuristics to deter-
mine the benefit of a background knowledge source in order to select one before

There is no results paper for the OAEI 2013 participation of Gomma. However, the system is
described in the paper of the 2012 campaign [172].
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performing the match operation. Nasser et al. [532] define four criteria for auto-
matic background knowledge selection:

1. type independence: A selection system should be capable to handle vari-
ous serialization formats.

2. domainindependence: A selection system should be domain-independent
and be able to select sources for any domain.

3. multilingualism: A selection system should be language-independent, i.e.,
support cross-lingual ontology matching.

4. optimality: A selection system should return the best background knowl-
edge source from the corpus.

Based on their universal requirements, they propose an approach that models
the selection task as an information retrieval problem. Ontologies and back-
ground sources are indexed using term frequency-inverse document frequency
(TF-IDF); the ontologies are then regarded as query on the background knowl-
edge sources.

In the LogMapBio system, Chen et al. [81] apply a relatively simple lexical
algorithm to identify suitable mediating ontologies from BioPortal [164, 571]. In
the OAEI 2020 campaign, the system achieved a significantly higher recall and
F) measure than the classic LogMap matching system.

Faria et al. [146] propose a heuristic called Mapping Gain which is based on
the number of additional correspondences found given a baseline alignment.
Quix et al. [425] use a keyword-based vector similarity approach to identify suit-
able background knowledge sources. Similarly, Hartung et al. [187] introduce a
metric, called effectiveness, which is based on the mapping overlap between the
ontologies to be matched.

3.4.3 Background Knowledge in Ontology Matching Over Time

Tables 3.4 to 3.7 list all background knowledge sources that have been used by
the systems evaluated in this survey together with the actual systems that use the
corresponding knowledge source. As multiple papers exist for some systems, the
first documented usage of the knowledge source by the matching system is ref-
erenced. Consequently, there is no guarantee that the latest system still uses the
specified sources. WeSeE Match, for example, used the Microsoft Bing search
engine in its 2012 version [383] but switched to the FARO Web Search frame-
work in 2013 [385]. Therefore, different papers are referenced for the system.
For each knowledge source, the systems in column Used by System are ordered
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according to the publication year. Since this survey covers a large time period,
not all resources used in the past are still available; therefore, column Resource
Available indicates whether the resource is still available to researchers. Due to
the frequent usage of WordNet [149], systems that use this source are listed in
Tables 3.8 and 3.9, which are organized according to the same methodology as
Tables 3.4 to 3.7. Tables 3.4 to 3.9 also include some non-OAEI matching sys-
tems (indicated by italics).

Figure 3.3 shows the cumulative usage of background knowledge sources
that have been referenced in at least four different publications. The by far most
often used external knowledge resource is WordNet [149]. Further often used
resources are the Unified Medical Language System (UMLS) [318] as well as the
Microsoft Bing Translation API. When looking at the distribution of the usage
counts in Figure 3.3, a power-law distribution can be recognized: Most systems
use the same knowledge source; although many knowledge sources exist, most
are used only by very few systems. It is important to note that the long-tail in the
distribution is actually much longer, as shown in the figure, because the latter
only lists sources used by at least four different matching system publications.

In Figure 3.6, background knowledge source usage is plotted over time. As in
the figure before, only sources are depicted, which are used at least four times by
the papers included in this survey. What is visible from the figure (and also from
Tables 3.4, 3.5, 3.6, 3.7, 3.8, and 3.9) is that background knowledge has been used
from very early on. In the first OAEI in 2004, for example, the OWL-Lite Align-
ment (OLA) [120] matching system already uses WordNet to retrieve synonym
sets. A look at the usage over time (Figure 3.6) reveals that only a few sources
have been used in the early days of ontology matching. With the progression of
time, more and more resources are evaluated. However, only a few sources show
a consistently high application, in particular WordNet, the Microsoft Translation
API, UBERON, and UMLS. We can also observe spikes of usage, i.e., a resource
has been used within a short time frame in multiple papers but not afterward:
Examples here are Swoogle [103], a Semantic Web search enginew, or the Google
Search APL

16 L .
The search engine is not online anymore.
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Knowledge Source Source Description AR‘:;:;?: Used by System
Apertium [155] A free open-source platform for machine translation. yes Bella et al. (2017) [30]
LYAM++ (2015) [530]
Multilingual, large knowledge graph derived through the Helou et al. (2016) [192]
BabelNet [362] integration of multiple knowledge sources yes Binizetal. (2017) [37]
such as WordNet and Wikipedia. EVOCROS (2018) [99]
Kolyvakis et al. (2018) [280]
Neutel et al. (2021) [363]
BERT [102] A transformer-based language model. yes Eﬁ;ﬁ?gﬁig%g??ﬂg?ﬂ]ﬂ
TOM (2021) [281]
Big Huge Thesaurus Web API for synonyms and antonyms. yes ;2332{;: ((22(? 1122)) [[91501
Fuetal. (2011) [159]
Bing Search Engine API Cloud API for the Microsoft Bing Web ves WeSeE Match (2012) [383]
search engine. SOCOM++ (2012) [160]
SYNTHESIS (2013) [285]
SOCOM (2010) [158]
Spohr et al. (2011) [505]
WeSeE Match (2012) [383]
YAM++ (2012) [365]
Koukourikos et al. (2013) [284]
Bing Translator / Cloud API for the Microsoft Bing translation AML (2014) [141]
Microsoft Translator service. yes XMap (2014) [105]
Kachroudi et al. (2014) [257]
LogMap (2015) [245]
CLONA (2015) [2]
KEPLER (2017) [253]
Kachroudi & Yahia (2018) [256]
BioBERT (298] A language model pre-trained on medical text. yes MEDTO (2021) [184]
LogMapBio (2014) [246]
. . . . . Annane et al. (2016) [22]
BioPortal [164, 571] ﬁrfteé’li’);?;y of interlinked biomedical yes Zaveri & Dumontier (2016) [605]
) Lily (2018) [524]
Annane et al. (2018) [23]
ConceptNet [503] A freely-available word graph collected from multiple sources. | yes Kolyvakis et al. (2018) [280]
Cooking Dictionary A collection of term definitions in the cooking domain. yes van Hage et al. (2005) [179]
BLOOMS (2010) [231]
DBpedia [300] ’V\Vli(:i;‘gz:%:é';gz;x"acwd from yes LDOA (2011) [255]
) Griitze et al. (2012) [175]
AML (2014) [141]
DOID [466] The Human Disease Ontology (DOID). yes Ochieng & Kyanda (2018) [376]
Annane et al. (2018) [23]
DOLCE [161] The descriptive ontology for lingusitic and cognitive ves Mascardi et al. (2010) [334]
engineering (DOLCE) is an upper ontology. Davarpanah et al. (2015) [95]
FAROO Web Search A framework for Web search. yes WeSeE Match (2013) [385]
A model trained with facebook’s Al OntoConnect (2020) [71]
fastText model yes

reserach (FAIR) fastText [43] framework.

Neutel et al. (2021) [363]

Table 3.4: Knowledge sources and matching systems that use them (part 1 of
4). Referenced is the first documented usage by the matching system. Systems
that did not participate in the OAEI are italicized. Named systems are referred
to using their system name.
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Resource

Knowledge Source Source Description Available Used by System
FIBO The Financial Industry Business Ontology (FIBO). yes DESKMatcher (2020) [351]
AOAS (2007) [610]
The T . N Grofet al. (2011) [171]
FMA The Foundational Model of Anatomy (FMA). yes GOMMA (2012) [172]
Petrov et al. (2013) [392]
Google NNLM A neural text embedding model available through TensorFlow ves KGMatcher (2021) [137]
Hub by Google.
Freelang A translation API (available as offline and as online version). yes Medley (2012) [188]
Pan et al. (2005) [379]
van Hage et al. (2005) [179]
PROMPT-V (2007) [250]
X-SOM (2007) [92]
Google Search API Cloud API for the Google Web search engine. yes Gligorov et al. (2007) [168]
KMSS (2009) [606]
Mao et al. (2011) [333]
MapSSS (2013) [76]
Jiang et al. (2014) [238]
SOCOM (2010) [157]
Fuetal. (2011) [159]
SOCOM++ (2012) [160]
Google Translation API A translation Web API by Google. yes ﬁ;ﬁ&r:p?; 01 13 z)t)[|6212]
Helou et al. (2016) [192]
NuSM (2017) [30]
Destro et al. (2017) [98]
Google Universal Pre-trained encoder by Google .
Sentence Encoder [69, 602] (monolingual [69] and multilingual [602]). yes VeeAlign (2020) [227)
Google Word2Vec Vectors ‘Word2vec models by Google yes Bulygin (2018) 156]
) Bulygin & Stupnikov (2019) [57)
HowNet [110] An online sememe knowledge base in Chinese and ves Lietal. (2006) [306]
English. Wang et al. (2008) [566]
ImageNet A large database of images. yes Doulaverakis et al. (2015) [111]
iTranslate4 API for machine translation. no Koukourikos et al. (2013) [284]
KGvec2go [404] Pre-trained RDF2vec embeddings. yes ALOD2Vec (2020) [403]
Lanes API Language Analysis EssentialsA (LANES) o HotMatch (2012) [94]
API. Does not seem to be online anymore.
AML (2014) [141]
Medical Subject The Medical Subject Headings (MeSH) Ochieng & Kyanda (2018) [376]
Headings (MeSH) [513] are a controlled vocabulary thesaurus. yes Real et al. (2020) [428]
Annane et al. (2018) (23]
Medline Bibliographic database of the National Library ves DisMatch (2016) [447]
of Medicine. Medline is a subset of PubMed. OntoEmma (2018) [558]
MyMemory API A translation REST API provided by translated.com. yes GOMMA (2012) [172]
Ontology Lookup Service (OLS) | Repository and Web APIs for biomedical ontologies. yes PAXO (2020) [186]
. Open-source version of the Cyc knowledge base b Mascardi et al. (2010) [334]
OpenCyc [302] Cycorp. No longer available. y ¢ 4 no Davarpanah et al. (2015) [95]
Paraphrase DB (PPDB) [386] A very large collection of paraphrases. yes DeepAlignment (2018) [279]
PubMed Bibliographic database maintained by the National Library of ves Fangetal. (2013) [138]

Medicine.

Li (2020) [305]

Table 3.5: Knowledge sources and matching systems that use them from part (2
of 4). Referenced is the first documented usage by the matching system. Systems
that did not participate in the OAEI are italicized. Named systems are referred
to using their system name.
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Resource

Knowledge Source Source Description Available Used by System
RadLex A radiology lexicon. yes Grofietal. (2011) [171]
SAP Term Definitions of terms in SAP software. not publicly | DESKMatcher (2020) [351]
SBERT [432] AlBERT. mo@lﬁcatlon so that similarity can be determined yes MEDTO (2021) [184]
via cosine distance
SDL FreeTranslation An online translation service. no SOCOM (2010) [157]
. S FCA-Map (2016) [613]
SPECIALIST Lexicon ::\';:i‘i Z‘i;"&z‘:;:f:::ﬁ:sg yes LogMap (2018) [243]
: Real et al. (2020) [428]
. The suggested upper merged .
SUMO [373] omolog% (SUMOI;?an uppger ontology. yes Mascardi et al. (2010) [334]
A search engine for the Semantic SCARLET (2007) 449, 4511
Swoogle [103] Web. No longer available. no Vazquez & Swoboda (2007) [545]
Spider (2008) [450]
synonyms-fr.com A Web service to retrieve French synonyms and antonyms. | yes Fuetal. (2011) [159]
GrofSetal. (2011) [171]
AgreementMaker (2011) [88]
GOMMA (2012) [172]
UBERON (355, 178] A cross-species anatomical ontology. yes f&ﬁfgt;y&;ﬁésn
CroMatcher (2016) [177]
POMap (2017) [288]
Lily (2020) [222]
NLM (2006) [609]
AOAS (2007) [610]
ASMOV (2007) [235]
RiMom (2007) [308]
SAMBO (2007) [520]
AgreementMaker (2009) [87]
The unified medical language system LogMap (2011) [248]
UMLS [318] is a compendium of vocabularies in the yes Grofsetal. (2011) [171]
biomedical domain. GOMMA (2012) [172]
Ferndndez et al. (2012) [151]
AML (2013) [145]
Amin et al. (2014) [19]
LILY (2018) [524]
FCA-Map (2018) [79]
OntoEmma (2018) [558]
Universal Knowledge Core (UKC) | A multilingual lexical resource. yes NuSM (2017) [30]
WebIsALOD [467, 198] ‘;ﬁz&zzg:c;i };}];p; Ei:fe:ézt;:;h yes ALOD2Vec Matcher (2018) [409]
Webtranslator API A Java translation API. yes Q‘Z éSEMI\j;fC(: ‘(22) Olfg)z J[j 85)
CIDER-CL (2013) [169]
Zhang et al. (2014) [612]
‘Wikipedia Corpus Text corpus of the online encyclopedia Wikipedia. yes Todorov et al. (2014) [533]

DisMatch (2016) [447]
Li (2020) [305]

Table 3.6: Knowledge sources and matching systems that use them from (part 3
of 4). Referenced is the first documented usage by the matching system. Systems
that did not participate in the OAEI are italicized. Named systems are referred
to using their system name.
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Knowledge Source Source Description i::;:g: Used by System
BLOOMS (2010) [231, 232]
. SOCOM (2010) [158]
Wikipedia MediaWiki APT Zg;ﬁi;z;:ev;ﬂ;: i yes Fuetal. (2011) [159]
. WikiMatch (2012) [197]
OntoEmma (2018) [558]
Wikisynonyms Semantic lexicon built from Wikipedia redirects. yes gi%:g?ni;:i;?;)l 2][?28;);]
Wiktionary A community-built dictionary; an RDF version [470] ves Lin & Krizhanovsky (2011) [314]
is also available. Wiktionary Matcher (2019) [402]
WordNet [149] A well-known database of English synsets. yes see Tables 3.8 and 3.9
WordsAPI A Web APT for (English) word definitions, multiple word relations, ves Hnatkowska et al, (2021) [214]
and more.
YAGO [515] A large knowledge base extracted from multiple sources. yes Todorov et al. (2014) [533]
Yahoo Image Search A search engine for images on the Web. yes Doulaverakis et al. (2015) [111]
Yahoo Search A search engine for the Web. yes Vazquez & Swoboda (2007) [545]
CroLOM (2016) [267]
Yandex Translation API A translation Web API by the Yandex search engine. yes SimCat (2016) [271]
Ibrahim et al. (2020) [223]

Table 3.7: Knowledge sources and matching systems that use them from (part 4
of 4). Referenced is the first documented usage by the matching system. Systems
that did not participate in the OAEI are italicized. Named systems are referred
to using their system name.

—— BabelNet
25 Bing Translation API
BioPortal
DOID
— FMA
Google Search API
—— Google Translation AP
MeSH
—— Swoogle
UBERON
— UMLS
Wikipedia Corpus
Wikipedia API
Wiktionary
—— WordNet
Yandex Translator

TN e

2012 2013
Years

= - =
=) & 3

Systems Using Background Knowledge
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Figure 3.6: Number of publications of this survey using a particular knowledge
source over time.

3.4.4 Most Used Background Knowledge Resources
In the following, the ten most used external resources in ontology matching (see

Figure 3.3) are shortly introduced.

WordNet WordNet is a database of English words grouped in sets which rep-
resent a particular meaning, so-called synsets; further semantic relationships,
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Knowledge Source

Used by System

WordNet

OLA (2004) [120]

ASCO (2004) [296]

RiIMOM (2004) [523]

MoAy (2005) [272]

oMap (2005) [512]

CROSI (2005) [258]
Mongiello & Totaro (2005) [350]
Aleksovski & Klein (2005) [11]
OWL-Ctx (2006) [371]
AUTOMS (2006) [283]
DSSim (2006) [359]

HMatch (2006) [67]
Aleksovski et al. (2006) [12, 10]
Park et al. (2006) [381, 380]
Alasoud et al. (2006) [8]

Sen et al. (2006) [469]
Reynaud & Safar (2006) [434]
Abolhassani et al. (2006) [3]
Chen et al. (2006) (78]
iMapper (2006) [514]
ontoDNA (2006) [276]

Nagy et al. (2006) [360]
ACAOM (2006) [564, 563]
Trojahn et al. (2006) [453]
Wang et al. (2006) [570]

Kim et al (2006) [274]

Wang et al. (2006) [569]
ASMOV (2007) [235]

SEMA (2007) [504]

X-SOM (2007) [92]

iG-Match (2007) [207]

Tan & Lambrix (2007) [519]
Trojahn et al. (2007) [455]
PROMPT-V (2007) [250]
Jinetal. (2007) [251]

IAOM (2007) [578]

Sen et al. (2007) [468]
UFOme (2007) [394]
MapPSO (2008) [41]

Alasoud et al. (2008) [9]
Jeong-Woo et al. (2008) [501]
e-CMS (2008) [292]

Kaza & Chen (2008) [262]
Trojahn et al. (2008) [456, 454, 457]
Ichise (2008) [224]

Cardoso et al. (2008) [65]
Zhang et al. (2008) [608]
OMIE (2008) [46]

Fatemi et al. (2008) [148]
Wang et al. (2008) [566]
SECCO (2008) [393]

Lera et al. (2008) [303]
Agreement Maker (2009) [87]
Eckert et al. (2009) [114]
Zhong et al. (2009) [616]
Xia et al. (2009) [581]
Ferndndez et al. (2009) [152]
Eff2Match (2010) [83]
Mascardi et al. (2010) [334]
NBJLM (2010) [560]
ontoMATCH (2010) [328]
IROM (2010) [471]
Cheatham (2010) [75]
Wang et al. (2010) [565]
SOCOM (2010) [158]

CSA (2011) [536]

LogMap (2011) [248]
MaasMatch (2011) [461]
OMReasoner (2011) [475]
Optima (2011) [527]
YAM++ (2011) [367]

Lin & Krizhanovsky (2011) [314]
Sadaqat et al. (2011) [234]
Thayasivam & Doshi (2011) [526]
MAMA (2011) [73]

Vaccari et al. (2012) [541]
Liuetal. (2012) [322]
Acampora et al. (2012) [5]
OARS (2012) [233]
Ferndndez et al. (2012) [151]
FuzzyAlign (2012) [153]
OACLAI (2012) [310]

Song et al. (2012) [502]
Schadd & Roos (2012) [462]
Gulic et al. (2013) [176]
MAPSOM (2013) [252]
Acampora et al. (2013) [6, 4]
AML (2013) [145]

XMap (2013) [104]

SPHeRe (2013) [265]

Table 3.8: Matching systems using WordNet; Part 1 of 2. Referenced is the first
documented usage by the matching system. Systems that did not participate in
the OAEI at some point in time are italicized. Ontology integration systems are
indicated by a subscript I. Named systems are referred to using their system
name.
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Knowledge Source  Used by System

ServOMap (2013) [259]
Kumar & Harding (2013) [287]
SMILE (2013) [24]

Petrov et al. (2013) [392]

Lin et al. (2013) [316]
Fangetal. (2013) [138]

UFOM (2014) [611]

Todorov et al. (2014) [533]
Xue et al. (2014) [595, 597, 598]
Jaiboonlue et al. (2014) [230]
AOT/AOTL (2014) [268]
InsMT/InsMTL (2014) [269]
Chaker et al. (2014) [70]
Schadd & Roos (2014) [463]
ServOMBI (2015) [266]
DKP-AOM (2015) [134]

Kiren & Shoaib (2015) [275]
Nguyen & Conrad (2015) [369]
Wang (2015) [567]

Xue et al. (2015) [594, 596, 593, 590, 585]

Benaissa et al. (2015) [33]
Schadd & Roos (2015) [464]
WordNet ALIN (2016) [497]
CroLOM (2016) [267]
CroMatcher (2016) [177]
OMI-DL (2016) [323]
Anam et al. (2016) [21]
Xieetal. (2016) [582]
Mountasser et al. (2016) [352]
Idoudi et al. (2016) [225]
Xue et al. (2016) [592]
ALINSyn (2017) [592]
Liuetal. (2016) [321]
HSOMap (2016) [156]
FCA-Map (2016) [613]
KEPLER (2017) [253]
ONTMAT (2017) [165]
Xueetal. (2017) [586, 591, 589]
Heetal. (2017) [189]
OIM-SIM7 (2017) [607]
SANOM (2018) [349]
EVOCROS (2018) [99]
FCA-MapX (2018) [79]

Ochieng & Kyanda (2018) [376]

Roussille et al. (2018) [445]

Vennesland et al. (2018) [546, 547]
Refoufi & Benarab (2018) [430]
Kolyvakis et al. (2018) [279]
Bulygin et al. (2018) [56]
Kachroudi & Yahia (2018) [256]
ONTMAT1 (2019) [166]

Lily (2020) [222]

WeGO++ (2019) [427]

Bulygin & Stupnikov (2019) [57]
Biniz & Fakir (2019) [38]

Xue & Chen (2019) [587]
WeGo++ (2019) [427]

Yang (2019) [601]

Ibrahim et al. (2020) [223]

Real et al. (2020) [428]

Xue & Chen (2020) [588]
Lvetal. (2021) [330]

Zhu et al. (2021) [617]

Xue et al. (2021) [599]

Table 3.9: Matching systems using WordNet; Part 2 of 2. Referenced is the first
documented usage by the matching system. Systems that did not participate in
the OAEI at some point in time are italicized. Ontology integration systems are
indicated by a subscript I. Named systems are referred to using their system

name.
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such as hypernymy17 and hyponymym, also exist in the database. The resource
is publicly available."? In fact, WordNet is so heavily used that there exists a ded-
icated survey paper titled “A survey of exploiting WordNet in ontology match-
ing” [315]. The resource is under a permissive license and can also be used for
commercial purposes.20

Bing/Microsoft Translation API The Microsoft Translation APT?, formerly also
known as Bing Translation API, allows, among other functions such as language
detection, for translating a text string from a source language to a target lan-
guage. The cloud API can be accessed through any programming language.
Since the service is provided in a cloud infrastructure, the translation service is
continuously improved. These changes impede the reproducibility of matching
systems using the API. The service is not free, but as 0f 2021, 2 million characters
of translation/detection per month are not Charged.22

UMLS The Unified Medical Language System (UMLS) is a manually-built com-
pendium of vocabularies in the biomedical domain. The UMLS is maintained by
the United States National Library of Medicine (NLM). UMLS can be used with-
out charge, but a download® requires a registration at the NLM.

UBERON Inthe anatomy domain, the Uber-anatomy ontology (UBERON) [355,
178] is an ontology for multiple species comprising of more than 13,000 classes
(as 0f 2021). Since UBERON defines a canonical model, it can be used as a “hub
ontology” to solve various integration problems in the anatomy domain. The
ontology can be used on its own but also in combination with other anatomi-
cal ontologies such as the Foundational Model of Anatomy (FMA). Particularly
the bridging ontologies which connect UBERON to other ontologies (such as
UBERON to FMA) make the resource interesting for the task of ontology match-

A hypernym or hyperonym is a concept which is superordinate to another one. In computer
science, it is often represented as an IS-A relationship. For example, animal is a hypernym of
cat. [357]

18y hyponym is a concept which is subordinate to another one. In computer science, it is often
represented as an IS-Arelationship. For example, cat is a hyponym of animal. [357]

19seehttps://wordnet.princeton.edu/download

20seehttps://wordnet.princeton.edu/license—and—commercial-use

21seehttp://www.microsoft.com/translator

22seehttps://azure.microsoft.com/en—us/pricing/details/cognitive—services/t
ranslator/

Bsee https://www.nlm.nih.gov/research/umls/index.html


https://wordnet.princeton.edu/download
https://wordnet.princeton.edu/license-and-commercial-use
http://www.microsoft.com/translator
https://azure.microsoft.com/en-us/pricing/details/cognitive-services/translator/
https://azure.microsoft.com/en-us/pricing/details/cognitive-services/translator/
https://www.nlm.nih.gov/research/umls/index.html
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ing in this domain. UBERON is publicly available and can be directly down-
loaded** without any registration.

Google Translation API The Google Translation API 2 is very similar to the
Microsoft Translation API: It is also a continuously improved cloud service. The
Google Translation API is not free, but as of 2021, a translation of 500,000 char-
acters per month is free of charge.26

BioPortal The National Center for Biomedical Ontology (NCBO) developed and
maintains BioPortal®’ [164, 571], a Web repository of interlinked biomedical on-
tologies. The portal grants access to biomedical ontologies and terminologies
developed in various Semantic Web formats. Via representational state trans-
fer (REST) services, users can query (among other things) for ontologies, their
metadata, and also for individual ontology terms. Registered users can also sub-
mit ontology mappings. This allows for community-created integration content.
Particularly interesting in the area of ontology matching are the mapping ser-
vices provided: Mappings can be easily obtained for a term or for a given ontol-
ogy. The BioPortal services and data can be used free of charge.

DOID The Human Disease Ontology (DO, very often also abbreviated with DO-
ID) [466] contains, as of 2021, more than 10,800 human diseases which are de-
scribed through an ontology; its identifiers start with the prefix DOID. The re-
source is built by a community of experts. The disease ontology contains map-
pings to other vocabularies such as MeSH (see below), ICDZS, or SNOMED-CT29
concepts. It is publicly available® under a very permissive license (CCO0).

Google Search API The Google Search API*! allows for performing Web searches
programmatically. Like the Google Translation AP], it is not free, but as of 2021,
100 search queries per day are free of charge.

24seehttp://uberon.org
25seehttps://cloud.google.com/translate
26seehttps://cloud.google.com/translate/pricing
27seehttps://bioportal.bioontology.org/

81CD stands for “International Classification of Diseases”.

29SNOMED-CT stands for “ Systematized Nomenclature of Medicine Clinical Terms”.
30seehttps://disease-ontology.org/

see https://developers.google.com/custom-search/vl/overview


http://uberon.org
https://cloud.google.com/translate
https://cloud.google.com/translate/pricing
https://bioportal.bioontology.org/
https://disease-ontology.org/
https://developers.google.com/custom-search/v1/overview
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MeSH The Medical Subject Headings (MeSH) [513] form the controlled vocab-
ulary thesaurus, which is used to index medical articles. It is built by experts
and maintained by the NLM. The data is freely available online for download in
multiple formats (including RDF).* The dataset is available under a permissive
license.

BabelNet BabelNet> [362] is a large multilingual knowledge graph that inte-
grates (originally) Wikipedia and WordNet. Later, additional resources such as
Wiktionary were added. The integration between the resources is performed in
an automated manner. The dataset does not just contain lemma-based knowl-
edge but also instance data (named entities) such as the singer and songwriter
Trent Reznor. For BabelNet 3.6, an RDF version exists [117]. The dataset can be
queried via a user interface (Ul), SPARQL, and an HTTP API (a Java and a Py-
thon client are also available). The dataset is under a restrictive license, and the
number of free queries is limited. However, researchers can request access to
the indices for non-commercial research projects.

= General Knowledge
[ ] === Domain Knowledge

2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020 2021
Years

Figure 3.7: Aggregated number of publications of this survey using external
background knowledge in ontology matching. Domain-specific background
knowledge sources are colored in light gray; general-purpose background
knowledge sources are colored in black.

5ee https://www.nlm.nih.gov/databases/download/mesh.html
FBsee https://babelnet.org/


https://www.nlm.nih.gov/databases/download/mesh.html
https://babelnet.org/
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3.5 Categorization of Background Knowledge in Ontology
Matching

3.5.1 Classification System

Multiple approaches for categorizing general matching techniques have been
proposed [426, 478, 129]. The matching techniques further studied in this survey
can be broadly categorized as context-based approaches according to Euzenat
and Shvaiko [129, 478] or as schema-only based approaches according to Rahm
and Bernstein [426].>* Rahm et al. do not group background knowledge sources
while Euzenat et al. distinguish formal resources, i.e., those on which reasoning
can be applied, and informal resources, i.e., those on which reasoning cannot be
applied. The latter authors further name the dimensions breadth, formality, and
status [132]. In this survey, we propose a more fine-grained categorization with
a clear distinction between the background knowledge source that is used and
the strategy that is applied to exploit the given knowledge source.

Target Domain Background knowledge sources for matching can be grouped
by their target domain or target purpose. Here, it can be differentiated between
domain-specific assets and general-purpose assets. While general-purpose back-
ground knowledge is intended to improve the overall matching quality on any
task, domain-specific background knowledge is intended to improve the match-
ing performance within a specific domain or even for a specific matching task.
An example of a widely used general-purpose knowledge source is WordNet;
a case in point for a popular domain-specific knowledge source is the UMLS.
The distinction between domain-specific and domain-independent (lexical and
grammatical) sources is also made by Real et al. [428] who show in a recent pub-
lication that the inclusion of domain-specific lexical- and grammatical knowl-
edge can significantly improve matching systems in domain-specific tasks. In
Figure 3.7, the aggregated usage of background knowledge in schema matching
systems is plotted per year. It is visible that —up to date — general-purpose knowl-
edge sources are used more often than domain-specific knowledge sources. This
finding is intuitive since general-purpose datasets are easier to find, and their
application makes sense for any matcher, whereas domain-specific datasets may
be harder to find (depending on the matching task) and require a concrete, do-
main-bound matching problem. It is also visible that the research community

3 Thisis naturally not precise. WordNet and other lexical resources, for example, are not classi-
fied as formal/informal resource-based but instead as language-based, according to Euzenat and
Shvaiko.
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initially started with general-purpose background knowledge and explored do-
main-specific sources at a later stage. Most publications using external back-
ground knowledge sources (general and domain-specific) were published in 2018.
It is important to note that this survey does not cover the full year of 2021.

Structuredness Independent of the domain, the knowledge sources can be
split in structured sources and unstructured sources. Structured data is organized
according to a known data schema, whereas unstructured data is not. An exam-
ple for a structured external data source in ontology matching is WordNet; an
example for a general-purpose unstructured data source in ontology matching
is the entirety of Wikipedia texts, whereas SAP Term, a set of definitions of terms
in SAP software, is an example of a domain-specific unstructured resource. Un-
structured external resources are rarely used in ontology matching. We, there-
fore, only classify into textual and non-textual unstructured resources whereby
we did observe merely one publication [111] using non-textual, unstructured
sources (i.e., images).

Structured sources appear in different variations (type): (i) Lexical and taxo-
nomic resources, (ii) factual databases, (iii) Semantic Web datasets, and (iv) pre-
trained neural models. Lexical and taxonomic resources, as well as pre-trained
neural models, can again be subdivided into monolingual and multilingual re-
sources.”> Semantic Web datasets can be subdivided into single datasets and
interlinked datasets.

An overview of the proposed classification system is presented in Figure 3.8;
in Table 3.10, all resources covered in this survey are categorized according to
the presented classification system. In the following, we will further define each
structured resource and provide examples for all fine-grained categories.

35Theoretically, the other structured resources can also be mono- or multilingual - however, the
focus of the knowledge provided there is rather factual, and the language is typically not the core
property of the knowledge resource. Therefore, we decided against a subdivision here in favor of
clarity.
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Background Knowledge
Structured Unstructured
Textual
— Lexical and Taxonomical Non-textual
Monolingual
Multilingual
— Foactual Database Generally Applicable
. Properties
— Semantic Web Dataset - domain-specific vs.
|: Single general purpose
Linked Further Properties
L— Pre-trained Neural Models - resource size

- task dependence
. - license permissions
Multilingual - authoring-level

Monolingual

Figure 3.8: Classification of background knowledge sources that are used for
matching.

Lexical and Taxonomical Knowledge Lexical and taxonomical knowledge is
the most exploited external type of knowledge in ontology matching. The most
commonly used resource in this class in our study is WordNet. The resource
is monolingual; this means it is available in only one language, i.e., English.
Similar resources exist in other languages, such as the German thesaurus Ger-
maNet [182] — however, since most ontology matching benchmark datasets are
provided in English, our study is consequently also skewed towards English re-
sources. Concerning multilingual lexical knowledge, dictionaries and dictionary-
like resources, such as APIs, are heavily used for multilingual ontology matching.
In our study, we found substantial usage of the Microsoft Bing Translation API
but also of other general-purpose translation APIs. Although not appearing in
the tables, domain-specific multilingual resources exist, for example, the Fach-
wérterbuch Versicherungswirtschaft und -recht™® [421].

Factual Databases A factual database provides (non-lexical) facts that can be
included in the matching process. An example here might be a database of

36 German book title, translates to dictionary of insurance and insurance law.
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postal codes and cities. We did not find any significant usage of such a resource
despite imaginable use case scenarios. An example for a domain-specific data-
base would be MEDLINE, the bibliographic database of the National Library of
Medicine which is used by the DisMatch [447] and OntoEmma [558] matching
systems.

Semantic Web Dataset A Semantic Web (SW) dataset is a knowledge base de-
veloped with technologies from the Semantic Web technology stack, such as
RDF or OWL files. The category includes knowledge graphs with or without
instance data where we define a knowledge graph slightly broader than in its
original sense [384] and also count domain-specific graphs. We also consider
SPARQL endpoints as SW datasets in this survey, as well as plain ontologies.

We further differentiate between (i) single and (ii) linked SW datasets. A sin-
gle dataset is, in this case, an individual knowledge graph or ontology.

An example for a general-purpose single SW dataset would be DBpedia [300]
(used e.g. by LDOA [255]), WebIsALOD [467, 198] (used e.g. by ALOD2Vec Ma-
tcher [409]), or Wikidata. An example for a domain-specific single SW data-
set would be the Financial Industry Business Ontology (FIBO) used for instance
in [351].

An example for a domain-specific linked SW dataset in this sense would be
some or all BioPortal [571] ontologies together with their mappings, while an ex-
ample for a general-purpose linked SW dataset would be any two linked general-
purpose knowledge graphs.

Pre-trained Neural Models A recent development is the application of deep
learning in a multitude of applications. A pre-trained neural model in this classi-
fication system may be an API exposing latent representations of concepts, such
as KGveCZgo37 [404], or a pre-trained model such as the Google Universal Sen-
tence Encoder™® 69, 602] used by VeeAlign [227].

3.5.2 Further Relevant Properties

Further properties of background knowledge sources that are not used here for
the proposed classification are (i) resource size, (ii) task dependence, (iii) license
permissions, and (iv) authoring level. Those properties are important in partic-
ular when it comes to the strategies that are applied to exploit the background
knowledge.

¥ see http://wuw.kgvec2go.org/
Bsee https://tfhub.dev/google/universal-sentence-encoder-large/
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The resource size may limit the utility provided by the source — a small gen-
eral knowledge thesaurus, for example, may only be of limited use — but may at
the same time limit the exploitation strategy that can be used; the RDF2vec [442]
embedding approach (a comparatively scalable embedding approach) is very
hard to apply to the BabelNet (RDF) knowledge graph [117] due to its sheer size.
Surprisingly, the most used general-purpose background knowledge resource,
WordNet, is relatively small compared to community-built resources such as Ba-
belNet, Wiktionary, or Wikidata.

The task-dependency also limits the options to exploit the source (see Sec-
tion 3.7). A very specific Web-API providing only a very specific service may limit
the strategy to the simple call of the service.

While license permissions are not of utmost concern to the research com-
munity, they are very important in the enterprise world when it comes to the
actual application of matching systems in the real world for commercial pur-
poses.

The level of authoring or trust of a knowledge source is affecting the ex-
ploitation strategy as well. Generally, four main categories can be observed:
(1) expert-built resources such as WordNet, (2) community-built resources such
as Wiktionary, (3) semi-automatically built resources such as BabelNet, and (4)
automatically built resources such as WebIsALOD. It can be assumed that the
amount of trust decreases from (1) to (4): A deeply reviewed, expert-built dic-
tionary such as WordNet may be used with less caution than a community-built
online dictionary like Wiktionary or a heuristically extracted dataset such as We-
bISALOD. The quality of the matching results is likely not, in every case, propor-
tional to the level of trust since it depends on the exploitation strategy used and
the concrete resource. Automatically-trained neural language models, for in-
stance, have a low authoring level but may produce very good results.

3.6 Categorization of Linking Approaches

In order to exploit an external knowledge source, the concepts in one or both of
the ontologies to be matched need to be linked to the knowledge source. The
linking process is also known as anchoring or contextualization [132]. For ex-
ample, to determine whether the classes http://mouse . owl#MA_0002390 and
http://human. owl#NCI_C33743 of the OAEI Anatomy track [42] are similar us-
ing Wiktionary, the URIs have to be first linked to one or more Wiktionary en-
tries. In this case, the label of the first can be used to link it to the entry of “tem-
poralis” and the label of the latter can be used to link it to the entry of “temporal
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Background Knowledge Type

Background Knowledge Source

Domain-
specific

Structured

Lexical and
Taxonomical

Monolingual

RadLex
SPECIALIST Lexicon

Multilingual

Factual
Database

Medline
PubMed

Semantic Web
Dataset

Single

DOID

FMA

FIBO

Medical Subject Headings (MeSH)
UBERON

Linked

BioPortal
Ontology Lookup Service (OLS)
UMLS

Pre-trained
Neural Model

Monolingual

BioBERT

Multilingual

Unstructured

Textual

Cooking Dictionary
SAP Term

Non-Textual

General-
Purpose

Structured

Lexical and
Taxonomical

Monolingual

Big Huge Thesaurus

Paraphrase DB (PPDB)

synonyms-fr.com

Universal Knowledge Core (UKC)
Wikipedia MediaWiki API (non-text serach)
Wikisynonyms

WordNet

WordsAPI

Multilingual

Apertium
Bing/Microsoft Translator
Freelang

Google Translation API
HowNet

iTranslate4

Lanes API

MyMemory API

SDL FreeTranslation
Webtranslator API
Yandex Translation API

Factual
Database

Semantic Web
Dataset

Single

BabelNet
DBnary
DBpedia
ConceptNet
DOLCE
OpenCyc
SUMO
Swoogle
WebIsALOD
YAGO

Linked

Pre-trained
Neural Model

Monolingual

BERT

fastText model

Google Word2Vec Vectors
KGvec2go

SBERT

Multilingual

Google Universal Sentence Encoder

Unstructured

Textual

Bing Search Engine API

FARO Web Search

Google Search API

Wikipedia Corpus

Wikipedia MediaWiki API (for text search)
Yahoo Search

Non-Textual

ImageNet
Yahoo Image Search

Table 3.10: Background knowledge sources sorted according to their type.
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muscle”. Within the knowledge source, we can then find a synonymy relation
between the two entries and derive a degree of similarity.

While many publications address the concrete application of a background
source for ontology matching, few discuss the actual linking problem. However,
since linking is the first step in exploiting a knowledge source, it significantly
determines the quality of the outcome. In a visionary paper by Sabou et al. [451],
online ontologies obtained with a Semantic Web search engine have been used
for ontology matching. Out of the 1,000 correspondences checked manually, 217
false ones have been identified. The authors find that out of those, 53% are due
to anchoring errors. This emphasizes the need for a solid anchoring strategy.

The linking process is typically dependent on the knowledge source used
and can be as simple as forwarding a label (e.g., when using the Google search
API) or as complicated as the ontology matching problem itself (e.g., when an-
other knowledge graph shall be used).

For linking, we distinguish two goals: (i) finding at most one link for each
concept in an ontology and (ii) finding up to many links for each concept in an
ontology. Multiple links can be sensible in the case of partial linking; for ex-
ample, a concept with label “derivatives exchange” may be linked to “deriva-
tives” and “exchange” in cases where there is no match for the complete con-
cept. Other reasons for multi-linking are datasets with hornonyrns39 or knowl-
edge sources that explicitly provide multiple senses for strings. For the latter two
cases, a Word Sense Disambiguation (WSD) approach may help to decide on a
smaller set of links.

In terms of classifying linking approaches, we propose a classification sys-
tem consisting of four categories: (i) given links, (ii) direct label linking, (iii) fuzzy
linking, (iv) Word Sense Disambiguation. The proposed classification system is
summarized in Figure 3.9. In the following, we will introduce each category in
detail and provide examples. It is important to note that not every linking strat-
egy can be applied to each dataset; WSD, for instance, can only be applied if
there are multiple senses available in the background dataset.

39Homonyms are words that have the same writing (homographs) or the same pronunciation
(homophones) but different senses [325]. An example would be the word “bank” in two different
contexts: It may refer to the financial institution in one case and to a seating-accommodation in
the other case. To be precise, for the linking problem at hand, only homographs are challenging.
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Linking Strategies

given links direct linking fuzzy linking WSD

Figure 3.9: Categorization of Linking Approaches

Given Links In few cases, linking can be omitted if the external knowledge
source already contains links, e.g., in the form of owl: sameAs or owl:equiva-
lentClass statements. A case in point is Wikidata where multiple identifiers are
typically specified; the concept pneumonia (Q1219240), for instance, lists more
than 30 identifiers for other datasets — among them IDs for MeSH, BabelNet, the
Disease Ontology, Freebase, or UMLS.

Direct Label Linking Given the sparse information provided in publications
concerning the linking strategy, it can be assumed that in most cases, linking is
performed by directly looking up a potentially normalized label. This works par-
ticularly well if the external dataset has a very large coverage of concepts or even
provides synonyms such as lexical and large taxonomical background knowl-
edge datasets. Recent matching systems that apply this kind of linking are, for
example, FCA-MapX [79], ONTMAT1 [166], or Wiktionary Matcher [402, 410].

Fuzzy Linking The linking process can also be based on only parts of a label,
n-grams within a label, or expanded labels. Such linking approaches fall under
the fuzzy linking category. The underlying goal of this strategy is to find more
links than through direct label linking. Naturally, this strategy is attractive if the
background dataset is small and/or the concepts in it are described by a single
label (without stating alternative names, abbreviations, synonyms, etc.). Mas-
cardi et al. [334], for instance, match two ontologies to an upper ontology and
then use the obtained two alignments to derive a final alignment; they perform
an involved (upper ontology) matching/linking operation including synonymy
expansion and substring-based approaches.

see https://web.archive.org/web/20201113010038/https://www.wikidata.org/w
iki/Q12192


https://web.archive.org/web/20201113010038/https://www.wikidata.org/wiki/Q12192
https://web.archive.org/web/20201113010038/https://www.wikidata.org/wiki/Q12192
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Word Sense Disambiguation (WSD) We did not find matching systems that
try to actually disambiguate the sense of a label through Word Sense Disam-
biguation (i.e., which try to settle with one correct sense) — despite the heavy us-
age of WordNet (which is built around senses) A Instead, similarity approaches
that can handle multiple senses are typically used. The NBJLM [560] matching
system narrows down the number of WordNet synsets — but only to reduce the
computational complexity.

3.7 Categorization of Background Knowledge Exploitation
Approaches

In Section 3.5, the background knowledge resources used in ontology matching
have been presented and categorized. The second main dimension of this sur-
vey is the exploitation strategy of the background resource. In many cases, there
are multiple options to beneficially use an external knowledge source.

We classify exploitation strategies into four groups: (i) factual queries, (ii)
structure-based approaches, (iii) statistical/neural approaches, and (iv) logic-
based approaches. A factual query is a request for one or more data records con-
tained in the background resource. Structure-based approaches exploit struc-
tural elements in the background knowledge source. Statistical or neural ap-
proaches apply statistics or deep learning to the background knowledge source
or consume an existing pre-trained model. Lastly, logic-based approaches em-
ploy reasoning with the externally provided resource. In the following, the cate-
gories are further described, and extensive examples are provided. An overview
of the proposed classification system is provided in Figure 3.10.

41 Some authors consider WordNet metrics such as the Resnik word similarity [433] or Wu-
Palmer [580] as WSD (e.g., [37]) —however, we regard averaging synset similarity scores or picking
the maximum score across multiple synset comparisons not as real Word Sense Disambiguation;
the obtained similarity through such approaches is a word similarity rather than a disambiguated
sense similarity.
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Background Knowledge Exploitation Strategies

factual query structure-based statistical/neural logic-based

Figure 3.10: Overview of the types of background knowledge exploitation strat-
egies.

Factual Queries A factual query is the extraction of an existing record from
the knowledge source. This type of exploitation strategy is the most common
one and used since the early days of (semi-) automated ontology matching. An
example for retrieving factual information would be retrieving synonyms from
WordNet (applied by many matching systems e.g. RiMom [307], Agreement-
Maker [87], or FCA-Map [79]) or from DBnary [470] (e.g. by Wiktionary Ma-
tcher [402, 410]).

Structure-based Approaches Structure-based methods require a structural di-
mension in the background resource, such as a tree or graph structure. Elements
to be compared are typically projected into the background source, and the
structure is used to derive a new fact between the projected elements, such as
equivalence or subsumption. Structure-based approaches are often applied on
WordNet to determine similarity, such as the path-based approaches by Wu and
Palmer [580] or Jian and Conrath [237] (both used, for example, by the YAM++
matching system [367]) or the information-based approach proposed by Lin [313]
(used for example by the RiMom [522] matching system).42 Many more Word-
Net-based approaches that fall into the structure-based category of this survey
have been proposed and used in ontology matching; we direct the interested
reader to the survey by Lin et al. [315]. Structure-based approaches have not
only been used together with WordNet but have also been applied on other da-
tasets such as overlap-based metrics based on WebIsALOD [417]. A structural
approach on Wikipedia categories is applied by BLOOMS [231] where concepts
are linked into the Wikipedia taxonomy, and an overlap measure on taxonomy
sub-trees is defined to determine similarity. Given a repository of ontologies

*2There is in some cases no clear boundary between structure-based and statistical approaches
since structure-based approaches typically apply statistics. We classify an approach to be
structure-based if the focus is the exploitation of the structure of the knowledge source.
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together with correspondences, Annane et al. [22] apply a structure-based strat-
egy, where they first form a so-called global mapping graph. Source and target
ontology are linked to the latter, and a path-based strategy is applied so that the
correspondences with the highest confidence can be extracted.

Due to their nature, structure-based approaches are not (obviously) appli-
cable to factual databases or pre-trained neural models.

Statistical/Neural Approaches Statistical approaches apply a statistical pro-
cess to the data derived from the external knowledge source. The WeSeE-Match
system [383, 385], for instance, builds virtual documents from search engine re-
sults and derives a similarity estimate by applying a strategy that is based on the
TF-IDF vectors of the documents.

Neural approaches employ artificial neural networks either directly on the
background knowledge source or re-use existing pre-trained models. For ex-
ample, the background knowledge source may be transformed into a vector
space [409] or the background knowledge source is already a vector space that
may be used directly to link the schemas to be matched [227] in a vector space.
We also count neural APIs into this category; ALOD2Vec Matcher [403], for exam-
ple, uses in its most recent version the API of KGvec2go [404] to obtain vectors
for concepts. While this could be seen as a factual query, we still consider this
strategy to be a neural one due to the nature of the approach. It is important to
note that we focus only on strategies applied to the background knowledge — a
matching system that uses neural networks to configure weights of various fea-
tures (e.g., the 2011 version of CIDER [170]) does not fall in this category, and nei-
ther does a matching system that applies a neural model to the ontologies that
are to be matched such as DOME [200]; the reason for this decision is that the
latter two system types do not actually use external background knowledge for
their matching strategy. Systems that apply statistical approaches are not novel
— however, systems that apply neural methods are relatively recent (the oldest
ones of this survey being from 2018, e.g., [409]), not plentiful in numbers, and
achieve mixed results. This is most likely due to the novelty of this exploitation
strategy. Notable in this category is the VeeAlign [227] matching system, which
uses a sentence encoder as external knowledge and achieved the best results on
the Conference [77] track in the OAEI 2020.

Logic-based Approaches Logic-based approaches apply reasoning on or to-
gether with the external resources. This class of approach is also referred to as
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context-based matching [326] or indirect matching43. Typical external resources
are upper ontologies, domain-ontologies, knowledge graphs, or linked data. We
differentiate reasoning from the factual queries in that a reasoning operation
goes beyond querying a graph with an ASK query for equivalence or any other
relation between two concepts. Logic-based approaches are already envisioned
in the earlier days of ontology matching. An archetypal setup of such an ap-
proach is presented in Figure 3.11 which was first presented by Sabou et al. [449]
and slightly adapted for this survey: Elements of the ontologies to be matched
are linked to the external ontology (Sabou et al. call this step anchoring, Eu-
zenat et al. refer to this step as contextualization, see Section 3.6) and reasoning
is applied to derive correspondences. It is important to note that reasoning can
also be applied across multiple ontologies: Locoro et al. [326] generalize and
significantly extend the approach by Sabou et al.; they perform reasoning also
across more than one intermediate ontology. Their proposed generalized frame-
work consisting of seven logical steps44 is particularly applicable for logic-based
approaches. However, we did not find broad usage of logic-based exploitation
approaches in past and current (OAEI and non-OAEI) ontology matching sys-
tems that go beyond singled out experiments. Approaches that fall into this cat-
egory are Sabou et al., who use Swoogle to retrieve ontologies from the Web.
BLOOMS+ [232] does not strictly reason on the external resource but applies
a context similarity measure based on the overlap of superclasses that could
be seen as such. Mascardi et al. [334] perform experiments on multiple upper
ontologies (DOLCE [161], SUMO [373], OpenCyc [302])45 following a similar ap-
proach of exploiting the transitivity of equivalence relations. Strictly speaking,
Mascardi et al. are also not performing a real reasoning operation as defined
at the beginning of this paragraph. Despite the clear vision of the latter two
publications, upper ontology approaches that exploit actual reasoning have not
gained traction so far.

3 The term indirect matching may also refer to structure-based approaches such as the works by
Annane et al. [23, 22]. This is due to the fact that in this survey, we differentiate between structure-
based approaches (such as a path-based algorithm) and logic-based approaches — a distinction
that other authors do not make.

*The steps are namely: (i) ontology arrangement, (ii) contextualization, (iii) ontology selection,
(iv) local inference, (v) global inference, (vi) composition, and (vii) aggregation.

*5SUMO stands for “suggested upper merge ontology”, DOLCE stands for “descriptive ontology
for linguistic and cognitive engineering”, and OpenCyc is a subset of the Cyc knowledge base by
Cycorp that is not available anymore.
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External
Ontology

Source Target
Ontology Ontology

Figure 3.11: A logic-based exploitation strategy on an external ontology, initially
presented by Sabou et al. [449], adapted. A and B represent concepts from the
ontologies to be matched that are linked to A' and B'in the external ontology.

3.8 Directions for Future Work

In Section 3.5, we proposed a classification system for background knowledge
sources, and in Section ,3.7 we presented a classification system for exploitation
approaches. In this section, we will overlap those to a matrix and will position
the systems evaluated in this survey there. We will use this matrix as a starting
point for discussions of white spots in the area of background knowledge-based
ontology matching. We further outline interesting observations, shortfalls, and
biases found in the ontology matching domain.

3.8.1 White Spots

Tables 3.11 (domain knowledge) and 3.12 (general knowledge) present the sys-
tems evaluated in this study in a source/strategy matrix. The exploitation strat-
egy (columns) in the table follows the proposed classification, which is summa-
rized in Figure 3.10. The rows represent the background knowledge type and
follow the proposed classification, which is summarized in Figure 3.8. Irrelevant
combinations of source and strategy are grayed out in the tables. Empty or rarely
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filled white cells hint at yet underexplored and potentially interesting research
directions in the area of background knowledge-based ontology matching.

From the tables, we see that general-purpose background knowledge is used
more often than domain-specific background knowledge.46 The most often used
background knowledge types are lexical and taxonomical resources, with Word-
Net being the clear winner. Clearly not often used are unstructured, non-textual
data, pre-trained neural models, and general-purpose Semantic Web datasets.”’
It is important to note that the heavy usage of linked data in Table 3.11 is mainly
due to UMLS falling in that category — almost all systems listed use this single
resource. Hence, the general application of linked data is not yet common, too.
Interestingly, the application of general-purpose textual data has been explored
in multiple publications, whereas there is merely a single application of domain-
specific free text.

It is quickly visible that factual queries are most often used regarding the
strategy. When it comes to yet underexplored research directions of background
knowledge usage, we see that in terms of the approaches used, logic-based and
neural-based strategies are interesting and promising research directions. Pre-
trained embedding models and architectures, for instance, are up to 2020 rarely
used but may be very promising given breakthroughs in other scientific com-
munities. An increase in publications in 2021 in this category may indicate that
scientific interest is already moving in this direction. Structural approaches are
almost completely limited to the English WordNet. The exploration of structural
methods on multilingual datasets as well as on Semantic Web datasets may yield
interesting results given good results on the English WordNet and given that
this class of approaches is typically intuitive to understand and can be compre-
hended by humans (unlike neural models).

3.8.2 It’s a Biomedical World

If we take a closer look at the domain-specific knowledge sources used, it is strik-
ing that almost all datasets are from the biomedical domain. This may be due
to a particularly prolific bioinformatics community that holds open standards
and open data high — however, the skewness of ontology matching publications
towards the biomedical domain must be pointed out. In Figure 3.3 (cumulative
background knowledge usage), it is striking that all domain-specific datasets are
from the biomedical domain. This domain focus is also visible when looking at

“SNote that systems that use WordNet (see Tables 3.8 and 3.9) are not explicitly listed for better

clarity in Table 3.12.

“"The low usage of factual databases may be due to the fact that the community prefers knowl-

edge presented in a graph.
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OAEI tracks, where almost all domain-specific problems are from this domain.
This fact is likely self-enforcing: New researchers use existing evaluation data-
sets and existing background knowledge and quickly find themselves in this do-
main area.

Nonetheless, ontology matching is a problem in all domains that are con-
cerned with data management which makes it ubiquitous. Enterprise schema
matching and integration challenges in the business world, for example, are
not reflected at all in OAEI tracks.”® In addition, there are indications that top-
performing OAEI schema matching systems perform comparatively badly on
real-world business integration tasks [401]. More insights on the generaliza-
tion of current matching methods, properties of matching problems in other
domains, or further well-performing domain-specific or general-purpose data-
sets are desirable.

An interesting research direction is, therefore, also to broaden the domain-
focus of the ontology matching problem and to evaluate which background da-
tasets and exploitation strategies are applicable in other domains. Therefore,
new and publicly available benchmark datasets from more domains are required
to support research efforts in this area. New challenges may come to light, such
as missing domain-specific knowledge sources not being broadly available [396].
The provisioning of further evaluation datasets in other domains is a clear desider-
atum.

3.8.3 Multilinguality

A further bias besides a domain focus is the focus on monolingual ontology
matching. At the OAEI, there is currently only one multilingual matching task
with few participants. The techniques currently applied are purely lookup-based
despite advances in machine translation.

Multilingual ontology matching requires the addition of external resources;
hence, we can find many multilingual background sources in Tables 3.4 to 3.7.
However, when we compare the resource/strategy matrixin Tables 3.11 and 3.12,
we quickly see that there are many systems that use general-purpose multilin-
gual resources, but there is not a single system that uses domain-specific multi-
lingual resources. This may be due to the fact that there are, at the moment, no
benchmark datasets for more advanced multilingual matching tasks available —

B the years 2016 and 2017, there was a Process Model Matching Track at the OAEL. While
the topic of process model matching is relevant for the industry, the dataset was limited to the
domains of university admissions in 2016 and additionally birth registrations in 2017. At the OAEI,
the overall participation in the track was rather low, with only four systems in two years: AML [142,
139], DKP [135], LogMap [244, 242], and [-Match [270].
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despite this being a relevant problem in the real world. The current multilingual
evaluation datasets are all from the conference domain with a rather low level of
domain complexity.

It could be further observed that, although many diverse, multilingual re-
sources such as Wikidata or EuroVoc® exist, most multi-lingual matchers use
translation APIs with a simple factual query strategy. This setup limits repro-
ducibility and transparency.

Interesting research directions are the exploration of new multilingual match-
ing methods and datasets as well as the exploration of multilingual matching
challenges in domain-specific settings. The provisioning of further evaluation
datasets is also for the aspect of multilingualism a desideratum. Given well-per-
forming and publicly available deep-learning models from the natural language
processing (NLP) domain, their application should also be considered for the
ontology matching task.

3.8.4 The English Bias

Another language-based bias is the focus on aligning schemas that are seman-
tically described in the English language. The research community currently
mainly solves English-English alignment problems.50 This bias can already be
seen when reviewing the most common evaluation datasets — but this bias is also
found in the background knowledge used: The majority of background knowl-
edge sources listed in Tables 3.4 to 3.7 are available in English as main language
(with the exception of some translation-oriented datasets such as translation
APIs). It is unlikely that this setting reflects the real-world situation.

An interesting research direction is, therefore, the exploration of non-English
rooted ontology matching problems with non-English background knowledge
sources. As with the multilingual bias, the community would greatly benefit
from the provisioning of more evaluation datasets.

3.8.5 Manual Background Knowledge Selection

While multiple automatic background knowledge selection approaches have been
proposed (see Subsection 3.4.2), we did not find significant usage of documented
automated selection processes in the publications reviewed for this survey. Up

*EurovVoc is a multilingual thesaurus by the Publications Office of the European Union. See

https://op.europa.eu/en/web/eu-vocabularies

591 has to be mentioned here that this survey only considers publications published in English

(see C1 in Table 3.2) which may skew the observations. However, given that English is the lingua
franca in the ontology matching community, we assume that this skew is small.
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to date, the majority of background knowledge sources in ontology matching
are either bound to one predefined source or use a few hand-picked resources.
With the exception of LogMapBio, most matching systems which apply an au-
tomated selection approach are presented in the context of background knowl-
edge selection. Hence, self-configuring matching systems that select their own
background resources based on a particular matching problem are still an inter-
esting area of research. Very recent approaches, such as the usage of pre-trained
language models that are fine-tuned on the matching task, do not solve this task
(but instead emphasize the importance since the pre-trained model also needs
to be selected).

3.8.6 Linking

Our analysis of how concepts are linked into the background knowledge source
revealed that most matching systems do not perform elaborated linking tech-
niques but use a direct string lookup. While this may be sufficient for some
background datasets, there is indication that in some cases, linking is a signifi-
cant component in the performance of background knowledge-based matching
systems [451, 450].

A reason for the negligence when it comes to linking might be that Word
Sense Disambiguation is perceived as too hard. Another reason might be due
to the fact that schemas to be integrated are often derived from the same do-
main, which significantly reduces the amount of concept and definiens and con-
cept mismatches [548] induced by homonyms since words will often refer to the
same senses. For example, when two ontologies from the financial services do-
main use the term “bank”, they likely both refer to the sense of a financial institu-
tion — an elaborated WSD approach would not provide any value here. Existing
evaluation datasets are all more or less from the same domain and do not reflect
this problem appropriately.

However, when large external knowledge bases are to be matched or when
the schemas to be matched are large and diverse such as in the case of knowl-
edge graph matching, WSD may significantly improve the results obtained with
external background knowledge. This finding is in line with a recent publica-
tion on knowledge graph matching by Hertling and Paulheim [202] who show
that state-of-the-art matching systems perform badly when it comes to match-
ing non-related or weakly-related knowledge graphs due to non-disambiguated
homonyms.

An interesting research direction is consequently the development, evalu-
ation, and comparison of multiple linking approaches and their effect on the
performance of automated matching systems. We also see a need for the pro-
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visioning of additional matching gold standards in the area of knowledge graph
matching as well as matching of weakly related schemas.

3.9 Conclusion

Since the early 2000s, the understanding of the (automated) ontology match-
ing problem, as well as the development of advanced matching systems, have
greatly improved. Nonetheless, the ontology matching problem is not solved
and will stay an interesting research area for the years to come. One key to com-
ing closer to the solution is the deeper integration of background knowledge
within the ontology matching process.

In this survey, we reviewed all ontology matching systems that participated
in the OAEI from 2004 until today, as well as systematically selected ontology
matching systems in terms of what background knowledge sources they use,
which linking approach they employ, and how they use the external knowledge.
We classify background knowledge resources in multiple structured and unstruc-
tured classes according to their purpose (domain-specific or general-purpose).
The main structured knowledge source types are (i) lexical and taxonomical re-
sources, (ii) factual databases, (iii) Semantic Web datasets, and (iv) pre-trained
neural models. The main unstructured resource types are (i) textual and (ii) non-
textual. In our review, we found that mostly general-purpose structured knowl-
edge is used in ontology matching. Most systems to date make use of simple lex-
ical and taxonomical sources. Yet underexplored sources of background knowl-
edge are unstructured resources, pre-trained neural models, general-purpose
knowledge graphs, and linked data.

We further presented a classification system for linking strategies consisting
of four categories: (i) given links, (ii) direct linking, (iii) fuzzy linking, and (iv)
Word Sense Disambiguation. Although linking is important when it comes to
exploiting external knowledge sources, we found that most systems use direct
label linking.

Concerning the strategy that is used to exploit knowledge sources, we pre-
sented a classification system consisting of four categories: (i) factual queries,
(ii) structure-based approaches, (iii) logic-based approaches, and (iv) statisti-
cal/neural approaches. We found that a look-up strategy of facts is most com-
monly used. Structure-based strategies are almost exclusively applied on Word-
Net. Despite a clear vision, logic-based approaches did not gain much traction
in recent years. A novel research area in terms of exploitation strategies is neu-
ral approaches which are currently barely used but showed very good results in
other domains.
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In our survey, we found multiple biases when it comes to ontology matching
with background knowledge: (i) A focus on biomedical matching tasks, (ii) a fo-
cus on monolingual matching, and (iii) a focus on matching schemas rooted in
the English language. In particular, the business world where integration prob-
lems are plentiful and multi-faceted is hardly considered in current research ef-
forts. Although the focus of this survey is the usage of external knowledge within
the ontology matching process, we consider the identified biases to be generally
applicable.



Part 1l

A Framework for Knowledge
Graph Matching
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In this dissertation, new approaches to matching with general-purpose back-
ground knowledge sources are presented. Both, novel background knowledge
sources as well as novel background knowledge exploitation strategies are de-
veloped, analyzed, and evaluated. Hence, a general architecture is required —
mainly for two aspects: (1) Evaluation and (2) matcher development.

Existing frameworks lacked detailed evaluation capabilities and novel re-
quirements, such as the independence of a concrete programming language.
In order to perform extensive evaluations required for this dissertation, such as
comparisons of matching systems down to the level of correspondences, ab-
lation studies, and significance tests, the Matching EvaLuation Toolkit (MELT)
was developed.

The framework provides simple, programming language-independent, APIs
to develop matching modules. Over the course of this dissertation, MELT was
gradually extended so that all main matching contributions are available to the
research community. Since 2020, MELT has been officially endorsed by the OAEI.
Over the short time frame of this dissertation, MELT has already experienced
significant third-party usage. The MELT Dashboard allows for exploring align-
ments in an interactive way and is also used at the OAEI. The machine learning
(ML) extension provides powerful tools for supervised ML in ontology matching.

A key point of this dissertation is the focus on code reusability and value cre-
ation for the research community beyond the reporting of novel and interesting
results. Therefore, all matching components presented are included in MELT;
this includes components that are not covered in this part of the thesis. As of
today, MELT features more than 50 matching components51 and more than 30
filters™®. It is important to note that MELT is complementary to existing frame-
works. It enables researchers, for instance, to combine a SEALS matching com-
ponent with a MELT matching component or to run significance tests for SEALS
packages.

Besides development and evaluation capabilities, MELT also provides ma-
tcher fine-tuning and packaging modules (which support the existing platforms
SEALS and HOBBIT). The framework further includes a programming language
independent matcher format (“Web Interface”)53 together with an evaluation
client®® for SEALS, HOBBIT, and Web Interface Docker packages.

In the following chapter, the main framework is presented. Chapter 5 ad-
dresses evaluations for non-technical users via a Web UI. In Chapter 6, dedicated

*lsee https://dwslab.github.io/melt/matcher-components/full-matcher-list
Zsee https://dwslab.github.io/melt/matcher-components/full-filter-1list
Bsee https://dwslab.github.io/melt/matcher-packaging/web

54ht'cps ://dwslab.github.io/melt/matcher-evaluation/client
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machine learning components are presented. Albeit not included in this part
of the dissertation, Chapters 16 and 18 also make significant contributions to
the MELT framework in the area of background knowledge-based ontology and
knowledge graph matching: In Chapter 16, multiple transformer extensions for
MELT are presented; for the evaluations performed in Chapter 18, out-of-the-
box support for multiple external knowledge resources was added to the frame-
work.

Lastly, it is important to emphasize that technology is not an end in itself.
Therefore, this part is not solely focused on the contribution of new concepts
and software artifacts — but also contains an extensive set of novel matchers,
evaluations, and analyses.



Chapter 4

Matching EvaLuation Toolkit

In this chapter, we present the main component of the Matching EvaLuation
Toolkit (MELT), a software toolkit to facilitate ontology matcher development,
configuration, evaluation, and packaging. Compared to existing tools in the on-
tology matching domain, our framework offers detailed evaluation capabilities
on the correspondence level of alignments as well as extensive group evaluation
possibilities. A particular focus is put on a streamlined development and eval-
uation process along with ease of use for matcher developers and evaluators.
Our contributions are twofold: We present an open-source matching toolkit that
integrates well into existing platforms, as well as an exemplary analysis of two
OAEI 2018 tracks demonstrating the advantages and analytical capabilities of
MELT.

The work presented in this short chapter has been published before as: Hert-
ling, Sven; Portisch, Jan; Paulheim, Heiko. MELT - Matching Evaluation Toolkit.
In: Lecture Notes in Computer Science Semantic Systems - The Power of Al
and Knowledge Graphs. 15th International Conference, SEMANTiCS 2019.
Karlsruhe, Germany. September 9-12, 2019. [203]

4.1 Introduction

Ontology matching or ontology alignment is the non-trivial task of finding cor-
respondences between entities of a set of given ontologies [128]. The matching
can be performed manually or through the use of an automated matching sys-
tem. For systematically evaluating the quality of such matchers, the Ontology
Alignment Evaluation Initiative (OAEI) has been running campaigns [121] every
year since 2005. Unlike other evaluation campaigns where researchers submit

89
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datasets as solutions to report their results (such as Kagglel), the OAEI requires
participants to submit a matching system, which is then executed on-site. After
the evaluation, the results are publicly reportedz. Therefore, execution and eval-
uation platforms have been developed, and OAEI participants are required to
package and submit their matching system for the corresponding platform. Two
well-known platforms are used in the ontology matching community: The Se-
mantic Evaluation At Large Scale (SEALS)® [162, 577] and the more recent Holis-
tic Benchmarking of Big Linked Data (HOBBIT)4 [368].

Based on the results of the OAEI 2018 campaign [14], only 4 out of 12 tracks
were available in HOBBIT (LargeBio, Link Discovery, SPIMBENCH, Knowledge-
Graph). Out of 19 matchers that were submitted in the 2018 campaign, only
6 matchers supported both, SEALS and HOBBIT, and 2 supported HOBBIT ex-
clusively. The remaining 11 matchers supported only SEALS. While one reason
for the low HOBBIT adoption might be its novelty, it also requires more steps
to package a matcher for the HOBBIT platform and knowledge of the Docker’
virtualization software. In particular, for new entrants to the ontology matching
community, the existing tooling might appear overwhelmingly complicated. In
addition to potential obstacles for matcher development and submission, an-
other observation from the OAEI campaigns is that the evaluation varies greatly
among the different tracks that are offered e.g., Anatomy results contain Recall+
as well as alignment coherence, whereas the Conference track focuses on differ-
ent reference alignments. Due to limited group evaluation capabilities in ex-
isting frameworks, some track organizers even developed their own evaluation
systems.

For these reasons we present the Matching EvaLuation Toolkit (MELT)® -
an open-source toolkit for ontology matcher development, fine-tuning, submis-
sion, and evaluation. The target audience is matching system developers as well
as researchers who run evaluations on multiple matching systems such as OAEI
track organizers. Likewise, system developers can use this tool to analyze the
performance and errors of their systems in order to improve it. Furthermore,
they can package and submit the system easily to OAEI campaigns.

The rest of this chapter is structured as follows: Section 4.2 describes other
work in the field of alignment visualization and evaluation. Section 4.3 gives an

https://www.kaggle.com
http://oaei.ontologymatching.org/2018/results/index.html
http://wuw.seals-project.eu

http://project-hobbit.eu

https://www.docker.com

1
2
3
4
5
6https://github.com/dwslab/melt
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overview of the MELT framework and its possibilities, whereas Section 4.4 shows
an exemplary analysis of the latest systems submitted to the OAEI. We finish with
an outlook on future developments.

4.2 Related Work

As MELT can be used both for evaluating ontology matching tools as well as vi-
sualizing matching results, we discuss related works in both fields.

4.2.1 Matching and Alignment Evaluation Platforms

OAEI campaigns consist of multiple problem sets, so-called tracks. Each track
has its organizers who provide the datasets, including reference alignments, ex-
ecute the matching systems, and prepare the results page for the participants
and the whole community. The track contains one or more test cases that cor-
respond to a specific matching task consisting of two ontologies and a reference
alignment. In 2010, three tracks (Benchmark, Anatomy, and Conference) were
adjusted to be run with the SEALS platform [119]. One year later, participants of
OAEI campaigns had to implement a matching interface, and the SEALS client
was the main tool used for executing and evaluating matchers. The interface
contains a simple method (align()), which receives a Uniform Resource Loca-
tor (URL) for the source and a URL for the target ontology and has to return a
URL that points to a file containing all correspondences in the alignment for-
mat'. This format is defined and used by the Alignment API [96].

Starting in 2017, a second evaluation platform, called HOBBIT, was added
[249]. One difference compared to SEALS is that the system has to be submit-
ted as a Docker image to a GitLab instance®, and in the corresponding project,
a matcher description file has to be created. After submission of the matching
system, the whole evaluation runs on servers of the HOBBIT platform. Thus, the
source code for evaluating the matchers has to be submitted as a Docker im-
age as well. All Docker containers communicate with each other over a message
broker (RabbitMQg). Hence, the interface between a system and the evaluation
component can be arbitrary. To keep a similar interface to SEALS, the data gen-
eration component transfers two ontologies, and the system adapter receives
the URL to these files. It should return a file similar to the SEALS interface.

7h‘l:tp: //alignapi.gforge.inria.fr/format.html
8https ://master.project-hobbit.eu
9https ://www.rabbitmg.com
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Working with alignments in Java code can be achieved with the Alignment
API [96]. It is the most well-known API for ontology matching and can be used
for loading and persisting alignments as well as for evaluating them with a set
of possible evaluation strategies. Moreover, it provides some matching systems
which are also used in OAEI campaigns as a baseline. Unfortunately, it is not yet
enabled to be used with the maven build systemw. Therefore, instead of using
this API, some system developers created their own classes to work with align-
ments and to store them on disk' ' in order to be compatible with the evaluation
interface.

Alignment Visualization Alot of work has been done in the area of analyzing,
editing, and visualizing alignments or ontologies with a graphical user interface.
One example is Alignment Cubes [226], which allows an interactive visual explo-
ration and evaluation of alignments. An advantage is a fine-grained analysis on
the level of an individual correspondence. It further allows to visualize the per-
formance history of a matcher, for instance, which correspondences a matcher
found in the most recent OAEI campaign but not in the previous one. Another
framework for working with alignment files is VOAR [472, 473]. It is a Web-based
system where users can upload ontologies and alignments. VOAR then allows
the user to render them with multiple visualization types. The upload size of
ontologies, as well as alignments, is restricted so that very large files cannot be
uploaded.

Similar to VOAR, the SILK workbench [549] is also a Web-based tool with a
focus on link/correspondence creation between different datasets in the Linked
Open Data Cloud"*. Unlike VOAR, it usually runs on the user’s computer. Match-
ing operations (such as Levenshtein distance [304]) are visualized as nodes in a
computation graph. The found correspondences are displayed and can be mod-
ified to further specify which concepts should be matched.

Further visualization approaches were pursued by matching system devel-
opers to actually fine-tune their systems. All these visualizations are therefore
very specific to a particular matching approach. One such example is YAM++ [364],
which is a matching system based on a machine learning approach. Results are
visualized in a split view where the class hierarchy of the two input ontologies
is shown on each side lines are drawn between the matched classes. The user
can modify the alignment with the help of this graphical user interface (GUI). In
a similar way, the developers of COMA++ [27] created a user interface for their

10https://maven.apache.org/

11https://github.com/ernestojimenezruiz/logmap—matcher/tree/master/src/main
/java/uk/ac/ox/krr/logmap_lite/io

12https://lod—cloud.net
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results. A visualization of whole ontologies is not implemented by the current
tools but can be achieved with the help of VOWL [327] or Web Protégé [539], for
instance.

Our proposed framework, MELT, allows for detailed and reusable analyses
such as the ones presented in this section due to its flexible metrics and evalua-
tors. An overview of the framework is presented in the following section.

4.3 Matching Evaluation Toolkit

MELT is a software framework implemented in Java which aims to facilitate ma-
tcher development, configuration, packaging, and evaluation. In this section,
we will first introduce Yet Another Alignment API, an API for ontology alignment
which is integrated into the framework. Afterward, the matcher development
process in MELT is introduced. Subsections 4.3.3 and 4.3.4 cover specific as-
pects of the framework that have not yet been explicitly addressed in the com-
munity: The implementation of matchers outside of the Java programming lan-
guage (4.3.3) and the chaining matching workflows (4.3.4). After explaining the
tuning component of the framework, this section closes with the matcher eval-
uation process in MELT.

4.3.1 YAAA:Yet Another Alignment API

To allow for a simple development workflow, MELT contains Yet Another Align-
ment API (YAAA). It is similar to the Alignment API presented earlier but con-
tains additional improvements such as maven support and arbitrary indexing
possibilities of correspondence elements allowing queries such as “retrieve all
correspondences with a specific source”. This is very helpful for a fast evalua-
tion of large-scale test cases containing large reference or system alignments.
The indexing is done with the cgqengine librarylg. The API is, in addition, capa-
ble of serializing and parsing alignments. It also makes sure that all characters
are escaped and that the resulting XML is actually parseableM. As explainability
is still an open issue in the ontology matching community [112, 561], YAAA also
allows for extensions to correspondences and alignments. This means that addi-
tional information such as debugging information or human-readable explana-
tions can be added. If there is additional information available in the alignment,
it will also be printed by the default CSVEvaluator which allows for immediate

13h‘l:'cps ://github.com/npgall/cqengine/
" This is not always the case for other implementations.
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consumption in the analysis and evaluation process and hopefully fosters the
usage of additional explanations in the alignment format.

It is important to note that MELT does not require the usage of YAAA for
parameter tuning, executing, or packaging a matcher — but also works with other
APIs such as the Alignment API. This allows evaluating matchers that were not
developed using YAAA (see Section 4.4).

4.3.2 Matcher Development Workflow

In order to develop a matcher in Java with MELT, the first step is to decide which
matching interface to implement. The most general interface is encapsulated
in class MatcherURL which receives two URLs of the ontologies to be matched
together with a URL referencing an input alignment. The return value should be
a URL representing a file with correspondences in the alignment format. Since
this interface is not very convenient, we also provide more specialized classes.
In the matching-yaaa package we set the alignment library to YAAA. All ma-
tchers implementing interfaces from this package have to use the library and
get at the same time an easier-to-handle interface of correspondences. In fur-
ther specializations, we also set the Semantic Web framework, which is used to
represent the ontologies. For a better usability, the two most well-known frame-
works are integrated into MELT: Apache Jena [66] (MatcherYAAAJena) and the
OWL API 16 [219] (MatcherYAAAOwlApi). As the latter two classes are organized
as separate maven projects, only the libraries which are actually required for the
matcher are loaded. In addition, further services were implemented, such as an
ontology cache which ensures that ontologies are parsed only once. This is help-
ful, for instance, when the matcher accesses an ontology multiple times, when
multiple matchers work together in a pipeline, or when multiple matchers shall
be evaluated. We explicitly chose a framework-independent architecture so that
developers can use the full functionality of the frameworks they already know
rather than having to understand an additional wrapping layer. The different
levels at which a matcher can be developed as well as how the classes presented
in this section work together, are displayed in Figure 4.1.

4.3.3 External Matching

The current ontology matching development and evaluation frameworks that
are available focus on the Java programming language. As researchers apply ad-
vances in machine learning and natural language processing to other domains,

15https ://jena.apache.org
16http ://owlcs.github.io/owlapi/
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Figure 4.1: Different Possibilities to Implement Matchers

they often turn to Python because leading machine learning libraries such as
scikit-learn”, TensorFlowlS, PyTorchlg, Kemszo, or gensim [431] are not easily
available for the Java language. In the 2018 OAEI campaign, the first tools using
such frameworks for ontology matching have been submitted [14].

To accommodate for the changes outlined, MELT allows to develop a ma-
tcher in any other programming language and wrap it as a SEALS or HOBBIT
package. Therefore, class MatcherExternal has to be extended. It has to trans-
form the given ontology URIs and input alignments to an executable command
line call. The interface for the external process is simple. It receives the input
variables via the command line and outputs the results via the standard output
of the process — similar to many Unix command line tools. An example of a ma-

17https ://scikit-learn.org/
18https ://www.tensorflow.org/
19https ://pytorch.org/
20h‘t:tps ://keras.io/


https://scikit-learn.org/
https://www.tensorflow.org/
https://pytorch.org/
https://keras.io/

Chapter 4. Matching EvaLuation Toolkit 96

tcher implemented in Python is available on GitHub®'. It also contains a simple
implementation of the alignment format to allow Python matchers to serialize
their correspondences.

When executing the matcher with the SEALS client, the matching system is
loaded into the Java virtual machine (JVM) of the SEALS client (evaluation code)
with a customized class loader. This raises two points: 1) The code under test
is executed in the same JVM and can probably access the code for evaluation.
2) The used class loader from the JCL libmry22 does not implement all meth-
ods (specifically getPackage () and getResource()) of a class loader. How-
ever, these methods are used by other Java libraries™ to load operating-system-
dependent files contained in the jar file. Thus, some libraries do not work when
evaluating a matcher with SEALS. Another problem is that all libraries used by
the matching system may collide with libraries used by SEALS. This can cause
issues with Jena and other Semantic Web frameworks because of the same JVM
instance. To solve this issue, MatcherExternal can not only be used for match-
ers written in another programming language but also for Java matches, which
use dependencies that are incompatible with the SEALS platform.

4.3.4 Pipelining Matchers

Ontology matchers often combine multiple matching approaches and some-
times consist of the same parts. An example would be a string-based match-
ing of elements and the application of a stable marriage algorithm or another
matching refinement step on the resulting similarity matrix.

Following this observation, MELT allows for the chaining of matchers: The
alignment of one matcher is then the input for the next matcher in the pipeline.
The ontology caching services of MELT mentioned above prevent performance
problems arising from repetitive loading and parsing of ontologies.

In order to execute a matcher pipeline, classes MatcherPipelineYAAA (for
matchers that use different ontology management frameworks), MatcherPipe-
lineYAAAJena (for pure Jenapipelines), and MatcherPipelineYAAAOwlApi (for
pure OWL API pipelines) can be extended. Here the initializeMatchers()
method has to be implemented. It returns matcher instances as a List in the
order in which they shall be executed. These reusable parts of a matcher can

21https ://github.com/dwslab/melt/tree/master/examples/externalPythonMatcher

22ht'cps ://github.com/kamranzafar/JCL/blob/master/JCL/src/xeus/jcl/Abstract
ClassLoader. java

An example would be class SQLiteJDBCLoader in sqlite-jdbc which uses these class
loader methods.
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easily be uploaded to GitHub to allow other developers to use common func-
tionality24.

4.3.5 Tuning Matchers

Many ontology matching systems require parameters to be set at design time.
Those can significantly influence the matching system’s performance. An ex-
ample of a parameter would be the threshold parameter of a matcher utilizing
a normalized string distance metric. For tuning such a system, MELT offers a
GridSearch functionality. It requires a matcher and one or more parameters
together with their corresponding search spaces, i.e., the values that shall be
tested. The Cartesian product of these values is computed, and each system
configuration (an element of the Cartesian product which is a tuple of values)
runs on the specified test case. The result is an ExecutionResultSet which
can be further processed like any other result of matchers in MELT. To speed up
the execution, class Executor was extended and can run matchers in parallel.
Properties can be specified by a simple string. Therefore, the JavaBeans spec-
ification® is used to access the properties with so-called setter-methods. This
strategy also allows to change properties of nested classes or any list or map. An
example of a matcher tuning can be found in the MELT repository%.

4.3.6 Evaluation Workflow

MELT defines a workflow for matcher execution and evaluation. Therefore, it
utilizes the vocabulary used by the OAEI: A matcher can be evaluated ona Test-
Case, i.e., a single ontology matching task. One or more test cases are summa-
rized in a Track. MELT contains a built-in TrackRepository which allows to
access to all OAEI tracks and test cases at design time without actually down-
loading them from the OAEI Web page. At runtime TrackRepository checks
whether the required ontologies and alignments are available in the internal
buffer; if data is missing, it is automatically downloading and caching it for the
next access. The caching mechanism is an advantage over the SEALS platform,
which downloads all ontologies again at runtime, which slows down the evalua-
tion process if run multiple times in a row.

24 Other GitHub dependencies can be included by using https://jitpack.io, for instance.

25h‘l:tps ://www.oracle.com/technetwork/java/javase/documentation/spec—
136004 .html

26https ://github.com/dwslab/melt/blob/master/examples/simpleJavaMatcher/sr
c/test/java/de/uni_mannheim/informatik/dws/ontmatching/demomatcher/EvaluateM
atcher. java
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https://github.com/dwslab/melt/blob/master/examples/simpleJavaMatcher/src/test/java/de/uni_mannheim/informatik/dws/ontmatching/demomatcher/EvaluateMatcher.java
https://github.com/dwslab/melt/blob/master/examples/simpleJavaMatcher/src/test/java/de/uni_mannheim/informatik/dws/ontmatching/demomatcher/EvaluateMatcher.java
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One or more matchers are given, together with the track or test case on
which they shall be run, to an Executor. The Executor runs a matcher or a
list of matchers on a single test case, a list of test cases, or a track. The run()
method of the Executor returns an ExecutionResultSet. The latter is a set
of ExecutionResult instances that represent individual matching results on
a particular test case. Lastly, an Evaluator accepts an ExecutionResultSet
and performs an evaluation. Therefore, it may use one or more Metric objects.
MELT contains various metrics, such as a ConfusionMatrixMetric, and eval-
uators. Nonetheless, the framework is designed to allow for the further imple-
mentation of evaluators and metrics.

After the Executor has run, an ExecutionResult can be refined by a Re-
finer. A refiner takes an individual ExecutionResult and makes it smaller.
An example is the TypeRefiner which creates additional execution results de-
pending on the type of the alignment (classes, properties, datatype properties,
object properties, instances). Another example of an implemented refiner is the
ResidualRefiner which only keeps non-trivial correspondences and can be
used for metrics such as recall+ (see Subsection 2.6.6). Refiners can be com-
bined. This means that MELT can calculate very specific evaluation statistics,
such as the residual precision of datatype property correspondences.

A novelty of this framework is also the granularity at which alignments can
be analyzed: The EvaluatorCSV writes every correspondence in a CSV format
together with further details about the matched resources and the performed
refinements. This allows for an in-depth analysis in various spreadsheet appli-
cations such as LibreOffice Calc, where through the usage of filters, analytical
queries can be performed such as “false-positive datatype property matches by
matcher X on test case Y”.

4.4 Exemplary Analysis of OAEI 2018 Results

In order to demonstrate the capabilities of MELT, a small analysis of the OAEI
2018 results for the Conference and Anatomy track has been performed and is
presented in the following.

The Conference track consists of 16 ontologies from the conference domain.
For the exemplary analysis, we evaluated all matching systems that participated
in the 2018 campaign: ALIN [498], ALOD2Vec [409], AML [143], DOME [200],
FCAMapX [79], Holontology [446], KEPLER [254], Lily [524], LogMap and Log-
MapLt [243], SANOM [349], as well as XMap [106].

The Anatomy track consists of a mapping between the human anatomy and
the anatomy of a mouse. In the 2018 campaign, the same matchers mentioned
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above participated with the addition of LogMapBio, a matcher from the LogMap
family [243].

First, the resulting alignments for Anatomy27 and Conference28 have been
downloaded from the OAEI Web site. As both result sets follow the same struc-
ture every year, the MELT functions Executor.loadFromAnatomyResultsFol-
der () and Executor.loadFromConferenceResultsFolder () were used to
load the results. The resulting ExecutionResultSet was then handed over to
theMatcherSimilarityMetric and rendered using the MatcherSimilarity-
LatexHeatMapWriter. As the Conference track consists of multiple test cases,
the results have to be averaged. Here, out of the available calculation modes in
MELT, micro-average was chosen as this calculation mode is also used on the
official results page29 to calculate precision and recall scores. Altogether, the
analysis was performed with a few lines of Java code.”’

Tables 4.1 and 4.2 show the Jaccard overlap [228] of the correspondences
rendered as a heat map where darker shades indicate higher similarity. The Jac-
card coefficient J € [0,1] between two alignments a; and a, with correspon-
dences corr(a;) and corr(ay) was obtained as follows:

|corr(ay) ncorr(ay)|
|corr(ay) U corr(ay)|

](al»a2) =

In Table 4.1, it can be seen that — despite the various approaches that are pur-
sued by the matching systems — most of them arrive at very similar alignments.
One outlier in this statistic is Holontology. This is due to the very low number
of correspondences overall found by this matching system (456 as opposed to
ALIN, which had the second-smallest alignment with 928 matches).

Similarly, the matching systems of the Conference track also show common-
alities in their alignments, albeit the similarity here is less pronounced com-
pared to the Anatomy track: The median similarity (excluding perfect similari-
ties due to self-comparisons) of matching systems for Anatomyis mediananaromy =
0.7223 whereas the median similarity for Conferenceis mediancopference = 0.5917.
The lower matcher similarity median indicates that Conferenceis a harder match-
ing task because the matching systems have more disagreement about certain
correspondences.

27http ://oaei.ontologymatching.org/2018/results/anatomy/oaei2018-anatomy-
alignments.zip

28http ://oaei.ontologymatching.org/2018/conference/data/conference2018-
results.zip

29http ://oaei.ontologymatching.org/2018/results/conference/

30The code to run the analysis can be found on GitHub: https://github.com/dwslab/melt
/tree/master/examples/analyzingMatcherSimilarity


http://oaei.ontologymatching.org/2018/results/anatomy/oaei2018-anatomy-alignments.zip
http://oaei.ontologymatching.org/2018/results/anatomy/oaei2018-anatomy-alignments.zip
http://oaei.ontologymatching.org/2018/conference/data/conference2018-results.zip
http://oaei.ontologymatching.org/2018/conference/data/conference2018-results.zip
http://oaei.ontologymatching.org/2018/results/conference/
https://github.com/dwslab/melt/tree/master/examples/analyzingMatcherSimilarity
https://github.com/dwslab/melt/tree/master/examples/analyzingMatcherSimilarity
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Table 4.1: OAEI Anatomy 2018 Alignment Similarity
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ALIN
ALOD2Vec
AML
DOME
FCAMapX
Holontology
KEPLER
Lily
LogMap
LogMapBio
LogMapLt
POMAP++
SANOM
XMap

In a second step, the same result from the MatcherSimilarityMetric has
been printed by another writer (MatcherSimilarityLatexPlotWriter) which
plots the mean absolute deviation (MAD) on the X-axis and the F; score on the
Y-axis. The MAD was obtained for each matcher by applying

1 n
MAD = - Z |x; — mean(X)]|
i=1

where X is the set of Jaccard similarities for a particular matcher. The resulting
plots are shown in Figures 4.2 and 4.3. It can be seen that the matchers form
different clusters: Anatomy matchers with a high F; measure also have a high
deviation. Consequently, those matchers are likely candidates for a combination
to achieve better results. On Conference, on the other hand, good combinations
cannot be derived because the best matchers measured by their F; score tend
not to deviate much in their resulting alignments.

In addition to the evaluations performed using the matcher similarity met-
ric, the EvaluatorCSV was run using the OAEI 2018 matchers on the Anatomy
and Conference tracks. The resulting CSV file contains one row for each cor-
respondence together with additional information about each resource that is
mapped (e.g., label, comment, or type) and with additional information about
the correspondence itself (e.g., residual match indicator or evaluation result).
All files are available online for further analysis on correspondence level.”!

31https ://github.com/dwslab/melt/tree/master/examples/analyzingMatcherSimi
larity
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https://github.com/dwslab/melt/tree/master/examples/analyzingMatcherSimilarity
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Table 4.2: OAEI Conference 2018 Alignment Similarity
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Figure 4.2: Matcher Comparison Using MAD and F; on the Anatomy Dataset

4.5 Conclusion

With MELT, we have presented a framework for ontology matcher development,
configuration, packaging, and evaluation. We hope to lower the entry barriers
into the ontology matching community by offering a streamlined development
process. MELT can also simplify the work of researchers who evaluate multiple
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Figure 4.3: Matcher Comparison Using MAD and F; on the Conference Dataset

matchers on multiple datasets such as OAEI track organizers through its rich

evaluation capabilities.

The evaluation capabilities were demonstrated for two OAEI tracks exem-
plarily by providing a novel view on matcher similarity. The MELT framework, as
well as the code used for the analyses presented in this chapter, are open-source

and freely available.



Chapter 5

Visual Analysis of Ontology
Matching Results with the MELT
Dashboard

In the previous chapter, the Matching EvalLuation Toolkit has been introduced.
A core feature of MELT is the capability to evaluate and to analyze ontology
alignments programmatically through an extensive set of evaluation classes.

In this chapter, an extension is presented which allows (also non-technical)
users to analyze and to compare alignments through a Web interface without
any set-up efforts. Compared to existing static evaluation interfaces in the on-
tology matching domain, this dashboard allows for interactive self-service anal-
yses such as a drill down into the matcher performance for data type properties
or into the performance of matchers within a certain confidence threshold. In
addition, the dashboard offers detailed group evaluation capabilities that allow
for the application in broad evaluation campaigns such as the Ontology Align-
ment Evaluation Initiative.

The interactive dashboard is actively used by the community in the OAEI
campaigns 2019 [490], 2020 [491], and 2021 [492].

The work presented in this short chapter has been published before as: Por-
tisch, ]an‘; Hertling, Sven‘; Paulheim, Heiko. Visual Analysis of Ontology
Matching Results with the MELT Dashboard. In: The Semantic Web: ESWC
2020 Satellite Events. 2020. [400]

103
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5.1 Architecture

The dashboard can be used for matchers that were developed in MELT but also
allows for the evaluation of external matchers that use the well-known align-
ment format of the Alignment API. It is implemented in Java and is included
by default in the MELT 2.0 release, which is available through the maven cen-
tral repositoryl. The DashboardBuilder class is used to generate an HTML?
file. Without further parameters, a default page can be generated that allows for
an in-depth analysis. Alternatively, the dashboard builder allows to completely
customize a dashboard before generation — for instance, by adding or deleting
selection controls and display panes. After the generation, the self-contained
Web page can be viewed locally in the Web browser or be hosted on a server.
The page visualization is implemented with dc. js3, a JavaScript charting library
with crossﬁlter4 support. Once generated, the dashboard can be used also by
non-technical users to analyze and compare matcher results.

As matching tasks (and the resulting alignment files) can become very large,
the dashboard was developed with a focus on performance. For the OAEI 2019
KnowledgeGraph track [199, 202], for instance, more than 200,000 correspon-
dences are rendered, and results are recalculated on the fly when the user per-
forms a drill-down selection.

5.2 Use Case and Demonstration

One use case for the framework is OAEI campaigns. The Ontology Alignment
Evaluation Initiative is running evaluation campaigns [121] every year since 2005.
Researchers submit generic matching systems for predefined tasks (so-called
tracks), and the track organizers post the results of the systems on each track.
The results are typically communicated on the OAEI Web page in a static fash-
ion through one or more tables.”

In order to demonstrate the capabilities of the dashboard, we generated pages
for the following tracks: Anatomy, Conference, and KnowledgeGraph. We in-
cluded the first two tracks in one dashboard® to show the multi-track capabil-

https://mvnrepository.com/artifact/de.uni-mannheim.informatik.dws.melt
HTML stands for “HyperText Markup Language”.

https://dc-js.github.io/dc. js/
http://crossfilter.github.io/crossfilter/

For an example, see the Anatomy Track results page 2019: http://oaei.ontologymatchin
g.org/2019/results/anatomy/index.html

1
2
3
4
5

®Demo link: https://dwslab.github.io/melt/anatomy_conference_dashboard.html


https://mvnrepository.com/artifact/de.uni-mannheim.informatik.dws.melt
https://dc-js.github.io/dc.js/
http://crossfilter.github.io/crossfilter/
http://oaei.ontologymatching.org/2019/results/anatomy/index.html
http://oaei.ontologymatching.org/2019/results/anatomy/index.html
https://dwslab.github.io/melt/anatomy_conference_dashboard.html
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ities of the toolkit. The KnowledgeGraph dashboard’ was officially used in the
OAEI 2019 campaign and shows that the dashboard can handle also combined
schema and instance matching tasks at scale. The code to generate the dash-
boards is available in the example folder of the MELT project.8 It can be seen
that merely a few lines of code are necessary to generate comprehensive evalu-
ation pages.

An annotated screenshot of the controls for the Anatomy/Conference dash-
board is depicted in Figure 5.1. Each numbered element is clickable in order
to allow for a sub-selection. For example, in element (2), the Conference track
has been selected, and all elements in the dashboard show the results for this
subselection. The controls in the given sample dashboard are as follows: (1) se-
lection of the track, @ selection of the track/test case (the Conference track is
selected with all test cases), (3) confidence interval of the matchers (an inter-
val of [0.59,1.05] is selected), (4) relation (only equivalence for this track), (5)
matching systems, (6) the share of true/false positives (TP/FP) and false neg-
atives (FN), (7)/(8) the type of the left/right element in each correspondence
(e.g., class, object property, datatype property), (9) the share of residual true
positives (i.e., non-trivial correspondences generated by a configurable base-
line matcher), the total number of correspondences found per test case —

the performance result of each match (TP/FP/FN) is color coded, and @ the
color-coded correspondences found per matcher.

Below the controls, the default dashboard shows the performance results per
matcher, i.e., micro and macro averages of precision (P), recall (R), and F-score
(Fp) in a table as well as concrete correspondences in a further table (both are
not shown in Figure 5.1). The data and all controls are updated automatically
when a selection is performed. For example, if the Anatomy track is selected
(control (2)) for matcher Wiktionary [402] (control (5)), and only false negative
correspondences (control (6)) are desired, the correspondence table will show
examples of false negative matches for the Wiktionary matching system on the
Anatomy track.

5.3 Conclusion

In this chapter, we presented the MELT Dashboard, an interactive Web user in-
terface for ontology alignment evaluation. The tool allows to generate dash-
boards easily and to use them for a detailed evaluation in a drill-down fashion.

7Demolink:http://oaei.ontologymatching.org/2019/results/knowledgegraph/kno
wledge_graph_dashboard.html

8https://github.com/dwslab/melt/tree/master/examples/meltDashboard


http://oaei.ontologymatching.org/2019/results/knowledgegraph/knowledge_graph_dashboard.html
http://oaei.ontologymatching.org/2019/results/knowledgegraph/knowledge_graph_dashboard.html
https://github.com/dwslab/melt/tree/master/examples/meltDashboard
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Figure 5.1: Dashboard for the OAEI Anatomy/Conference Tracks. The numbered
controls are clickable to drill down into the data. If clicked, all elements change
automatically to reflect the current selection.
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With the new functionality, we hope to increase the transparency and the un-
derstanding of matching systems in the ontology alighment community and to
make in-depth evaluation capabilities available to a broader audience without
the need of installing any software. The first usage in the OAEI 2019 campaign
showed that the dashboard can be used for broad evaluation campaigns of mul-
tiple matchers on multiple matching tasks.



Chapter 6

Supervised Ontology and
Instance Matching in MELT

In this chapter, a machine learning extension to the Matching Eval.uation Toolkit
is presented, which facilitates the application of supervised learning for ontol-
ogy and instance matching. The extension is used to evaluate two supervised
machine learning matchers: (1) A latent, RDF2vec-based matching approach
and (2) a multi-feature approach for knowledge graphs.

The work presented in this short chapter has been published before as: Hert-
ling, Sven‘; Portisch, Ian’; Paulheim, Heiko. Supervised Ontology and In-
stance Matching with MELT. In: The Fifteenth International Workshop on On-
tology Matching co-located with the 19th International Semantic Web Confer-
ence (ISWC 2020). 2020. [204]

6.1 Introduction

Many similarity metrics and matching approaches have been proposed and de-
veloped up to date. They are typically implemented as engineered systems which
apply a process-oriented matching pipeline. Manually combining metrics, also
called features in the machine learning jargon, is typically very cumbersome.
Supervised learning allows researchers and developers to focus on adding and
defining features and to leave the weighting of those and the decision making to
a machine. This approach may also be suitable for developing generic match-
ing systems that self-adapt depending on specific datasets or domains. Here, it
makes sense to test and evaluate multiple classifiers at once in a fair, i.e., repro-
ducible, way. Furthermore, recent advances in machine learning — such as in the

108
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area of knowledge graph embeddings — may also be applicable to the ontology
and instance matching community. The existing evaluation and development
platforms, such as the Alignment API [96], SEALS [162, 577] or the HOBBIT [368]
framework, make the application of such advances not as simple as it could be.

In this chapter, we present MELT-ML, an extension to the Matching EvaLua-
tion Toolkit (MELT). Our contribution is twofold: Firstly, we present a machine
learning extension to the MELT framework (available in MELT 2.6), which sim-
plifies the application of advanced machine learning algorithms in matching
systems and helps researchers evaluate systems that exploit such techniques.
Secondly, we present and evaluate two novel approaches in an exemplary man-
ner implemented and evaluated with the extension in order to demonstrate its
functionality. We show that RDF2vec [442] embeddings derived directly from
the ontologies to be matched are capable of representing the internal structure
of an ontology but do not provide any value for matching tasks with differently
structured ontologies when evaluated as the only feature. We further show that
multiple feature generators and a machine learning component help to obtain a
high precision alignment in the Ontology Alignment Evaluation Initiative knowl-
edge graph track [216, 199].

6.2 Related Work

Classification is a flavor of supervised learning and denotes a machine learning
approach where the learning system is presented with a set of records carrying
a class or label. Given those records, the system is trained by trying to predict
the correct class. [320] Transferred to the ontology alignment domain, the set
of records can be regarded as a collection of correspondences where some of
the correspondences are correct (class true) and some correspondences are false
(class false). Hence, the classification system at hand is binary.

The application of supervised learning is not new to ontology matching. In
fact, even in the very first edition of the OAEI' in 2004, the OLA matching sys-
tem [120] performed a simple optimization of weights using the provided ref-
erence alignments. In the past, multiple publications [224, 114, 474, 366, 290]
addressed supervised learning in ontology matching, occasionally also referred
to as matching learning. Unsupervised machine learning approaches are less
often used but have been proposed for the task of combining matchers as well
[354].

More recently, Nkisi-Orji et al. [374] present a matching system that uses a
multitude of features and a random forest classifier. The system is evaluated on

!Back then the competition was actually referred to as EON Ontology Alignment Contest.
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the OAEI conference track [77] and the EuroVoc dataset but did not participate
in the actual evaluation campaign. Similarly, Wang et al. [558] present a system
called OntoEmma which exploits a neural classifier together with 32 features.
The system is evaluated on the large biomed track. However, the system did
not participate in an OAEI campaign either. It should be mentioned here that a
comparison between systems that have been trained with parts of the reference
and systems that have not is not really fair (despite being the typical approach).

Also, arecent OAEI-participating matching system applies supervised learn-
ing: The POMap++ matching system [290] uses a local classifier, which is not
based on the reference alignment but on a locally created gold standard. The
system also participated in the last two recent OAEI campaigns [291, 289].

The implementations of the approaches are typically not easily reusable or
available in a central framework.

6.3 The MELT Framework

Overview MELT [203] is a framework written in Java for ontology and instance
matcher development, tuning, evaluation, and packaging. It supports both, HOB-
BIT and SEALS, two heavily used evaluation platforms in the ontology matching
community. The core parts of the framework are implemented in Java, but the
evaluation and packaging of matchers implemented in other languages are also
supported. Since 2020, MELT is the official framework recommendation by the
OAE]I, and the MELT track repository is used to provide all track data required by
SEALS. MELT is also capable of rendering Web dashboards for ontology match-
ing results so that interested parties can analyze and compare matching results
on the level of correspondences without any coding efforts [400] (see the previ-
ous chapter). This has been pioneered at the OAEI 2019 for the knowledge graph
track.” MELT is open-sources, under a permissive license, and is available on
the maven central repository .

Different Gold Standard Types Matching systems are typically evaluated against
areference alignment. A reference alignment may be complete or only partially
complete. The latter means that not all entities in the matching task are aligned
and that any entity not appearing in the gold standard cannot be judged. There-
fore, the following five levels of completeness can be distinguished: (i) complete,

2Forad.emoofthel\/IELFdashboard,seehttps://dwslab.github.io/melt/anatomy_conf
erence_dashboard.html

https://github.com/dwslab/melt/
4https://mvnrepository.com/artifact/de.uni—mannheim.informatik.dws.melt
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https://github.com/dwslab/melt/
https://mvnrepository.com/artifact/de.uni-mannheim.informatik.dws.melt
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(ii) partial with complete target and complete source, (iii) partial with complete
target and incomplete source, (iv) partial with complete source and incomplete
target, (v) partial with incomplete source and incomplete target. If the refer-
ence is complete, all correspondences not available in the reference alignment
can be regarded as wrong. If only one part of the gold standard is complete
that is not available in the reference can be regarded as wrong. If the gold stan-
dard is incomplete (v), the correctness of correspondences not in the gold stan-
dard cannot be judged. For example, given that the gold standard is partial with
complete target and complete source (case ii), and given the correspondence
< a,b,=,1.0 >, the correspondence < a, c,=,1.0 > could be judged as wrong be-
cause it involves a, which is from the complete side of the alignment. On the
other hand, the correspondence < d, ¢, =,1.0 > cannot be judged because it does
not involve any element from the gold standard. This evaluation setting is used,
for example, for the OAEI knowledge graph track. OAEI reference datasets are
typically complete with the exception of the knowledge graph track. The com-
pleteness of references influences how matching systems have to be evaluated.
MELT can handle all stated levels of completeness. The completeness can be set
for every TestCase separately using the enum GoldStandardCompleteness.
The completeness also influences the generation of negative correspondences
for a gold standard in supervised learning. MELT supports matching system de-
velopers also in this use case.

6.4 Supervised Learning Extensions in MELT

6.4.1 Python Wrapper

As researchers apply advances in machine learning and natural language pro-
cessing to other domains, they often turn to Python because leading machine
learning libraries such as scikit-learn’, TensorFlow, PyTorch7, Keras®, or gen-
sim’ are not easily available for the Java language. In order to exploit function-
alities provided by Python libraries in a consistent manner without a tool break,
a wrapper is implemented in MELT which communicates with a Python back-
end via Hypertext Transfer Protocol (HTTP), as depicted in Figure 6.1. The server

https://scikit-learn.org/
https://www.tensorflow.org/
https://pytorch.org/
https://keras.io/
https://radimrehurek.com/gensim/
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Figure 6.1: Python Code Execution in MELT

works out-of-the-box requiring only that Python and the libraries listed in the
requirements. txt file are available on the target system. The MELT-ML user
can call methods in Java which are mapped to a Python call in the background.
As of MELT 2.6, functionality from gensim and scikit-learn are wrapped.

6.4.2 Generation of Training Data

Every classification approach needs features and class labels. In the case of
matching, each example represents a correspondence, and the overall goal is
to have an ML model which is capable of deciding if a correspondence is correct
or not. Thus, the matching component can only work as a filter, e.g., it can only
remove correspondences of an already generated alignment.

For training such a classifier, positive and negative examples are required.
The positive ones can be generated by a high precision matcher or by an exter-
nally provided alignment such as a sample of the reference alignment or man-
ually created correspondences. As mentioned earlier, no OAEI track provides a
dedicated alignment for training. Therefore, MELT provides a new sample (int
n) method in the Alignment class for sampling n correct correspondences as
well as sampleByFraction(double fraction) for sampling a fraction in
range (0, 1) of correct correspondences.

Negative examples can be easily generated in settings where the gold stan-
dard is complete or partially complete (with complete source and/or target, see
Section 6.3). The reason is that any correspondence with an entity appearing
in the positive examples can be regarded as incorrect. Thus, a recall-oriented
matcher can generate an alignment, and all such correspondences represent the
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negative class. In cases where the gold standard is partial, and the source and/or
target is incomplete, each negative correspondence has to be manually created.

6.4.3 Generation of Features

The features for the correspondences are generated by one or more matches,
which can be concatenated in a pipeline or any other control flow. MELT pro-
vides an explicit framework for storing the feature values in correspondence
extensions (which are by default also serialized in the alignment format). The
correspondence method addAdditionalConfidence(String key, double
confidence) is used to add such feature values (more convenience methods
exist).

MEILT already provides some out-of-the-box feature generators in the form
of so-called filters and matchers. A matcher detects new correspondences. As
of MELT 2.6, 17 matchers are directly available (e.g., different string similar-
ity metrics). A filter requires an input alignment and adds the additional con-
fidences to the correspondences or removes correspondences below a thresh-
old. In MELT, machine learning is also included via a filter (MachineLearning-
ScikitFilter). As of MELT 2.6, 21 filters are available. A selection is presented
in the following:

SimilarNeighboursFilter Given an initial alignment of instances, the Similar-
NeighboursFilter analyzes for each of the instance correspondences how many
already matched neighbors the source and target instances share. It can be
further customized to also include similar literals (defined by string processing
methods). The share of neighbors can be added to the correspondence as ab-
solute value or relative to the total numbers of neighbors for source and target.
For the latter, the user can choose from min (size of the intersection divided by
the minimum number of neighbors of source or target), max, jaccard (size of
intersection divided by the size of the union), and dice (twice the size of the
intersection divided by the sum of source and target neighbors).

CommonPropertiesFilter This filter selects instance matches based on the over-
lap of properties. The idea is that equal instances also share similar properties.
Especially in the case of homonyms, this filter might help. For instance, given
two instances with label “bat”, the string may refer to the mammal or to the
racket where the first sense has properties like “taxon”, “age”, or “habitat” and
the latter one has properties like “material”, “quality”, or “producer”. This filter,

of course, requires already matched properties. The added confidence can be
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further customized similarly to the previous filter. Furthermore, property URIs
are by default filtered to exclude properties like rdfs:label.

SimilarHierarchyFilter This component analyzes any hierarchy for given in-
stance matches, such as type hierarchy or a category taxonomy as given in the
knowledge graph track. Thus, two properties are needed: 1) instance to hier-
archy property, which connects the instance to the hierarchy (in case of type
hierarchy, this is rdf : type) 2) hierarchy property which connects the hierarchy
(in case of type hierarchy this is rdfs:subClass0f). This filter needs matches
in the hierarchy, which are counted similarly to the previous filters. Addition-
ally, the confidence can be computed by a hierarchy level-dependent value (the
higher the match in the hierarchy, the lower the confidence). SimilarTypeFil-
ter is a reduced version of it by just looking at the direct parent.

BagOfWordsSetSimilarityFilter This filter analyzes the token overlap of the
literals given by a specific property. The tokenizer can be freely chosen as well
as the overlap similarity.

MachineLearningScikitFilter The actual classification part is implemented in
classMachineLearningScikitFilter. In the standard setting, a five-fold cross
validation is executed to search for the model with the best f-measure. The fol-
lowing models and hyper parameters are tested:

* Decision trees optimized by minimum leaf size and maximum depth of
tree (1-20)

* Gradient boosted trees optimized by maximum depth (1,6,11,16,21) and
number of trees (1,21,41,61,81,101)

* Random forest optimized by number of trees (1-100 with 10 steps) and
minimum leaf size (1-10)

* Naive Bayes (without specific parameter tuning)

* Support vector machine (SVM) with radial base function kernel; C and
gamma are tuned according to [221]

* Neural network (NN) with one hidden layer in two different sizes F/2 + 2,
sqrt(F), and two hidden layers of F/2 and sqrt(F), where F denotes the
number of features
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All of these combinations are evaluated automatically with and without fea-
ture normalization (MinMaxScaler which scales each feature to a range between
zero and one). The best model is then trained on the whole training set and ap-
plied to the given alignment.

6.4.4 Analysis of Matches

A correspondence which was found by a matching system and which appears
in the reference alignment is referred to as true positive. A residual true positive
correspondence is a true positive correspondence that is not trivial as defined
by a trivial alignment. The trivial alignment can be given or calculated by a sim-
ple baseline matcher. String matches, for instance, are often referred to as triv-
ial. Given a reference alignment, a system alignment, and a trivial alignment,
the residual recall can be calculated as the share of non-trivial correspondences
found by the matching system [7, 131].

If a matcher was trained using a sample of the reference alignment and is
also evaluated on the reference alignment, a true positive match can only be
counted as meaningful if it was not available in the training set before. In MELT,
the baseline matcher can be set dynamically for an evaluation. Therefore, for
supervised matching tasks where a sample from the reference is used, the sam-
ple can be set as the baseline solution (using the ForwardMatcher) so that only
additionally found matches are counted as residual true positives. Using the
alignment cube file'?, residual true positives can be analyzed at the level of in-
dividual correspondences.

6.5 Exemplary Analysis

6.5.1 RDF2vec Vector Projections

Experiment In this experiment, the ontologies to be matched are embedded,
and a projection is used to determine matches. RDF2vec is a knowledge graph
embedding approach which generates random walks for each node in the graph
to be embedded and afterward runs the word2vec [344, 345] algorithm on the
generated walks. Thereby, a vector for each node in the graph is obtained. The
RDF graph is used in RDF2vec without any pre-processing such as in other ap-
proaches like OWL2Vec [218]. The embedding approach chosen here has been
used on external background knowledge for ontology alignment before [409].

The alignment cube file is a CSV file listing all correspondences found and not found (together
with filtering properties) that is generated by the EvaluatorCSV.
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Multifarm Test Case P R R+ F #0f TP | #of FP | # of FN
fasted-iasted 0.8232 | 0.7459 | 0.6111 | 0.7836 | 135 29 16

f -
conrerence 0.7065 | 0.5285 | 0.1967 | 0.6047 | 65 27 58
conference
confOf-confOf 09111 | 0.5541 | 0.1081 | 0.6891 | 41 4 33

Table 6.1: Performance of RDF2vec projections on the same ontologies in the
multifarm track. P stands for precision, r stands for recall, and R+ for residual
recall. R+ refers here to the fraction of correspondences found that were previ-
ously not available in the training set. #of... refers to the number of true positives
(TP), false positives (FP), and false negatives (FN). Details about the track can be
found in [337]

In this setting, we train embeddings for the ontologies to be matched. In
order to do so, we integrate the jRDFZl/ec11 [405] framework into MELT in order
to train the embedding spaces. Using the functionalities provided in the MELT-
ML package, we train a linear projection from the source vector space into the
target vector space. In order to generate a training dataset for the projection,
the sampleByFraction(double fraction) method is used. For each source,
the closest target node in the embedding space is determined. If the confidence
for a match is above a threshold ¢, the correspondence is added to the system
alignment.

Here, we do not apply any additional matching techniques such as string
matching. The approach is fully independent of any stated label information.
The exemplary matching system is available online as an example.12

Results For the vector training, we generate 100 random walks with a depth of
4 per node and train skip-gram (SG) embeddings with 50 dimensions, minimum
count of 1, and a window size of 5. We use a sampling rate of 50% and a threshold
of 0.85. While the implemented matcher fails to generate a meaningful resid-
ual recall when the two ontologies to be matched are different, it performs very
well when the ontologies are of the same structure as in the multifarm track.
Here, the approach generates many residual true positives with a residual recall
of up to 61% on iasted-iasted as seen in Table 6.1. Thus, it could be shown that
RDF2vec embeddings do contain structural information of the knowledge graph
that is embedded.

11https ://github.com/dwslab/jRDF2Vec
12h‘l:tps ://github.com/dwslab/melt/tree/master/examples/RDF2vecMatcher
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6.5.2 Knowledge Graph Track Experiments

Experiment In this experiment, the instances of the OAEI knowledge graph
track are matched. First, a basic matcher (BaseMatcher) is used to generate
arecall oriented alignment by applying simple string matching on the property
values of rdfs:1label and skos:altLabel. The text is compared once using
string equality and once in a normalized fashion (non-ASCII characters are re-
moved, and the whole string is lowercased).

Given this alignment, the above-described feature generators/filters are ap-
plied in isolation to re-rank the correspondences, and afterward, the Naive-
DescendingExtractor [338] is used to create a one-to-one alignment based
on the best confidence.

In contrast to this, another supervised approach is tried out. After execut-
ing the BaseMatcher, all feature generators are applied after each other, where
each filter adds one feature value. The feature values are calculated indepen-
dently of each other. This results in an alignhment where each correspondence
has the additional confidences in its extensions. As a last step, the Machine-
LearningScikitFilter is executed. The training alignment is generated by
sampling all correspondences from the BaseMatcher where the source or tar-
get is involved. The correspondence is a positive training example if the source
and the target appear in the input alignment (which is, in our case, the sampled
reference alignment) and a negative example in all other cases.

The search for the machine learning model is executed as five-fold cross val-
idation, and the best model is used to classify all correspondences given by the
BaseMatcher. The whole setup is available on GitHub ™.

Results In all filters, the absolute number of overlapping entities is used (they
are normalized during a grid search for the best model). In the SimilarNeigh-
boursFilter, the literals are compared with text equality, and the hierarchy
filter compares the categories of the Wiki pages. The SimilarTypeFilter ana-
lyzes the direct classes which are extracted from templates (indicated by the text
"infobox’). The results for this experiment are depicted in Table 6.2, which shows
that no one feature can be used for all test cases because different Wiki combi-
nations (test cases) require different filters. The BaseMatcher already achieves
a good f-measure which is also in line with previous analyses [202]. When exe-
cuting the MachineLearningScikitFilter the precision can be increased for
three test cases, and the associated drop in the recall is relatively small. It can be

13https://github.com/dwslab/melt/tree/master/examples/supervisedKGTrackMat
cher
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further seen that there is not one single optimal classifier out of the classifiers
tested.

6.6 Conclusion

With MELT-ML, we have presented a machine learning extension for the MELT
framework, which facilitates feature generation and feature combination. The
latter are included as filters to refine existing matches. MELT also allows for the
evaluation of ML-based matching systems.

We further would like to emphasize that a special machine learning track
with dedicated training and testing alignments might benefit the community,
would increase the transparency in terms of matching system performance, and
might further increase the number of participants since researchers use OAEI
datasets for supervised learning, but there is no official channel to participate if
parts of the reference alignment are required.
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Part 111

Knowledge Graph Embeddings
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In recent years, knowledge graph embeddings emerged as a method to ex-
ploit knowledge graphs in downstream applications such as data mining or link
prediction. In this dissertation, we are interested in exploring and assessing
knowledge graph embeddings for the task of matching ontologies and knowl-
edge graphs. Therefore, in accordance with the research questions presented
in Section 1.1, we take a closer look at existing methods and what they actually
learn. Chapter 7 introduces the topic in depth and compares knowledge graph
embeddings presented exclusively for the task of link prediction with knowledge
graph embeddings presented for data mining.

One potential downside of embeddings is the fact that they are typically ex-
pensive regarding the training process and regarding their concrete application.
Both challenges need to be addressed if embeddings shall be used for ontology
matching. Chapter 8 introduces an approach to easily consume embeddings
of very large knowledge graphs which is used later in this dissertation used for
matching ontologiesM. In the subsequent Chapter 9, a novel approach is pro-
posed to efficiently train embeddings on very large graphs. This technique is
applied in Chapter 18 of Part IV for matching. Chapters 10 and 11 propose con-
crete adaptions to an existing embedding approach to improve the performance
in downstream tasks.

In Chapter 12, we introduce a benchmark that is rooted in description logics
constructors to systematically evaluate embedding approaches in general and
the RDF2vec configurations presented in this dissertation in particular.

In Chapter 13, a comprehensive evaluation of multiple RDF2vec and en-
hancements presented in this dissertation part is performed. Combinations of
RDF2vec configurations are evaluated as well as multiple benchmark models.
Therefore, not only default datasets are used but also the newly developed gold
standard presented in the previous chapter.

This part closes with an outlook on how the embedding approach mainly
used in this part (RDF2vec) can be generally applied for the task of ontology
matching (Chapter 14).

Hgee Chapter 17.



Chapter 7

Knowledge Graph Embedding for
Data Mining vs. Knowledge
Graph Embedding for Link
Prediction - Two Sides of the
Same Coin?

In this chapter, the reader is introduced to the topic of knowledge graph em-
beddings, i.e., projections of entities and relations to lower-dimensional spaces.
They have been proposed mainly for two purposes: (1) providing an encoding
for data mining tasks and (2) predicting links in a knowledge graph. Both lines of
research have been pursued rather in isolation from each other with their own
benchmarks and evaluation methodologies. In this chapter, it is evaluated in
how far both tasks are actually related. It is shown in two sets of experiments
that both approaches can be used for both tasks. The differences in the similar-
ity functions evoked by the different embedding approaches is discussed.

The work presented in this chapter has been published before as: Portisch,
Jan; Heist, Nicolas; Paulheim, Heiko. Knowledge Graph Embedding for Data
Mining vs. Knowledge Graph Embedding for Link Prediction - Two Sides of the
Same Coin?. In: Semantic Web Journal (SWJ). 13(3). Pp. 399-422. 2022. [399]
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Figure 7.1: Publications with Knowledge Graph Embedding in their title or ab-
stract, created with dimensions.ai (as of November 15th, 2021)

7.1 Introduction

In the recent past, the topic of knowledge graph embedding - i.e., projecting
entities and relations in a knowledge graph into a numerical vector space — has
gained a lot of traction. An often-cited survey from 2017 [559] lists already 25
approaches, with new models being proposed almost every month, as depicted
in Figure 7.1.

Even more remarkably, two mostly disjoint strands of research have emerged
in that vivid area. The first family of research works focuses mostly on link pre-
diction [183], i.e., the approaches are evaluated in a knowledge graph refinement
setting [384]. The optimization goal here is to distinguish correct from incorrect
triples in the knowledge graph as accurately as possible. The evaluations of this
kind of approaches are always conducted within the knowledge graph, using the
existing knowledge graph assertions as ground truth.

A second strand of research focuses on the embedding of entities in the
knowledge graph for downstream tasks outside the knowledge graph, which of-
ten come from the data mining field — hence, we coin this family of approaches
embeddings for data mining. Examples include the prediction of external vari-
ables for entities in a knowledge graph [440], information retrieval backed by a
knowledge graph [510], or the usage of a knowledge graph in content-based rec-
ommender systems [442]. In those cases, the optimization goal is to create an
embedding space which reflects semantic similarity as well as possible (e.g., in
a recommender system, similar items to the ones in the user interest should be



Chapter 7. KGE for DM vs. KGE for LP 124

recommended). The evaluations here are always conducted outside the knowl-
edge graph, based on external ground truth.

In this chapter, we want to look at the commonalities and differences be-
tween the two approaches. We look at two of the most basic and well-known
approaches of both strands, i.e., TransE [44] and RDF2vec [440], and analyze and
compare their optimization goals in a simple example. Moreover, we analyze the
performance of approaches from both families in the respective other evalua-
tion setup: we explore the usage of link-prediction-based embeddings for other
downstream tasks based on similarity, and we propose a link prediction method
based on node embedding techniques such as RDF2vec. From those experi-
ments, we derive a set of insights into the differences between the two families
of methods and a few recommendations on which kind of approach should be
used in which setting.

7.2 Related Work

As pointed out above, the number of works on knowledge graph embedding is
legion, and enumerating them all in this section would go beyond the scope of
this dissertation. However, there have already been quite a few survey articles.

The first strand of research works - i.e., knowledge graph embeddings for
link prediction — has been covered in different surveys, such as [559], and, more
recently, [93, 444, 236]. The categorization of approaches in those reviews is sim-
ilar, as they distinguish different families of approaches: translational distance
models [559] or geometric models [444] focus on link prediction as a geometric
task, i.e., projecting the graph in a vector space so that a translation operation
defined for relation r on a head £ yields a result close to the tail ¢.

The second family among the link prediction embeddings are semantic match-
ing [559] or matrix factorization or tensor decomposition [444] models. Here, a
knowledge graph is represented as a three-dimensional tensor, which is decom-
posed into smaller tensors and/or two-dimensional matrices. The reconstruc-
tion operation can then be used for link prediction.

The third and youngest family among the link prediction embeddings are
based on deep learning and graph neural networks (GNNs). Here, neural net-
work training approaches, such as convolutional neural networks (CNNs), cap-
sule networks, or recurrent neural networks (RNNs), are adapted to work with
knowledge graphs. They are generated by training a deep neural network. Dif-
ferent architectures exist (based on convolutions, recurrent layers, etc.), and the
approaches also differ in the training objective, e.g., performing binary classifi-
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cation into true and false triples, or predicting the relation of a triple, given its
subject and object [444].

While most of those approaches only consider graphs with nodes and edges,
most knowledge graphs also contain literals, e.g., strings and numeric values.
Recently, approaches combining textual information with knowledge graph em-
beddings using language modeling techniques have also been proposed, using
techniques such as word2vec and convolutional neural networks [583] or trans-
former methods [562, 97]. [163] shows a survey of approaches which take such
literal information into account. It is also one of the few review articles which
consider embedding methods from the different research strands.

Link prediction is typically evaluated on a set of standard datasets and uses
a within-KG protocol, where the triples in the knowledge graph are divided into
training, testing, and validation set. Prediction accuracy is then assessed on the
validation set. Datasets commonly used for the evaluation are FB15k, which
is a subset of Freebase, and WN18, which is derived from WordNet [44]. Since
it has been remarked that those datasets contain too many simple inferences
due to inverse relations, more challenging variants have been proposed, namely
FB15k-237 [535] and WN18RR [100]. More recently, evaluation sets based on
larger knowledge graphs have been introduced, such as YAGO3-10 [100] and DB-
pedia50k/DBpedia500k [477].

The second strand of research works, focusing on the embedding for down-
stream tasks (which are often from the domain of data mining), is not as ex-
tensively reviewed, and the number of works in this area is still smaller. One of
the more comprehensive evaluations is shown in [85], which is also one of the
rare works which includes approaches from both strands in a common evalua-
tion. They show that at least the three methods for link prediction used —namely
TransE, TransR, and TransH - perform inferior on downstream tasks compared
to approaches explicitly developed for optimizing entity similarity in the em-
bedding space.

A third, yet less closely related strand of research works is node embeddings
for homogeneous graphs, such as node2vec [173] and DeepWalk [391]. While
knowledge graphs come with different relations and are thus considered hetero-
geneous, approaches for homogeneous graphs are sometimes used on knowl-
edge graphs as well by first transforming the knowledge graph into an unlabeled
graph, usually by ignoring the different types of relations. Since some of the ap-
proaches are defined for undirected graphs, but knowledge graphs are directed,
those approaches may also ignore the direction of edges.

For the evaluation of entity embeddings for data mining, i.e., optimized for
capturing entity similarity, there are quite a few use cases at hand. The authors
in [389] list a number of tasks, including classification and regression of entities
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Table 7.1: Co-citation likelihood of different embeddings approaches, obtained
from Google scholar, July 12th, 2021. An entry (row,column) in the table reads
as: this fraction of the papers citing column also cites row.

TransE | TransR | RotatE | DistMult | RESCAL | ComplEx | RDF2vec | KGlove |node2vec | DeepWalk
total 3379 1852 |391 1147 408 1017 321 73 5269 5290

i05% | 56,57

TransR  |32,6% 36,3% [36,2%

23,8% |38,2% 27,4%
RotatE  [10,7% |10,7% 22,8% [27,3% \
DistMult [252% |26,7% |754% 16,7% | 1162%  |21,9%
RESCAL [223% |27,4% [34,0% 40,8%  [143%  |20,5%

ComplEx [26,4% 17,8%
RDF2vec
KGlove

node2vec (11,1% |11,7% 31,5%

DeepWalk [11,7% [11,7% 23,3%

27,2% |73,4%

based on external ground truth variables, entity clustering, as well as identifying
semantically related entities.

Most of the above-mentioned strands exist mainly in their own respective
“research bubbles”. Table 7.1 shows a co-citation analysis of the different fam-
ilies of approaches. It shows that the Trans* family, together with other ap-
proaches for link prediction, forms its own citation network, and so do the ap-
proaches for homogeneous networks, while RDF2vec and KGlove are less clearly
separated.

Publications which explicitly compare approaches from the different research
strands are still rare. In [618], the authors analyze the vector spaces of different
embedding models with respect to class separation, i.e., they fit the best linear
separation between classes in different embedding spaces. According to their
findings, RDF2vec achieves a better linear separation than the models tailored
to link prediction.

In [80], an in-KG scenario, i.e., the detection and correction of erroneous
links, are considered. The authors compare RDF2vec (with an additional clas-
sification layer) to TransE and DistMult on the link prediction task. The results
are mixed: While RDF2vec outperforms TransE and DistMult in terms of mean
reciprocal rank (MRR) and Precision@1, it is inferior in Precision@10. Since the
results are only validated on one single dataset, the evidence is rather thin.

Most other research works in which approaches from different strands are
compared are related to different downstream tasks. In many cases, the results
are rather inconclusive, as the following examples illustrate:

¢ [68] and [261] both analyze drug-drug interaction, using different sets of
embedding methods. The finding of [68] is that RDF2vec outperforms
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TransE and TransD, whereas in the experiment in [261], ComplEx out-
performs RDF2vec, KGlove, TransE, and CrossE, and, in particular, TransE
outperforms RDF2vec.

* [29], [80], and [568] all analyze link prediction in different graphs. While [29]
state that RotatE and TransD outperform TransE, DistMult, and ComplEx,
which in turn outperforms node2vec, [80] reports that DistMult outper-
forms RDF2vec, which in turn outperforms TransE, while [568] reports
that KG2vec (which can be considered equivalent to RDF2vec) outper-
forms node2vec, which in turn outperforms TransE.

* [347] compare the performance of RDF2vec, DistMult, TransE, and SimplE
on a set of classification and clustering datasets. The results are mixed.
For classification, the authors use four different learning algorithms, and
the variance induced by the learning algorithms is most often higher than
that induced by the embedding method. For the clustering, they report
that TransE outperforms the other approa(:hes.1

While this is not a comprehensive list, these observations hint at a need both for
more task-specific benchmark datasets as well as for ablation studies analyzing
the interplay of embedding methods and other processing steps. Moreover, it is
important to gain a deeper understanding of how these approaches behave with
respect to different downstream problems and to have more direct comparisons.
This chapter aims at closing the latter gap.

7.3 Knowledge Graph Embedding Methods for Data Min-
ing

Traditionally, most data mining methods are working on propositional data, i.e.,
each instance is a row in a table, described by a set of (binary, numeric, or cat-
egorical) features. For using knowledge graphs in data mining, one needs to
either develop methods which work on graphs instead of propositional data or
find ways to represent instances of the knowledge graph as feature vectors [441].
The latter is often referred to as propositionalization [439].

RDF2vec [440] is a prominent example from the second family. It adapts the
word2vec approach [344] for deriving word embeddings (i.e., vector represen-
tations for words) from a corpus of sentences. RDF2vec creates such sentences

!'We think that these results must be taken with a grain of salt. To evaluate the clustering quality,
the authors use an intrinsic evaluation metric, i.e., the Silhouette score, which is computed in the
respective vector space. It is debatable, however, whether Silhouette scores computed in different
vector spaces are comparable.
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by performing random walks on an RDF graph and collecting the sequences of
entities and relations, then trains a word2vec model on those sequences. It has
been shown that this strategy outperforms other strategies of propositionaliza-
tion. The relation between propositionalization and embedding methods has
also recently been pointed out by [295].

7.3.1 Data Mining is based on Similarity

Predictive data mining tasks are predicting classes or numerical values for in-
stances. Typically, the target is to predict an external variable not contained in
the knowledge graph (or, to put it differently: use the background information
from the knowledge graph to improve prediction models). One example would
be to predict the popularity of an item (e.g., a book, a music album, a movie)
as a numerical value. The idea here would be that two items that share similar
features should also receive similar ratings. The same mechanism is also ex-
ploited in recommender systems: if two items share similar features, users who
consumed one of those items are recommended the other one.

RDF2vec has been shown to be usable for such cases since the underlying
method tends to create similar vectors for similar entities, i.e., position them
closer in vector space [442]. Figure 7.2 illustrates this using a 2D principal com-
ponent analysis (PCA) plot of RDF2vec vectors for movies in DBpedia. It can be
seen that clusters of movies, e.g., Disney movies, Star Trek movies, and Marvel-
related movies are formed.

Many techniques for predictive data mining rely on similarity in one or the
other way. This is more obvious for, e.g., k-nearest neighbors (KNN), where the
predicted label for an instance is the majority or average of labels of its clos-
est neighbors (i.e., most similar instances), or naive Bayes, where an instance is
predicted to belong to a class if its feature values are most similar to the typical
distribution of features for this class (i.e., it is similar to an average member of
this class). A similar argument can be made for neural networks, where one can
assume a similar output when changing the value of one input neuron (i.e., one
feature value) by a small delta. Other classes of approaches (such as support vec-
tor machines) use the concept of class separability, which is similar to exploiting
similarity: datasets with well separable classes have similar instances (belong-
ing to the same class) close to each other, while dissimilar instances (belonging
to different classes) are further away from each other [521].
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Figure 7.2: RDF2vec embeddings for movies in DBpedia, from [442].

7.3.2 Creating Similar Embeddings for Similar Instances

To understand how (and why) RDF2vec creates embeddings that project similar
entities to nearby vectors, we use the running example depicted in Figure 7.3
and Figure 7.4, showing a number of European cities, countries, and heads of
those governments.

As discussed above, the first step of RDF2vec is to create random walks on
the graph. To that end, RDF2vec starts a fixed number of random walks of a
fixed maximum length from each entity. Since the example above is very small,
we will, for the sake of illustration, enumerate all walks of length 4 that can be
created for the graph. Those walks are depicted in Figure 7.5. It is notable that,
since the graph has nodes without outgoing edges, some of the walks are actually
shorter than 4.

In the next step, the walks are used to train a predictive model. Since RDF2vec
uses word2vec, it can be trained with the two flavors of word2vec, i.e., continu-
ous bag-of-words (CBOW) and skip-gram (SG). The first predicts a word, given
its surrounding words, and the second predicts the surroundings, given a word.
For the sake of our argument, we will only consider the second variant, depicted
in Figure 7.6. Simply speaking, given training examples where the input is the
target word (as a one-hot-encoded vector) and the output is the context words
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headOfGovernment headOfGovernment \locatedIn capital

Sophie_Wilmes

Figure 7.3: Example Graph Used for Illustration

(again, one-hot encoded vectors), a neural network is trained, where the hidden
layer is typically of smaller dimensionality than the input. That hidden layer is
later used to produce the actual embedding vectors.

To create the training examples, a window with a given size is slid over the in-
put sentences. Here, we use a window of size 2, which means that the two words
preceding and the two words succeeding a context word are taken into consid-
eration. Table 7.2 shows the training examples generated for three instances.

A model that learns to predict the context given the target word would now
learn to predict the majority of the context words for the target word at hand at
the output layer called output in Figure 7.6, as depicted in the lower part of Ta-
ble 7.2. Here, we can see that Paris and Berlin share two out of four predictions,
and so do Mannheim and Berlin. Angela Merkel and Berlin share one out of four
predictions.2

Considering again Figure 7.6, given that the activation function which com-
putes the output from the projection values is continuous, it implies that similar
activations on the output layer require similar values on the projection layer.

“Note that in the classic formulation of RDF2vec (and word2vec), the position at which a pre-
diction appears does not matter. The order-aware variant RDF2vec,, [412] uses an order-aware
formulation of word2vec [319].
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Table 7.2: Training examples for instances Paris, Berlin, Mannheim, Angela
Merkel, Donald Trump, and Belgium (upper part) and majority predictions

(lower part).
Target Word w—» w-q W41 W42
Paris France capital locatedIn France
Paris - - locatedIn France
Paris - - locatedIn France
Paris - - locatedIn France
Paris France capital - -
Paris France capital - -
Berlin - - locatedIn Germany
Berlin Germany | capital - -
Berlin - - locatedIn Germany
Berlin - - locatedIn Germany
Berlin Germany | capital locatedIn Germany
Berlin Germany | capital - -
Mannheim - - locatedIn Germany
Mannheim - - locatedIn Germany
Mannheim - - locatedIn Germany
Angela Merkel Germany | headOfGovernment | — -
Angela Merkel Germany | headOfGovernment | — -
Angela Merkel Germany | headOfGovernment | — -
Donald Trump USA headOfGovernment | — -
Donald Trump USA headOfGovernment | — -
Belgium - - partOf EU
Belgium - - capital Brussels
Belgium Brussels locatedIn - -
Belgium - - partOf EU
Belgium - - headOfGovernment | Sophie Wilmes
Belgium Brussels locatedIn headOfGovernment | Sophie Wilmes
Belgium Brussels locatedIn partOf EU
Belgium Brussels locatedIn capital Brussels
Belgium Brussels locatedIn - -
Paris France capital locatedIn France
Berlin Germany | capital locatedIn Germany
Mannheim - - locatedIn Germany
Angela Merkel Germany | headOfGovernment | — -
Donald Trump USA headOfGovernment | — -
Belgium Brussels locatedIn partOf EU
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Berlin locatedIn Germany .

Germany headOfGovernment Angela_Merkel .
Mannheim locatedIn Germany .

Belgium capital Brussels .

Germany partO0f EU .

Belgium part0f EU .

Belgium headOfGovernment Sophie_Wilmes .
EU governmentSeat Brussels .

USA capital WashingtonDC .

WashingtonDC locatedIn USA .

France capital Paris .

France head0fGovernment Emmanuel_Macron .
Paris locatedIn France .

Strasbourg locatedIn France .

Germany capital Berlin .

Brussels locatedIn Belgium .

France part0f EU .

USA headOfGovernment Donald_Trump .

EU governmentSeat Strasbourg .

Figure 7.4: Triples of the Example Knowledge Graph

Hence, for a well-fit model, the distance on the projection layer of Paris, Berlin,
and Mannheim should be comparatively lower than the distance of the other
entities, since they activate similar outputs.3

Figure 7.7 depicts a two-dimensional RDF2vec embedding learned for the
example graph.4 We can observe that there are clusters of persons, countries,
and cities. The grouping of similar objects also goes further — we can, e.g., ob-
serve that European cities in the dataset are embedded closer to each other
than to Washington D.C. This is in line with previous observations showing that
RDF2vec is particularly well suited to create clusters also for finer-grained classes
[500]. A predictive model could now exploit those similarities, e.g., for type pre-
diction, as proposed in [264] and [500].

7.3.3 Usage for Link Prediction

From Figure 7.7, we can assume that link prediction should, in principle, be pos-
sible. For example, the predictions for heads of governments all point in a sim-

3Note that there are still weights learned for the individual connections between the projection
and the output layer, which emphasize some connections more strongly than others. Hence, we
cannot simplify our argumentation in a way like “with two common context words activated, the
entities must be projected twice as close as those with one common context word activated”.

*Created with PyRDF2vec [543], using two dimensions, a walk length of 8, and standard con-
figuration otherwise
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Figure 7.5: Walks Extracted From the Example Graph

ilar direction. This is in line with what is known about word2vec, which allows
for computing analogies, like the well-known example

v(King)—v(Man)+v(Woman) ~ v(Queen) (7.1)

RDF2vec does not learn relation embeddings, only entity embeddings.5 Hence,
we cannot directly predict links, but we can exploit those analogies. If we want
to make a tail prediction like

<h,rn?>, (7.2)

5Technically, we can also make RDF2vec learn embeddings for the relations, but they would
not behave the way we need them.
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Figure 7.6: The skipgram Variant of word2vec [440]
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Figure 7.7: The Example Graph Embedded With RDF2vec
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we can identify another pair < h', T, t > and exploit the above analogy, i.e.,
I ]
t—h+h=t (7.3)
To come to a stable prediction, we would use the average, i.e.,

1 I
Z<h',r,t'> t—h+h

t
|[<n'rt >

) (7.4)

where |< W >| is the number of triples which have r as predicate.
With the same idea, we can also average the relation vectors r for each rela-
tion that holds between all its head and tail pairs, i.e.,

I I
- Z<h',r,t'> t—h

r = (7.5)
|<h' 1t >|

and thereby reformulate the above equation to
txh+r, (7.6)

which is what we expect from an embedding model for link prediction. Those
approximate relation vectors for the example at hand are depicted in Figure 7.8.
We can see that in some (not all) cases, the directions of the vectors are approxi-
mately correct: the partOf vector is roughly the difference between EU and Ger-
many, France, and Belgium, and the headOfGovernment vector is approximately
the vector between the countries and the politicians cluster.

It can also be observed that the vectors for locatedIn and capitalOf point in
reverse directions, which makes sense because they form connections between
two clusters (countries and cities) in opposite directions.

7.4 Knowledge Graph Embedding Methods for Link Pre-
diction

A larger body of work has been devoted to knowledge graph embedding meth-
ods for link prediction. Here, the goal is to learn a model which embeds entities
and relations in the same vector space.

7.4.1 Link Prediction is based on Vector Operations

As the main objective is link prediction, most models, more or less, try to find a
vector space embedding of entities and relations so that

t=h&®r (7.7)
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Figure 7.8: Average Relation Vectors for the Example

holds for as many triples < h, r, t > as possible. @ can stand for different op-
erations in the vector space; in basic approaches, simple vector addition (+) is
used. In our considerations below, we will also use vector addition.

In most approaches, negative examples are created by corrupting an existing
triple, i.e., replacing the head or tail with another entity from the graph (some
approaches also foresee corrupting the relation). Then, amodel is learned which
tries to tell apart corrupted from non-corrupted triples. The formulation in the
original TransE paper [44] defines the loss function L as follows:

L= Z [y+d(h+rt)=d(h +rt)]s (7.8)
(h,rt)€ES,
(W,ri')es

where y is some margin, and d is a distance function, i.e., the L1 or L2 norm.
S is the set of statements that are in the knowledge graph, and S' are the cor-
rupted statements derived from them. In words, the formula states for a triple
< 1, t>, h+rshould be closer to ¢ than to ¢ for some corrupted tail, similarly
for a corrupted head. However, a difference of y is accepted.
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Figure 7.9: Example Graph Embedded by TransE

Figure 7.9 shows the example graph from above, as embedded by TransE.°
Looking at the relation vectors, it can be observed that they seem approximately
accurate in some cases, e.g.,

Germany + headOfGovernment =~ Angela_Merkel,

but not everywhere.7

Like in the RDF2vec example above, we can observe that the two vectors for
locatedIn and capital point in opposite directions. Also similar to the RDF2vec
example, we can see that entities in similar classes form clusters: cities are mostly
in the upper part of the space, people in the left, and countries in the lower right
part.

SCreated with PyKEEN [15], using 128 epochs, a learning rate of 0.1, the softplus loss function,
and default parameters otherwise, as advised by the authors of PYKEEN: https://github.com
/pykeen/pykeen/issues/97

"This does not mean that TransE does not work. The training data for the very small graph is
rather scarce, and two dimensions might not be sufficient to find a good solution here.


https://github.com/pykeen/pykeen/issues/97
https://github.com/pykeen/pykeen/issues/97
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7.4.2 Usage for Data Mining

As discussed above, positioning similar entities close in a vector space is an es-
sential requirement for using entity embeddings in data mining tasks. To un-
derstand why an approach tailored towards link prediction can also, to a certain
extent, cluster similar instances together (although not explicitly designed for
this task), we first rephrase the approximate link prediction Equation 7.8 as

t=h+r+npre (7.9

where 7y, ., can be considered an error term for the triple < h, r, t >. Moreover,
we define

Nmax = MaX Mp e (7.10)
<h,rt>€S

Next, we consider two triples < hy, 1, ¢t > and < hy, r, t >, which share a relation
to an object — e.g., in our example, France and Belgium, which both share the
relation partOf to EU. In that case,

t=hy+1r+0p,: (7.11)

and
t=hy+r+np; (7.12)

hold. From that, we get8

hi—=hy  =MNnyre = Mnyre
= |h—ha| =[0n,ne=n,rel
= |7)h2,r,t + (_nhl,r,t)l
= |nh2,r,t| + | _nhl,r,tl
= |77h2,r,t| + |nh1,r,t|
=2 Nmax (7.13)

In other words, 1,4, also imposes an upper bound of two entities sharing a re-
lation to an object. As a consequence, the lower the error in relation prediction,
the closer are entities which share a common statement.

This also carries over to entities sharing the same two-hop connection. Con-
sider two further triples

8Using the triangle inequality for the first inequation.
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< hig 7q, hy > and < hy,, 174, hy >. In our example, this could be two cities lo-
cated in the two countries, e.g., Strasbourg and Brussels. In that case, we would
have

hy = hig+rg+ NMhigrah (7.14)
hy = hyg+ra+ M hy,rahs (7.15)

Substituting this in (7.11) and (7.12) yields

t
t

hg+ra+ Nhygrahy T T TNk nt (7.16)

hyga + Ta+Nhyyrohy T T+ Mhyrt- (7.17)

Consequently, using similar transformations as above, we get

Ma=h2a  =MNnyrohy = Mhigrahy T Mhoyre = Mhy,rt
= |h1a_h2a| S4"T]max (7.18)

Again, 1,4, constrains the proximity of the two entities h;, and h,,, but only
half as strictly as for the case of h; and h;.

7.4.3 Comparing the Two Notions of Similarity

In the examples above, we can see that embeddings for link prediction have a
tendency to project similar instances close to each other in the vector space.
Here, the notion of similarity is that two entities are similar if they share a re-
lation to another entity, i.e., e; and e, are considered similar if there exist two
statements < ey, r,t > and < e,,1,t > or < h,r,e; > and < h,r1,e, >,9 or, less
strongly, if there exists a chain of such statements. More formally, we can write
the notion of similarity between two entities in link prediction approaches as

e, — A trir(e,t)Ar(eyt) (7.19)
eo— A hrir(he)Ar(he) (7.20)

QR

€1

I

€1

In other words: two entities are similar if they share a common connection to a
common third entity.

RDF2vec, on the other hand, covers a wider range of such similarities. Look-
ing at Table 7.2, we can observe that two entities sharing a common relation
to two different objects are also considered similar (Berlin and Mannheim both
share the fact that they are located in Germany, hence, their predictions for w,
and w,, are similar).

The argument in Section 7.4.2 would also work for shared relations to common heads.
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However, there in RDF2vec, similarity can also come in other notions. For
example, Germany and USA are also considered similar, because they both share
the relations headOfGovernment and capital, albeit with different object (i.e.,
their prediction for w; is similar). In contrast, such similarities do not lead to
close projections for link prediction embeddings. In fact, in Figure 7.9, it can
be observed that USA and Germany are further away than Germany and other
European countries. In other words, the following two notions of similarity also
hold for RDF2vec:

erxe— A 1,0, rir(e, ) Ar(et) (7.21)
eyxep— 3 hy,hy,rir(hy,e)) Ar(hy,e) (7.22)

On a similar argument, RDF2vec also positions entities closer which share
anyrelation to another entity. Although this is not visible in the two-dimensional
embedding depicted in Figure 7.7, RDF2vec would also create vectors with some
similarity for Angela Merkel and Berlin, since they both have a (albeit different)
relation to Germany (i.e., their prediction for w_, is similar). Hence, the follow-
ing notions of similarity can also be observed in RDF2vec:

€] = ey «— 3 t,rl,rgzrl(el,t)/\rz(ez,t) (7.23)
€] X ey «— 3 h,rl,rgirl(h,el)/\rz(h,eg) (7.24)

The example with Angela Merkel and Berlin already hints at a slightly different
notion of the interpretation of proximity in the vector space evoked by RDF2vec:
not only similar, but also related entities are positioned close in the vector space.
This means that to a certain extent, RDF2vec mixes the concepts of similarity
and relatedness in its distance function. We will see examples of this in later
considerations, and discuss how they interfere with downstream applications.

7.5 Experiments

To compare the two sets of approaches, we use standard setups for evaluating
knowledge graph embedding methods for data mining as well as for link predic-
tion.

7.5.1 Experiments on Data Mining Tasks

In our experiments, we follow the setup proposed in [443] and [389]. Those
works propose the use of data mining tasks with external ground truth, e.g., pre-
dicting certain indicators or classes for entities. Those entities are then linked
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to a knowledge graph. Different feature extraction methods — which include the
generation of embedding vectors — can then be compared using a fixed set of
learning methods.

The setup of [389] comprises six tasks using 20 datasets in total:

Five classification tasks, evaluated by accuracy. Those tasks use the same
ground truth as the regression tasks (see below), where the numeric pre-
diction target is discretized into high/medium/ low (for the Cities, AAUP,
and Forbes dataset) or high/low (for the Albums and Movies datasets). All
five tasks are single-label classification tasks.

Five regression tasks, evaluated by root mean squared error (RMSE). Those
datasets are constructed by acquiring an external target variable for in-
stances in knowledge graphs which is not contained in the knowledge
graph per se. Specifically, the ground truth variables for the datasets are:
a quality of living indicator for the Cities dataset, obtained from Mercer;
average salary of university professors per university, obtained from the
AAUP; profitability of companies, obtained from Forbes; average ratings
of albums and movies, obtained from Facebook.

Four clustering tasks (with ground truth clusters), evaluated by accuracy.
The clusters are obtained by retrieving entities of different ontology classes
from the knowledge graph. The clustering problems range from distin-
guishing coarser clusters (e.g., cities vs. countries) to finer ones (e.g., bas-
ketball teams vs. football teams).

A document similarity task (where the similarity is assessed by comput-
ing the similarity between entities identified in the documents), evalu-
ated by the harmonic mean of Pearson and Spearman correlation coef-
ficients. The dataset is based on the LP50 dataset [299]. It consists of 50
documents, each of which has been annotated with DBpedia entities us-
ing DBpedia spotlight [340]. The task is to predict the similarity of each
pair of documents.

An entity relatedness task (where semantic similarity is used as a proxy for
semantic relatedness), evaluated by Kendall’s Tau. The dataset is based on
the KORE dataset [215]. The dataset consists of 20 seed entities from the
YAGO knowledge graph, and 20 related entities each. Those 20 related en-
tities per seed entity have been ranked by humans to capture the strength
of relatedness. The task is to rank the entities per seed by relatedness.

Four semantic analogy tasks (e.g., Athens is to Greece as Oslo is to X), which
are based on the original datasets on which word2vec was evaluated [344].
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Task Dataset # entities | Target variable
Classification Cities 2123 classes (67/106/39)
AAUP 960 | 3 classes (236/527/197)
Forbes 1,585 |3 classes (738/781/66)
Albums 1,600 | 2 classes (800/800)
Movies 2,000 | 2 classes (1,000/1,000)
Regression Cities 212 | numeric [23,106]
AAUP 960 | numeric [277,1009]
Forbes 1,585 | numeric [0.0,416.6]
Albums 1,600 | numeric [15,97]
Movies 2,000 | numeric [1,100]
Clustering Cities and Countries (2k) 4,344 2 clusters (2,000/2,344)
Cities and Countries 11,182 | 2 clusters (8,838/2,344)
Cities, Countries, Albums, 5 clusters
Movies, AAUP, Forbes 63571 2,000/960/1,600/212/1,585)
Teams 4,206 | 2 clusters (4,185/21)
Document Similarity | Pairs of 50 documents with entities 1,225 | numeric similarity score [1.0,5.0]
Entity relatedness | 20x20 entity pairs 400 | ranking of entities
Semantic Analogies | (All) capitals and countries 4,523 | entity prediction
Capitals and countries 505 | entity prediction
Cities and States 2,467 | entity prediction
Countries and Currencies 866 | entity prediction

Table 7.3: Overview of the Evaluation Datasets

The datasets were created by manual annotation. In our evaluation, we
aim at predicting the fourth element (D) in an analogy A: B = C : D by
considering the closest n vectors to B— A + C. If the element is contained
the top n predictions, we consider the answer correct, i.e., the evaluation
metric top-n accuracy. In the default setting of the evaluation framework
used, n is set to 2.

Table 7.3 shows a summary of the characteristics of the datasets used in the eval-
uation. It can be observed that they cover a wide range of tasks, topics, sizes, and
other characteristics (e.g., balance). More details on the construction of the da-
tasets can be found in [389] and [443].

Note that all datasets are provided with predefined instance links to DBpe-
dia. For the smaller ones, the creators of the datasets created and checked the
links manually; for the larger ones, the linking had been done heuristically. We
used the links provided in the evaluation framework as is, including possible
linkage errors.

We follow the evaluation protocol suggested in [389]. This protocol foresees
the usage of different algorithms on each task for each embedding (e.g., naive
Bayes, Decision Tree, KNN, and support vector machine (SVM) for classifica-
tion), and also performs parameter tuning in some cases. In the end, we report
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the best results per task and embedding method. Those results are depicted in
Table 7.4.

All embeddings are trained on DBpedia 2016- 10." For generating the differ-
ent embedding vectors, we use the DGL-KE framework [614] in the respective
standard settings, and we use the RDF2vec vectors provided by the KGvec2go
API [404], trained with 500 walks of depth 8 per entity, Skip-Gram, and 200 di-
mensions. We compare RDF2vec [440], TransE (with L1 and L2 norm) [44], TransR
[317], RotatE [516], DistMult [600], RESCAL [370], and ComplEx [538]. To cre-
ate the embedding vectors with DGL-KE, we use the parameter configurations
recommended by the framework, a dimension of 200, and a step maximum of
1,000,000. The RDF2vec,, vectors were generated with the same configuration
but using the order-aware variant of skip-gram [319, 412]. For node2vec, Deep-
Walk, and KGlove, we use the standard settings and the code provided by the
respective authors."'*""* For KGlove, we use the Inverse Predicate Frequency,
which has been reported to work well on many tasks by the original paper [85].

It is noteworthy that the default settings for node2vec and DeepWalk differ
in one crucial property. While node2vec interprets the graph as a directed graph
by default and only traverses edges in the direction in which they are defined,
DeepWalk treats all edges as undirected, i.e., it traverses them in both directions.

From the table, we can observe a few expected and a few unexpected results.
First, since RDF2vec is tailored towards classic data mining tasks like classifica-
tion and regression, it is not much surprising that those tasks are solved better
by using RDF2vec (and even slightly better by using RDF2vec,,) vectors. Still,
some of the link prediction methods (in particular TransE and RESCAL) perform
reasonably well on those tasks. In contrast, KGloVe rarely reaches the perfor-
mance level of RDF2vec, while the two approaches for unlabeled graphs - i.e.,
DeepWalk and node2vec — behave differently: while the results of DeepWalk are
at the lower end of the spectrum, node2vec is competitive. The latter is remark-
able, showing that pure neighborhood information, ignoring the direction and
edge labels, can be a strong signal when embedding entities.

Referring back to the different notions of similarity that these families of ap-
proaches imply (cf. Section 7.4.3), this behavior can be explained by the ten-
dency of RDF2vec (and also node2vec) to position entities closer in the vector
space which are more similar to each other (e.g., two cities that are similar).

The code for the experiments as well as the resulting embeddings can be found at https:
//github.com/nheist/KBE-for-Data-Mining

11https ://github.com/D2KLab/entity2vec
12https://github.com/phanein/deepwalk
13https ://github.com/miselico/globalRDFEmbeddingsISWC
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Since it is likely that some of those dimensions are also correlated with the target
variable at hand (in other words: they encode some dimension of similarity that
can be used to predict the target variable), classifiers and regressors can pick up
on those dimensions and exploit them in their prediction model.

What is also remarkable is the performance on the entity relatedness task.
While RDF2vec embeddings, as well as node2vec, KGlove, and, to a lesser ex-
tent, DeepWalk, reflect entity relatedness to a certain extent, this is not given
for any of the link prediction approaches. According to the notions of similarity
discussed above, this is reflected in the RDF2vec mechanism: RDF2vec has an
incentive to position two entities closer in the vector space if they share relations
to a common entity, as shown in Equations 7.21-7.24. One example is the relat-
edness of Apple Inc. and Steve Jobs — here, we can observe the two statements

product(Applelnc.,iPhone)
knownfor(Stevejobs,iPhone)

in DBpedia, among others. Those lead to similar vectors in RDF2vec according
to Equation 7.23. A similar argument can be made for node2vec and DeepWalk,
and also for KGlove, which looks at global co-occurrences of entities, i.e., it also
favors closer embeddings of related entities.

The same behavior of RDF2vec - i.e., assigning close vectors to related en-
tities — also explains the comparatively bad results of RDF2vec on the first two
clustering tasks. Here, the task is to separate cities and countries in two clus-
ters, but since a city is also related to the country it is located in, RDF2vec may
position that city and country rather closely together (RDF2vec,, changes that
behavior, as argued in [412], and hence produces better results for the clustering
problems). Hence, that city has a certain probability of ending up in the same
cluster as the country. The latter two clustering tasks are different: the third
one contains five clusters (cities, albums, movies, universities, and companies),
which are less likely to be strongly related (except universities and companies
to cities) and therefore are more likely to be projected in different areas in the
vector space. Here, the difference between RDF2vec to the best performing ap-
proaches (i.e., TransE-L1 and TransE-L2) is not that severe. The same behavior
can also be observed for the other embedding approaches for data mining, i.e.,
node2vec, DeepWalk, and KGlove, which behave similarly in that respect.

The problem of relatedness being mixed with similarity does not occur so
strongly for homogeneous sets of entities, as in the classification and regression
tasks, where all entities are of the same kind (cities, companies, etc.) — here, two
companies which are related (e.g., because one is a holding of the other) can also
be considered similar to a certain degree (in that case, they are both operating
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in the same branch). This also explains why the fourth clustering task (where
the task is to assign sports teams to clusters by the type of sports) works well for
RDF2vec - here, the entities are again homogeneous.

At the same time, the test case of clustering teams can also be used to ex-
plain why link prediction approaches work well for that kind of task: here, it is
likely that two teams in the same sports share a relation to a common entity, i.e.,
they fulfill Equations 7.19 and 7.20. Examples include participation in the same
tournaments or common former players.

The semantic analogies task also reveals some interesting findings. First, it
should be noted that the relations which form the respective analogies (capital,
state, and currency) are contained in the knowledge graph used for the com-
putation. That being said, we can see that most of the link prediction results
(except for RotatE and RESCAL) perform reasonably well here. Particularly, the
first cases (capitals and countries) can be solved particularly well in those cases,
as this is a 1:1 relation, which is the case in which link prediction is a fairly sim-
ple task. On the other hand, most of the data-mining-centric approaches (i.e.,
node2vec, DeepWalk, KGlove) solve this problem relatively badly. A possible ex-
planation is that the respective entities belong to the strongly interconnected
head entities of the knowledge graphs, and also the false solutions are fairly close
to each other in the graph (e.g., US Dollar and Euro are interconnected through
various short paths). This makes it hard for approaches concentrating on a com-
mon neighborhood to produce decent results here.

On the other hand, the currency case is solved particularly badly by most
of the link prediction results. This relation is an n:m relation (there are coun-
tries with more than one official, unofficial, or historic currency, and many cur-
rencies, like the Euro, are used across many countries. Moreover, looking into
DBpedia, this relation contains a lot of mixed usages and is not maintained
with very high quality. For example, DBpedia lists 33 entities whose currency
is US Dollars'* - the list contains historic entities (e.g., West Berlin), errors (e.g.,
Netherlands), and entities which are not countries (e.g., OPECIS), but the United
States are not among those. For such kinds of relations which contain a cer-
tain amount of noise and heterogeneous information, many link prediction ap-
proaches are obviously not well suited.

RDF2vec, in contrast, can deal reasonably well with that case. Here, two
effects interplay when solving such tasks: (i) as shown above, relations are en-
coded by the proximity in RDF2vec to a certain extent, i.e., the properties in
Equations 7.3 and 7.4 allow to perform analogy reasoning in the RDF2vec space

14h1:tp ://dbpedia.org/page/United_States_dollar
15 OPEC stands for Organization of the Petroleum Exporting Countries”.
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in general. Moreover, (ii) we have already seen the tendency of RDF2vec to posi-
tion related entities in relative proximity. Thus, for RDF2vec, it can be assumed
that the following holds:

Q2

UK
USA

PoundSterling (7.25)
USDollar (7.26)

1%

Since we can rephrase the first equation as
PoundSterling— UK =0 (7.27)
we can conclude that analogy reasoning in RDF2vec would yield
PoundSterling— UK+ USA = USDollar (7.28)

Hence, in RDF2vec, two effects — the preservation of relation vectors as well as
the proximity of related entities — are helpful for analogy reasoning, and the two
effects also work for rather noisy cases. However, for cases which are 1:1 rela-
tions in the knowledge graph with rather clean training data available, link pre-
diction approaches are better suited for analogy reasoning.

7.5.2 Experiments on Link Prediction Tasks

In the second series of experiments, we analyze if we can use embedding meth-
ods developed for similarity computation, like RDF2vec, also for link prediction.
We use the two established tasks WN18 and FB15k for a comparative study.

While link prediction methods are developed for the task at hand, approaches
developed for data mining are not. Although RDF2vec computes vectors for re-
lations, they do not necessarily follow the same notion as relation vectors for
link prediction, as discussed above. Hence, we investigate two approaches:

1. We average the difference for each pair of a head and a tail for each rela-
tion r, and use that average as a proxy for a relation vector for prediction,
as shown in Equation 7.4. The predictions are the entities whose embed-
ding vectors are the closest to the approximate prediction. This method is
denoted as avg.

2. For predicting the tail of a relation, we train a neural network to predict
an embedding vector of the tail-based embedding vectors, as shown in
Figure 7.10. The predictions for a triple < h,r,? > are the entities whose
embedding vectors are closest to the predicted vector for & and r. A sim-
ilar network is trained to predict % from r and t. This method is denoted
as ANN.
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emb(t)predicted
A
FC layer
A
FC layer
emb(h) emb(r)

Figure 7.10: Training a Neural Network for Link Prediction With RDF2vec

We trained the RDF2vec embeddings with 2,000 walks, a depth of 4, a dimension
of 200, a window of 5, and 25 epochs in SG mode. For the second prediction
approach, the two neural networks each use two hidden layers of size 200, and
we use 15 epochs, a batch size of 1,000, and mean squared error as loss. KGlove,
node2vec, and DeepWalk do not produce any vectors for relations. Hence, we
only use the avg strategy for those approaches.

The results of the link prediction experiments are shown in Table 7.5."° We
can observe that the RDF2vec-based approaches perform at the lower end of the
spectrum. The avg approach outperforms DistMult and RESCAL on WN18, and
both approaches are about en par with RESCAL on FB15k. Except for node2vec
on FB15k, the other data mining approaches fail at producing sensible results.

While the results are not overwhelming, they show that the similarity of en-
tities, as RDF2vec models it, is at least a useful signal for implementing a link
prediction approach.

7.5.3 Discussion

As already discussed above, the notion of similarity, which is conveyed by RDF2-
vec, mixes similarity and relatedness. This can be observed, e.g., when querying
for the 10 closest concepts to Angela Merkel (the chancellor, i.e., head of govern-
ment in Germany) in DBpedia in the different spaces, as shown in Table 7.6. The
approach shows a few interesting effects:

1%The code for the experiments can be found at https://github.com/janothan/kbc_rdf2v
ec
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RDF2vec TransE-L1 TransE-L2 TransR

Joachim Gauck Gerhard Schroder Gerhard Schroder Sigmar Gabriel

Norbert Lammert James Buchanan Helmut Kohl Frank-Walter Steinmeier
Stanislaw Tillich Neil Kinnock Konrad Adenauer Philipp Rosler

Andreas VoRkuhle Nicolas Sarkozy Helmut Schmidt Gerhard Schroder
Berlin Joachim Gauck ‘Werner Faymann Joachim Gauck

German language Jacques Chirac Alfred Gusenbauer Christian Wulff
Germany Jurgen Trittin Kurt Georg Kiesinger Guido Westerwelle
federalState Sigmar Gabriel Philipp Scheidemann Helmut Kohl

Social Democratic Party Guido Westerwelle Ludwig Erhard Jirgen Trittin

deputy Christian Wulff Wilhelm Marx Jens Bohrnsen

RotatE DistMult RESCAL ComplEx

Pontine raphe nucleus Gerhard Schroder Gerhard Schréder Gerhard Schréder
Jonathan W. Bailey Milan Truban Kurt Georg Kiesinger Didna Mészaros
Zokwang Trading Maud Cuney Hare Helmut Kohl Francis M. Bator

Steven Hill Tristan Matthiae Annemarie Huber-Hotz | William B. Bridges

Chad Kreuter Gerda Hasselfeldt Wang Zhaoguo Mette Vestergaard

Fred Hibbard Faustino Sainz Mufioz | Franz Vranitzky Ivan Rosenqvist

Mallory Ervin Joachim Gauck Bogdan Klich Edward Clouston
Paulinho Kobayashi Carsten Linnemann Irsen Kiigiik Antonio Capuzzi
Fullmetal Alchemist and the Broken Angel | Norbert Bliim Helmut Schmidt Steven J. McAuliffe
Archbishop Dorotheus of Athens Neil Hood Mao Zedong Jenkin Coles

KGloVe RDF2vec OA node2vec DeepWalk

Aurora Memorial National Park Joachim Gauck Sigmar Gabriel Manuela Schwesig
Lithuanian Wikipedia Norbert Lammert Guido Westerwelle Irwin Fridovich

Baltic states Stanislaw Tillich Christian Wulff Holstein Kiel Dominik Schmidt
The Monarch (production team) Andreas VoRkuhle Juirgen Trittin Ella Germein

Leeds Ladies EC. Lauryn Colman Berlin Wolfgang Schiuble Goyang Citizen FC Do Sang-Jin
Steven Markovi¢ German language Joachim Gauck Sean Cashman

Funk This (George Porter Jr. album) Germany Philipp Rosler Chia Chiao

A Perfect Match (Ella Fitzgeral album) Christian Wulff Joachim Sauer Albrix Niigata Goson Sakai
Salty liquorice Gerhard Schroder Franz Miintefering Roz Kelly

WMMU-FM federalState Frank-Walter Steinmeier | Alberto Penny

Table 7.6: Closest concepts to Angela Merkel in the different embedding ap-

proaches used.
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* While most of the approaches (except for RotatE, KGlove and DeepWalk)
provide a clean list of people, RDF2vec brings up a larger variety of re-
sults, containing also Germany and Berlin (and also a few results which are
not instances, but relations; however, those could be filtered out easily in
downstream applications if necessary). This demonstrates the property of
RDF2vec of mixing similarity and relatedness. The people in the RDF2vec
result set are all related to Angela Merkel: Joachim Gauck was president
during her chancellorship, Norbert Lammert was the head of parliament,
Stanislaw Tillich was a leading board member in the same party as Merkel,
and Andreas Voftkuhle was the head of the highest court during her chan-
cellorship.

* The approaches at hand have different foci in determining similarity. For
example, TransE-L1 outputs mostly German politicians (Schrdder, Gauck,
Trittin, Gabriel, Westerwelle, Wulff) and former presidents of other coun-
tries (Buchanan as a former US president, Sarkozy and Chirac as former
French presidents) TransE-L2 outputs a list containing many former Ger-
man chancellors (Schroder, Kohl, Adenauer, Schmidt, Kiesinger, Erhardt),
TransR mostly lists German political party leaders (Gabriel, Steinmeier,
Rosler, Schroder, Wulff, Westerwelle, Kohl, Trittin). Likewise, node2vec
produces a list of German politicians, with the exception of Merkel’s hus-
band Joachim Sauer.'” In all of those cases, the persons share some prop-
erty with the query entity Angela Merkel (profession, role, nationality, etc.),
but the similarity is usually affected only by one of those properties. In
other words: one notion of similarity dominates the others.

* In contrast, the persons in the output list of RDF2vec are related to the
query entity in different respects. In particular, they played different roles
during Angela Merkel’s chancellorship (Gauck was the German president,
Lammert was the chairman of the parliament, and VoRkuhle was the chair-
man of the federal court). Here, there is no dominant property, instead,
similarity (or rather: relatedness) is encoded along with various proper-
ties. RDF2vec,, brings up a result which is slightly closer to the politicians
lists of the other approaches, while the result list of KGlove looks more like
arandom list of entities. A similar observation can be made for DeepWalk,
which, with the exception of the first result (which is a German politician)

17The remaining approaches — RotatE, DistMult, RESCAL, ComplEx, KGlove, DeepWalk — pro-
duce lists of (mostly) persons which, in their majority, share no close link to the query concept
Angela Merkel.
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does not produce any results seemingly related to the query concept at
hand.

With that observation in mind, we can come up with an initial set of recom-
mendations for choosing embedding approaches:

* Approaches for data mining (RDF2vec, KGlove, node2vec, and DeepWalk)
work well when dealing with sets of homogeneous entities. Here, the prob-
lem of confusing related entities (like Merkel and Berlin) is negligible, be-
cause all entities are of the same kind anyways. In those cases, RDF2vec
captures the finer distinctions between the entities better than embed-
dings for link prediction, and it encodes a larger variety of semantic rela-
tions.

* From the approaches for data mining, those which respect the order (RDF-
2vec,, and node2vec) work better than those which do not (classic RDF2-
vec, KGlove, and DeepWalk).18

* For problems where heterogeneous sets of entities are involved, embed-
dings for link prediction often do a better job in telling different entities
apart.

Link prediction is a problem of the latter kind: in embedding spaces where dif-
ferent types are properly separated, link prediction mistakes are much rarer.
Given an embedding space where entities of the same type are always closer
than entities of a different type, a link prediction approach will always rank all
“compatible” entities higher than all incompatible ones. Consider the following
example in FB15k:

instrument(GilScottHeron,?)

Here, music instruments are expected in the object position. Nonetheless, ap-
proaches tailored towards capturing node similarity, e.g., classic RDF2vec, will
suggest among plausible candidates such as electric guitar and acoustic guitar,
also guitarist and Jimmy Page (who is a well-known guitarist). While electric
guitar, guitarist, and Jimmy Page are semantically related, not all of them are
sensible predictions here, and the fact that RDF2vec reflects that semantic relat-
edness is a drawback in link prediction.

The same argument underlies an observation made by Zouaq and Martel
[618]: the authors found that RDF2vec is particularly well suited for distinguish-
ing fine-grained entity classes (as opposed to coarse-grained entity classifica-
tion). For fine-grained classification (e.g., distinguishing guitar players from

18 5 discussed above, this comments holds for the default configuration of node2vec and Deep-
Walk used in this chapter.
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singers), all entities to be classified are already of the same coarse class (e.g.,
musician), and RDF2vec is very well suited for capturing the finer differences.
However, for coarse classifications, misclassifications by mistaking relatedness
for similarity become more salient.

From the observations made in the link prediction task, we can come up
with another recommendation:

* For relations which come with rather clean data quality, link prediction
approaches work well. However, for more noisy data, RDF2vec has a higher
tendency of creating useful embedding vectors.

For the moment, this is a hypothesis, which should be hardened, e.g., by per-
forming controlled experiments on artificially noised link prediction tasks.

7.6 Conclusion

In this chapter, we have compared two use cases and families of knowledge
graph embeddings which have, up to today, not undergone any thorough di-
rect comparison: approaches developed for data mining, such as RDF2vec, and
approaches developed for link prediction, such as TransE and its descendants.

We have argued that the two approaches actually do something similar, al-
beit being designed with different goals in mind. To support this argument, we
have run two sets of experiments which examined how well the different ap-
proaches work if applied in the respective other setup. We show that, to a cer-
tain extent, embedding approaches designed for link prediction can be applied
in data mining and vice versa, however, there are differences in the outcome.

From the experiments, we have also seen that proximity in the embedding
spaces works differently for the two families of approaches: in RDF2vec, prox-
imity encodes both similarity and relatedness, while TransE and its descendants
rather encode similarity alone. On the other hand, for entities that are of the
same type, RDF2vec covers finer-grained similarities better. Moreover, RDF2vec
seems to work more stably in cases where the knowledge graphs are rather noisy
and weakly adherent to their schema.

These findings give rise both to a recommendation and some future work.
First, in use cases where relatedness plays a role next to similarity, or in use cases
where all entities are of the same type, approaches like RDF2vec may yield better
results. On the other hand, for cases with mixed entity types where it is impor-
tant to separate the types, link prediction embeddings might yield better results.



Chapter 8

KGvec2go - Knowledge Graph
Embeddings as a Service

In this chapter, we present KGvec2go, a Web API for accessing and consuming
graph embeddings in a lightweight fashion in downstream applications. Cur-
rently, we serve pre-trained embeddings for four knowledge graphs. We intro-
duce the service and its usage, and we show further that the trained models have
semantic value by evaluating them on multiple semantic benchmarks. The eval-
uation also reveals that the combination of multiple models can lead to a better
outcome than the best individual model.

Over the course of this dissertation, the service has been continuously im-
proved. The download section’ of the service, for instance, currently hosts more
than 20 embedding models for very large knowledge graphs.

The work presented in this chapter has been published before as: Portisch,
Jan; Hladik, Michael; Paulheim, Heiko. KGvec2go — Knowledge Graph Em-
beddings as a Service. In: Language Resources and Evaluation Conference
(LREC). 2020. [404]

8.1 Introduction

A knowledge graph (KG) stores factual information in the form of triples. Today,
many such graphs exist for various domains, are publicly available, and are be-
ing interlinked. As of 2019, the linked open data cloud [465] counts more than

Lsee http://kgvec2go.org/download.html
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1,000 datasets with multiple billions of unique triples.2 Knowledge graphs are
typically consumed using factual queries for downstream tasks such as ques-
tion answering. Recently, knowledge graph embedding models are explored as a
new way of knowledge graph exploitation. Knowledge graph embeddings (KGEs)
represent nodes and (depending on the approach) also edges as continuous vec-
tors. One such approach is RDF2vec [440]. It has been used and evaluated for
machine learning, entity and document modeling, and for recommender sys-
tems [442]. RDF2vec vectors trained on a large knowledge graph have also been
used as a background knowledge source for ontology matching [409].

While it has been shown that KGEs are helpful in many applications, em-
beddings on larger knowledge graphs can be expensive to train and to use for
downstream applications. kgvec2go . org, therefore, allows to easily access and
consume concept embeddings through simple Web APIs. Since most down-
stream applications only require embedding vectors for a small subset of all
concepts, computing a complete embedding model or downloading a complete
pre-computed one is often not desirable.

With KGuec2go, rather than having to download the complete embedding
model, a Web query can be used to obtain only the desired concept in vector
representation or even a derived statistic such as the similarity between two con-
cepts. This facilitates downstream applications on less powerful devices, such
as smartphones, as well as the application of knowledge graph embeddings in
machine learning scenarios where the data scientists do not want to train the
models themselves or do not have the means to perform the computations.

Models for four knowledge graphs were learned, namely: DBpedia [300], We-
bIsALOD [198], Wiktionary [470], and WordNet [149].

The dataset presented here allows comparing the performance of different knowl-
edge graph embeddings on different application tasks. It further allows combin-
ing embeddings from different knowledge graphs in downstream applications.
We evaluated the embeddings on three semantic gold standards and also ex-
plored the combination of embeddings.

This chapter is structured as follows: In the next section, related work will be
presented. Section 8.2 outlines the approach, Section 8.3 presents the datasets
for which an embedding has been trained, Section 8.4 introduces the Web API
that is provided to consume the learned embedding models, and Section 8.5
evaluates the models on three semantic gold standards. The chapter closes with
a sumimary.

2h‘l:tps ://lod-cloud.net/
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8.2 Approach

For this work, the RDF2vec approach has been re-implemented in Java and Py-
thon with a more efficient walk generation process. The implementation of the
walk generator is publicly available on GitHub’.

For the sentence generation, duplicate free random walks with depth = 8 have
been generated whereat edges within the sentences are also counted. For Word-
Net and Wiktionary, 500 walks have been calculated per entity. For WebIsALOD
and DBpedia, 100 walks have been created in order to account for the compara-
tively large size of the knowledge graphs.

The models were trained with the following configuration: skip-gram vectors,
window size = 5, number of iterations = 5, negative sampling for optimization,
and negative samples = 25. Apart from walk-generation adaptations due to the
size of the knowledge graphs, the configuration parameters to train the models
have been held constant, and no dataset-specific optimizations have been per-
formed in order to allow for comparability.

In addition, a Web API is provided to access the data models in a lightweight way.
This allows for easy access to embedding models and to bring powerful embed-
ding models to devices with restrictions in their central processing unit (CPU)
and random-access memory (RAM), such as smartphones. The APIs are intro-
duced in Section 8.4 The server has been implemented in Python using ﬂask4
and gensim [431] and can be run using Apache HTTP Server. Its code is publicly
available on GitHub.’

8.3 The Datasets

For this work, four datasets have been embedded, which are quickly introduced
in the following.

8.3.1 DBnary/Wiktionary

Wiktionaryis “[a] collaborative project run by the Wikimedia Foundation to pro-
duce a free and complete dictionary in every language”ﬁ. The project is orga-
nized similarly to Wikipedia: Everybody can contribute and edit the dictionary.

https://github.com/janothan/kgvec2go-walks/
https://flask.palletsprojects.com/en/1.1.x/
https://github.com/janothan/kgvec2go-server/

https://web.archive.org/web/20190806080601/https://en.wiktionary.org/wiki
/Wiktionary
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The content is reviewed in a community process. Like Wikipedia, Wiktionary is
available in many languages. DBnary [470] is an RDF version of Wiktionary that
is publicly available’. The DBnary dataset makes use of an extended LEMON®
model [335] to describe the data. For this work, a recent download from July
2019 of the English Wiktionary has been used.

8.3.2 DBpedia

DBpedia is a well-known linked dataset created by extracting structured knowl-
edge from Wikipedia and other Wikimedia projects. The data is publicly avail-
able. For this work, the 2016-10 download has been used.” Compared to the
other knowledge graphs exploited here, DBpedia contains mainly instances such
as the industrial rock band Nine Inch Nails (which cannot be found in WordNet
or Wiktionary). Therefore, DBpedia is with its instance data complementary to
the other, lemma-focused knowledge graphs.

8.3.3 WebIsALOD

The WebIsA database [467] is a dataset which consists of hypernymy relations
extracted from the Common melm, a downloadable copy of the Web. The ex-
traction was performed in an automatic manner through Hearst-like lexico-syn-
tactic patterns. For example, from the sentence "|[...] added that the country has
favorable economic agreements with major economic powers, including the Eu-
ropean Union.", the fact isA(european_union, major_economic_power) is
extracted'".

WebIsALOD [198] is the Linked Open Data endpoint which allows querying the
data in SPARQL.12 In addition to the endpoint, machine learning was used to
assign confidence scores to the extracted triples. The dataset of the endpoint
is filtered, i.e., it contains a subset of the original WeblIsA database, to ensure
higher data quality. The knowledge graph contains instances (like DBpedia) as
well as more abstract concepts that can also be found in a dictionary.

7http ://kaiko.getalp.org/about-dbnary/download/

8L EMON stands for “Lexicon Model for Ontologies”.

9https ://wiki.dbpedia.org/downloads-2016-10

10https ://commoncrawl.org/

"' This is a real example, see: http://webisa.webdatacommons.org/417880315
12http ://webisa.webdatacommons.org/
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8.3.4 WordNet

WordNet [149] is a well-known and heavily used database of English words that
are grouped in sets which represent one particular meaning, so-called synsets.
The resource is strictly authored. WordNet is publicly available, included in
many natural language processing frameworks, and often used in research. An
RDF version of the framework is also available for download and was used for
this work."

8.4 API

kgvec2go.org offers a simple Web API to retrieve: (i) individual vectors for
concepts in different datasets, (ii) the cosine similarity between concepts di-
rectly, and (iii) the top n most related concepts for any given concept. Alter-
natively, the full models can be downloaded from the Web site directly.14 The
APl is accessed through HTTP GET calls and will provide answers in the form of
a JavaScript Object Notation (JSON) string. This allows for simple usage on any
device that has Internet access. In addition, natural words can be used to access
the data rather than long URIs that follow their own idiosyncratic pattern as is
common for RDF2vec embedded models. In the following, we will quickly de-
scribe the services that are offered. For a full description of the services as well as
a graphical user interface to explore the embeddings, we refer to the Web page
kgvec2go.org.

8.4.1 Get Vector

kgvec2go.org allows to download an individual vector, i.e. a 200 dimensional
floating point number array representation of a concept on a particular dataset.
The HTTP GET call follows the pattern below: /rest/get-vector/<data_set>/
/<concept_name>

where data_set refers to the dataset that shall be used (i.e. one of alod, dbpedia,
wiktionary, wordnet) and concept_name to the natural language identifier of
the concept (e.g. bed). This call can be used in machine learning scenarios, for
instance, where a numerical representation of a concept is required.

For datasets that learn an embedding based on the part of speech (POS) of the
term, such as WordNet, multiple vectors are returned for one keyword if the lat-
ter is available in multiple POS such as laugh, which occurs as a noun and as a
verb.

13http: //wordnet-rdf.princeton.edu/about/
14http ://www.kgvec2go.org/download.html
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ALOD DBpedia WordNet Wiktionary

Concept 1 Label Concept 2 Label
France Europe

Calculate Similarity

0.70498854

Figure 8.1: UI to query the similarity of two concepts online. Depicted is the
similarity between France and Europe using the WebIsALOD embeddings.

8.4.2 Get Similarity

Given two concepts, kgvec2go . org allows to query a specified dataset for the
similarity score s € [—1.0,1.0] where 1.0 refers to perfect similarity. The HTTP
GET call follows the pattern below: /rest/get-similarity/<data_set>/
<concept_name_1>/<concept_name_2>

where data_set refers to the set that shall be used, and the two concept names
refer to the concept labels for which the similarity shall be calculated. This call
can be used wherever the similarity or relatedness of two concepts needs to be
judged, such as in recommender systems or matching tasks. A Web Ul is avail-
able to try out this call in a Web browser."> A screenshot is shown in Figure 8.1
for the terms France and Europe for the model learned on WebIsALOD.

8.4.3 Get Closest Concepts

The API is also capable of determining the closest n concepts given a concept
and a dataset. The given concept is mapped to the vector space and compared
with all other vectors. Therefore, the call is expensive on large datasets and
should rather be used to explore the dataset. The HTTP GET call follows the
pattern below: /rest/closest-concepts/<data_set>/<top_n>/
<concept_name>

where data_set refers to the set that shall be used, top_n refers to the number
of closest concepts that shall be obtained, and concept_name refers to the writ-
ten representation of the concept. For datasets that learn an embedding based
on the part of speech of the term, such as WordNet, all closest concepts are de-
termined for all POS of the term, and their scores are summarized. This allows
to calculate the n closest concepts for a single term, such as sleep, that occurs in

15http ://www.kgvec2go.org/query.html
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ALOD DBpedia WordNet Wiktionary
Germany
# Concept Similarity Score
1 dbr:Germany 1
2 dbr:Angela_Merkel 0.87241894
3 dbr:Berlin 0.84634197
4 dbr:Joachim_Gauck 0.828507
5 dbr:Norbert_Lammert 0.80837417
6 dbr:Christian_Wulff 0.72106206
7 dbr:Stanislaw_Tillich 0.6846404
8 dbr:Winfried_Hassemer 0.679457
9 dbr:Marianne_Birthler 0.65852183
10 dbr:Detmold 0.6565967

Figure 8.2: UI to Query the Dataset Online. Shown is the result for query term
Germany on dataset DBpedia. Note that the underlying DBpedia version for
the training is that of 2016. In that year, Angela Merkel was the Chancellor of
Germany, Berlin the capital of the country, Joachim Gauck the President of Ger-
many, and Norbert Lammert the President of the Bundestag.

multiple POS (in this case, as a noun and as a verb). A Web Ul is available to try
out this call in a Web browser.'® A screenshot is shown in Figure 8.2 for the term
Germany on the trained DBpedia model.

8.5 Evaluation

8.5.1 Evaluation Gold Standards

In order to test whether there is semantic value in the trained vectors, we evalu-
ate them on three datasets: WordSim-353[154], SimLex-999 [208], and MEN [53].
The principle of evaluation is the same for all gold standards used: The system
is presented with two words and has to determine their relatedness or similar-
ity; then, the rank correlation (also known as Spearman’s Rho) with the scores

16http ://www.kgvec2go.org/query.html
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in the gold standards is calculated. Higher correlations between the gold stan-
dards’ scores and the system’s scores are regarded as better. Pairs with an out-
of-vocabulary term are handled here by returning a similarity of 0. As the goal
of this dataset are comparable general-purpose embeddings, it is important to
note that the embeddings were not specifically trained to perform well on the
given tasks. On similarity tasks, for instance, the results would likely improve
when antonymy relations were dropped. With other configuration settings, it
is also possible to improve the results further on the given evaluation sets; this
has, for instance, been done in [417] where better relatedness/similarity results
on WebIsALOD could be achieved with other RDF2vec configurations.

8.5.2 Evaluation Mode

The learned models were evaluated on their own on each of the evaluation data-
sets. In addition, a combination of all datasets was evaluated. Therefore, the in-
dividual similarity scores were added. Hence, Scompined(C1,¢2) = Sppedia(c, c2)+
SWebIsALOD(Cl» C2) + SWiktionary(Clr C2) + SWordNet(Cl» CZ) where Scompinea is the
final similarity score assigned to the concept pair ¢; and ¢, and Sg4iqse; de-
scribes the individual score of a model trained on a single dataset for the same
concept pair. This can be done without normalization because (i) all scores are
in the same value range ([—1,1]), (i) out of vocabulary terms receive a score of
0 (so they do not influence the final results), and (iii) because Spearman’s rank
correlation is used which is independent of the absolute values — only the rank
is considered.

8.5.3 Evaluation Results

The rank correlations on the three gold standards are summarized in Table 8.1.
It can be seen that the results vary depending on the gold standard used. The
Wiktionary dataset performs best when it comes to relatedness. The WebIsA-
LOD dataset performs similarly well on WS-353 and performs best on MEN. On
the SimLex-999 gold standard, WordNet outperforms the other datasets. The
performance of DBpedia is significantly worse, which is due to many out-of-
vocabulary terms: This particular dataset is focused on instance data rather than
lexical forms such as angry. The evaluation performed here is, therefore, not op-
timal for the dataset. This can also be observed in the example results depicted
in Table 8.2: While DBpedia and WebIsALOD work well for entities such as Ger-
many, Wiktionary performs better for general words such as loud.

Interestingly, the combined evaluation mode outlined in Subsection 8.5.2
is able to outperform the best individual results on WS-353 (p = 0.678 vs. p =
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0.571) as well as on MEN (p = 0.230 vs. p = 0.207). On SimLex, the combination
of all similarity scores is very close to the best individual score (WordNet). This
shows that it can be beneficial to combine several embedding spaces on differ-
ent datasets.

It is important to note that the vectors were not trained for the specific task at
hand. Nonetheless, the combined embeddings perform well on WS-353, albeit
top-notch systems for each dataset cannot be outperformed. By the lower per-
formance on SimLex-999 and MEN, it can be seen that relatedness is better rep-
resented in the embedding spaces than actual similarity. This is an intuitive re-
sult given that there was no training objective towards similarity.

When looking at the different properties of the knowledge graphs, it can be rea-
soned that the level of authoring is not important for the performance of the
tasks at hand: WebIsALOD embeddings, which are derived from an automati-
cally created knowledge graph, easily outperform WordNet embeddings, which
are derived from a highly authored knowledge base, on WS-353 and MEN.

8.5.4 Further Remarks

It is also possible to find typical analogies in the data. In this case, two con-
cepts are presented to the model together with a third one, for which the system
shall determine an analogous concept. In the following examples, the under-
lined concept is the best concept that the system found given the three non-
underlined concepts.

For example, on Wiktionary:

e girlis to boy like man is to woman

* bigis to smalllike fake is to original

* beautiful is to attractive like quick is to rapid

Similar results can be found on the instance level. For example, on DBpedia:

* Germany is to Angela Merkel like France is to Frangois Hollande"’

8.6 Conclusion

In this chapter, we presented KGvec2go, a resource consisting of trained em-
bedding models on four knowledge graphs. The models were evaluated on three

"Note that Francois Hollande is indeed the president of France as of 2016.
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WS-353 | SimLex-999 | MEN
Wiktionary | 0.5708 0.2265 0.1513
DBpedia 0.1430 -0.0097 0.0804
WebIsALOD | 0.5598 0.1509 0.2066
WordNet 0.4074 0.2870 0.1086
Combined 0.6784 0.2815 0.2304

Table 8.1: Rank Correlation of the Datasets with Three Gold Standards

Wiktionary DBpedia WebIsALOD WordNet
1 | Germany Germany europe Germany
2 | snazziness Angela Merkel uk FRG
3 | West Germany | Berlin france skillet
4 | these islands Joachim Gauck canada Federal Republic of Germany
5 | cobbler Norbert Lammert japan Deutschland
6 | German Empire | Christian Wulff italy High German
7 | derisive Stanislaw Tillich australia German
8 | who shotJohn | Winfried Hassemer | usa Pietism
9 | glute Marianne Birthler england Bavaria
10 | Okla. Detmold asia ingrained
1| loud Loud cons fan loud (s)
2 | silent Loli scream secondly
3 | noiseless Cometa (HVDC) weird noise loud (1)
4 | rackety Looc of noise aright
5 | noisy Loob history of 20th century loud (a)
6 | unsilent Python Server Pages | collective sigh of relief fruticulose
7 | piercing Louk thwack red-handed
8 | quiet Juan Llort undesired signal deep down
9 | clamorous Lojo grinning every bit
10 | blasting Lone complaint of office worker | rhymeless

Table 8.2: Example results for the search terms Germany (upper part) and loud
(lower part). WordNet returns loud multiple times with different part-of-speech
tags. On DBpedia, results for Loud are given as there is no vector for loud.
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different gold standards. It could be shown that the trained vectors carry seman-
tic meaning and that a combination of different knowledge graph embeddings
can be beneficial in some tasks. Furthermore, a lightweight API was presented,
which allows consuming the models in a computationally cheap, memory-effi-
cient, and easy way through Web APIs. We are confident that our work eases the
usage of knowledge graph embeddings in real-world applications.



Chapter 9

RDF2vec Light

In this chapter, a new, lightweight, RDF2vec-based, approach for knowledge
graph embeddings is presented. It is evaluated on three machine learning and
retrieval tasks, and the performance is compared with the classic RDF2vec ap-
proach. It is shown that the new approach requires only a fraction of the com-
puting power compared to the original approach while maintaining similar per-
formance. Moreover, it is shown that RDF2vec Light does not lose performance
when reducing the dimensionality of the vector space.

As an additional contribution, the first version of the jRDF2vec framework is
introduced in this chapter (Section 9.5). The framework is used (and extended)
for all RDF2vec training operations in this dissertation. Over time, it also gained
third-party usage.

Parts of the work presented in this chapter have been published before as:
Portisch, Jan; Hladik, Michael; Paulheim, Heiko. RDF2Vec Light - A Light-
weight Approach for Knowledge Graph Embeddings. International Semantic
Web Conference (ISWC) 2020, Posters and Demonstrations Track. 2020. [405]

9.1 Approach

In the original RDF2vec approach, vectors are trained for each node in a knowl-
edge graph. Since large-scale knowledge graphs are very diverse, this also means
that for a specific task at hand, the vast majority of those embeddings vectors are
not required. As an example, one task in the aforementioned evaluation frame-
work is to predict the quality of living in a dataset of cities. For that task, em-
beddings for bands, artists, and songs are rather irrelevant. Knowing the exact
embedding vector for a band like Nine Inch Nails will not have an impact on the

165
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Figure 9.1: Exemplary comparison of the approaches: RDF2vec Light (on the
left) creates walks that only involve entities of interest (dark gray). As a result,
the walks only include the gray entities; the nodes that appeared in the walks, i.e.
the context of the entities of interest, are colored in light gray. RDF2vec Classic
(on the right) generates walks for all nodes.

predictive power in this task. At the same time, the original RDF2vec approach
in principle uses every statement in the knowledge graph. Along the same lines
as above, the statement that Trent Reznor is the writer of the song Closer will not
be helpful for predicting the quality of living in different cities.

The underlying idea of RDF2Vec Light embeddings is to generate only local
walks for entities of interest given a predefined task. For example, when the
rating average of music albums on a Web site shall be regressed, walks would
only be generated that involve the entities in focus (music albums). Thereby,
the context of the entities can be captured. This is depicted in Figure 9.1. In
order to better capture an entity’s context, the walk generation algorithm has
been optimized and is further explored in Subsection 9.2.

After the walk generation has been completed, the training of vectors can be
performed like in the original approach. The lightweight approach requires only
a fraction of the computing capabilities compared to the full training and walk
generation and can be performed on consumer hardware. On smaller tasks,
RDF2vec Light can be trained during the application runtime rather than being
pre-trained in advance.

9.2 Walk Generation Algorithm

A walk or sentence in RDF2vec Light (like in RDF2vec Classic) consists not just of
a sequence of nodes but also contains the predicates. A valid sentence of depth
1, for example, would be: dbr:Cambridge — dbo:country — dbr:United_Kingdom.
Similarly, an example for a sentence of depth 2 would be: dbr:University_of-



Chapter 9. RDF2vec Light 167

_Cambridge — dbo:city — dbr:Cambridge — dbo:country — dbr:United_Kingdom.
The walk generation ignores datatype properties. The original RDF2vec approach
generates walks for each vertex v € V where a sentence for a specific vertex v
always starts with v,. This walk generation pattern is insufficient for local walks
of only few vertices because the context is not fully reflected: There is a bias to-
wards facts where v is the subject of a statement — whereas facts, where v ap-
pears as an object, would only occur, if another entity of interest has a path that
passes vs.l Therefore, the walk generation has been adapted: Rather than per-
forming random walks where the entity of interest is always at the start of a sen-
tence, it is randomly decided for each depth-iteration whether to go backward,
i.e., to one of the node’s predecessors, or forwards, i.e., to the node’s successors
(line 11 of Algorithm 1). The probability of continuing the walk in the backward
or forward direction is proportional to the number of available options to do so
(lines 12 — 15 of Algorithm 1). For example, when there are 9 options to continue
the walk in forward direction and one option to continue the walk in backward
direction, the walk will be continued in backward direction with a probability of
1/(149) = 10%. Predecessors are added at the beginning of the walk (line 13
of Algorithm 1) and successors at the end of the walk (line 16 of Algorithm 1).
Consequently, the entity of interest can be at the beginning, at the end, or in the
middle of a walk which better captures the context of the entity. This generation
process is described in Algorithm 1.

9.3 Evaluation

In order to evaluate the approach presented in this chapter, the classification,
regression, document similarity, and entity relatedness experiments of Ristoski
et al. [442] have been repeated. They are quickly introduced in the following
subsections together with the experimental setup. The results are presented in
Section 9.4.

9.3.1 Classification and Regression Tasks

For the classification/regression evaluation, five default machine learning da-
tasets for the Semantic Web are used [443]: (i) Cities, (ii) Metacritic Movies, (iii)
Metacritic Albums, (iv) AAUP, and (v) Forbes. They consist of links in the form

"Note that this bias occurs only if walks are generated for a subset of V - the traditional
RDF2vec approach is, consequently, balanced.
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Algorithm 1 Walk Generation Algorithm for RDF2vec Light
1: procedure GENERATELIGHTWALKS(V}: vertices of interest, d: walk depth, n:

number of walks)

2: WG — g

3: for vertexv € V; do

4: for1tondo

5: initialize w

6: add v to w

7 pred < getingoingEdges(v)

8: succ « getOutgoingEdges(v)

9: while w.length() < d do
10: cand « pred U succ
11: elem « pickRandomElementFrom(cand)
12: ifelem € pred then

13: add elem at the beginning of w
14: pred < getingoingEdges(elem)
15: else

16: add elem at the end of w

17: succ < getOutgoingEdges(elem)
18: end if

19: end while
20: add w to Wg
21: end for
22: end for

23: return W;
24: end procedure

of URIs to DBpedia2 and target variables. Task (i) contains a list of cities and
a score describing the quality of living as the target variable; task (ii) consists
of movies together with their average rating as the target variable from meta-
critic.com; similarly, task (iii) consists of album links and their average rating
from the same Web site; task (iv) contains a list of universities and the average
salary paid there as target variable; lastly, task (v) contains companies and their
market value as target variable from Forbes as of 2015. For the classification
tasks, discretization has been applied. The classification tasks are evaluated us-

2The URISs refer to DBpedia 2015-10. Here, DBpedia 2016-10 is used, which leads in some
cases to missing URIs due to changes in the knowledge graph. Such instances are ignored in the
evaluation.
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ing accuracy, the regression tasks are evaluated using root mean squared error
(RMSE).

9.3.2 Document Similarity Task

For the document similarity evaluation, an adapted version of the LP50 [299]
dataset is used where documents are represented as a set of DBpedia links. It
consists of pairwise annotated similarity ratings of documents on a Likert scale
ranging from 1 to 5. The similarity here is obtained by determining the maximal
similarity in a pairwise comparison of entities within the documents to be com-
pared. The dataset is evaluated using Pearson’s and Spearman’s Rho. In order to
obtain a single score, their harmonic mean is additionally calculated.

9.3.3 Entity Relatedness Task

For the entity relatedness task, the KORE50 [511] dataset is used. It consists of
420 pairwise entity relation scores where each entity is represented as a DBpedia
URI. The dataset is evaluated using Kendall’s Tau.

9.3.4 Experimental Setup

Six classic and six light embedding spaces have been trained each with the fol-
lowing parameters held constant: window size =5, negative samples = 25.
The parameters that were changed are the generation mode (CBOW and SG) as
well as the dimension of the embedding space (50, 100, 200). All walks have
been generated with 500 walks per entity and a depth of 4. For the evaluation,
the DBpedia knowledge graph as of 2016-10° has been embedded.

For the classification and regression tasks, we follow the same setup as in the
original RDF2vec paper [443]: For the classification tasks, four classifiers have
been evaluated: Naive Bayes, C4.5 (decision tree algorithm), KNNwith k = 3, and
support vector machine (SVM) with C € {107>,107%,0.1, 1,10, 10% 10°} where
the best C is chosen. A 10-fold cross validation has been used to calculate the
performance statistics. For the regression tasks, three approaches have been
evaluated: linear regression, KNN, and Mb5rules.

The datasets have been evaluated using the Evaluation Framework for Node
Embedding Techniques [389], a publicly available® Python framework implemen-
ted to evaluate embeddings on the datasets described above. Table 9.1 depicts
some characteristics of those datasets.

3h‘l:tps ://wiki.dbpedia.org/downloads-2016-10
4https ://github.com/mariaangelapellegrino/Evaluation-Framework
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Table 9.1: Characteristics of the Test Datasets

Dataset # Entities | Avg. Degree
AAUP 960 83.3775
Cities 212 1264.7122
Forbes 1585 36.1759
Metacritic Albums 1600 19.0762
Metacritic Movies 2000 17.5003
KORE 414 474.5984
LP50 407 2087.5274

In the results tables (9.2, 9.3, 9.4, 9.5), the strategy refers to the configuration
with which the embeddings have been obtained. The structure can be read as
follows:
<mode>_<number_of walks_per_entity>_<walk_depth>_<training mode>_<di-
mension> where mode is either Light or Classic. For example, Light_500_4_C-
BOW_100refers to RDF2vec Light embeddings with 500 walks per entity, a walk
depth of 4, CBOW configuration, and an embedding space dimensionality of
100.

9.4 Results

The classification results are depicted in Table 9.2. Here, the skip-gram configu-
rations outperform the CBOW ones. In three out of five cases, the classic embed-
dings obtain the overall best result — however, the corresponding light configu-
rations achieve similarly high results. On the Metacritic Movies and Metacritic
Albums datasets, the light configuration consistently outperforms the classic
embeddings. On all datasets, SVMs are the best classifier. When using CBOW
configurations, the light approach consistently outperforms the classic one. It is
noteworthy that higher dimensionalities do not always perform better. The con-
figurations with a dimensionality of 50 achieve the best results on two datasets.
The classic embeddings have, to our knowledge, not yet been evaluated with a
dimensionality of 50 before and yield relatively good performance.

The regression results are depicted in Table 9.3. They are similar to the clas-
sification ones: Again, the best configuration is SG. The classic approach scores
best on three datasets compared to the light approach, which achieves the over-
all best scores on two datasets. The results obtained from a dimensionality of 50
are similar to the vectors with 100 elements — on Forbes, the overall best score is
even achieved with a vector of size 50, albeit the scores are close.
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For both classification and regression, we can observe that the difference be-
tween the best classic and the best light model is small, with the Cities dataset
being an exception. Looking at the characteristics of the datasets depicted in
Table 9.1, we can observe that the Cities dataset also has a much higher aver-
age degree of the entities at hand than the other classification and regression
datasets. In particular, with a degree above 1,000, it is impossible that every
statement about the entities is actually used for computing the embeddings if
only 500 walks are created per entity. On the other hand, since in the classic ap-
proach, the 500 random walks are not only started from those 212 entities, but
also from all its neighboring entities, a much larger fraction — if not all of those
statements — are used for computing the embeddings. This results in more in-
formation about the entities at hand being captured in the walks created by the
classic approach than the light approach.

In order to obtain a better understanding of the situations in which the light
approach yields good results and those in which the classic approach is dras-
tically better, we analyzed the graphs spanned by the walks that RDF2vec Light
creates, i.e., the graphs which correspond to the union of all triples contained
in a walk. Those graphs are depicted in Figure 9.2. It can be observed that very
dense graphs correspond to setups where the light variant of RDF2vec yields the
best results. Table 9.6 provides some key figures about those graphs. It can be
seen in Table 9.6 that a high ratio between unique nodes and nodes of interest is
a good indicator of the performance of the embeddings, i.e., cases in which the
resulting spanned graph contains many more nodes than those of interest.

The document similarity results are depicted in Table 9.4. Here, the overall
best harmonic mean can be obtained with the classic configuration. The gap
between classic and light is larger for the skip-gram configurations, whereas for
CBOW the light configurations again outperform the classic ones. The lower
dimensionality of 50 does not sacrifice significant performance for the light em-
beddings. The high average degree of the LP50 dataset indicates (see Table 9.1),
that some relevant information is likely lost when using RDF2vec Light.

The entity relatedness results are shown in Table 9.5. As before, the skip-
gram configurations perform better than the CBOW ones. Here, the distance
from light to classic is negligible for CBOW but significant for SG. The light em-
beddings struggle when it comes to the concept Chuck Norris—an indicator that
more background knowledge is required for this particular entity. Generally, it
can be concluded for this task that more context is required to capture the latent
features. This could be achieved, for example, by generating walks with a higher
depth than the one used here.

In general, for the document and entity relatedness tasks, the result quality
of RDF2vec Light is lower for skip-gram models than for the classic RDF2vec.
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Figure 9.2: Depiction of the graphs which were assembled using the generated
walks. The graphs are rendered using a force layout in Gephi.

One reason, looking at the dataset characteristics in Table 9.1, is again the high
average degree of the entities in the dataset, especially in the LP50 dataset.

The experiments indicate that RDF2vec Light can handle a reduction of di-
mensionality well when comparing the 50-dimensional vector results with the
100-dimensional ones. This is intuitive since there are likely much fewer latent
features available in the training data compared to the classic approach. The
aforementioned ability reinforces the light aspects of the approach, making it
even more suitable for environments where computing power and memory are
limited. It could furthermore be seen that the average degree of the dataset is an
indicator of the performance of the light embeddings.

All fully trained DBpedia embedding models created in the scope of this
chapter are publicly available through KGvec2go [404] 2 Itis important to note
that the numbers are not fully comparable to the performance numbers quoted
in [442] because in the latter publication, the DBpedia version of 2015 is used
and all URIs are found while in this evaluation setting, not all URIs could be
found due to changes in the underlying knowledge graph.

5h‘t:tp: //kgvec2go.org/download

Splease note that we blackened all references to URLSs, GitHub repositories, and libraries for
the double-blind submission.


http://kgvec2go.org/download
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Strategy / Score Pearson | Spearman | Harmonic Mean
Light_500_4_CBOW_50 0.4171 0.3612 0.3871
Classic_500_4_CBOW_50 0.2908 0.1815 0.2235
Light_500_4_CBOW_100 0.4059 0.3469 0.3741
Classic_500_4_CBOW_100 0.3233 0.1774 0.2291
Light_500_4_CBOW_200 0.4114 0.3546 0.3809
Classic_500_4_CBOW_200 0.3433 0.1814 0.2374
Light_500_4_SG_50 0.4561 0.2738 0.3421
Classic_500_4_SG_50 0.5238 0.3793 0.440
Light_500_4_SG_100 0.4449 0.2635 0.3310
Classic_500_4_SG_100 0.5679 0.3737 0.4507
Light_500_4_SG_200 0.4464 0.2589 0.3278
Classic_500_4_SG_200 0.5613 0.3580 0.4371

Table 9.4: Document Similarity Scores on LP50. The best scores of each group
are printed in bold. The overall best score is additionally underlined.

IT Hollywood | Television | Video | Chuck
Companies | Celebrities| Series |Games | Norris

Light 500_4_CBOW_50 0.2463 0.3621 0.3537 |0.4168|0.1263 |0.3343
Classic_500_4_CBOW_50 0.2989 0.3832 0.2105 |0.2842|0.3789|0.2982
Light_500_4_CBOW_100 0.2211 0.3558 0.3221 |0.4126|0.1053|0.3179
Classic_500_4_CBOW_100| 0.3137 0.3052 0.2232 |0.3789(0.2526| 0.3028

Light_500_4_CBOW_200 0.2147 0.3389 0.3958 |0.4800|0.1474|0.3474
Classic_500_4_CBOW_200| 0.3579 0.2842 0.2947 | 0.2968 |0.5053|0.3178

Strategy All

Light_500_4_SG_50 0.4947 0.4926 0.4274 |0.5158|0.3579|0.4767
Classic_500_4_SG_50 0.4926 0.4568 0.5179 |0.5873|0.3684|0.5068
Light_500_4_SG_100 0.4421 0.4505 0.3663 |0.4695|0.3474 | 0.4281
Classic_500_4_SG_100 0.5621 0.4905 0.5032 |0.5032|0.4737|0.5288
Light_500_4_SG_200 0.4632 0.3895 0.3495 |0.4484|0.2421 | 0.4045
Classic_500_4_SG_200 0.5579 0.5305 0.4779 |0.5789|0.5053|0.5348

Table 9.5: Results on the Entity Relatedness Task Using Cosine Similarity. The
best value of each comparison group is highlighted in bold. The overall best
value is additionally underlined. The values represent Kendall’s Tau.
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Nodes | Avg. Degree | Modularity | Nodes/Nodes of Interest

AAUP 76,665 1.895 0.636 79.86
Cities 100,942 3.085 0.722 476.14
Forbes 58,431 3.997 0.609 36.86
Metacritic Albums 34,086 6.163 0.423 21.30
Metacritic Movies 44,840 2.889 0.453 22.42
KORE 56,227 3.618 0.67 135.81

LP50 70,738 1,565 0.731 176.26

Table 9.6: The generated walks can be re-assembled to one graph per dataset.
Those graphs are statistically described here.

9.5 Implementation

9.5.1 jRDF2vec Implementation and Public API

The RDF2vec method, as well as the RDF2vec Light extension, have been im-
plemented in Java and Python. The code is publicly available’ on GitHub un-
der the name jRDF2vec using an MIT-license®. The implementation relies on
the gensim framework [431] for training and flask for inter-process communi-
cation management. jRDF2vec allows training RDF2vec embeddings in classic
and light mode with a focus on scalability for large knowledge graphs. Multiple
walk generation modes are available (e.g., the classic walk generation algorithm
or the algorithm presented in this chapter), and the walk generation can be dis-
tributed to multiple threads through a thread pool. jRDF2vec can handle various
RDF formats such as n-triples, RDF/XML, Turtle, or Header, Dictionary, Triples
(HDT) [150].

In addition, an easy-to-use REST API has been implemented and is provided on
http://www.kgvec2go. org.9 An example of how to call the API is also pro-
vided."”

The code to re-assemble graphs from walks is implemented in Java. The
program reads generated walks, builds the graph, and outputs it in the Pajek Net
graph format that can be read by graph analysis desktop programs such as Pajek
or Gephi. The code is publicly available on GitHub as well."!

7https ://github.com/dwslab/jRDF2Vec

8The MIT License is a permissive license which originated from the Massachusetts Institute of
Technology (MIT). For more information see: https://choosealicense.com/licenses/mit/

9The code for the server is also publicly available and can also be run locally: https://gith
ub.com/janothan/kgvec2go-server/

1Ohttps ://github.com/janothan/kgvec2go-server/blob/master/examples/KGvec2g
o_rdf2vec_light.ipynb

11https ://github.com/janothan/WalksToPajekNetFile


http://www.kgvec2go.org
https://github.com/dwslab/jRDF2Vec
https://choosealicense.com/licenses/mit/
https://github.com/janothan/kgvec2go-server/
https://github.com/janothan/kgvec2go-server/
https://github.com/janothan/kgvec2go-server/blob/master/examples/KGvec2go_rdf2vec_light.ipynb
https://github.com/janothan/kgvec2go-server/blob/master/examples/KGvec2go_rdf2vec_light.ipynb
https://github.com/janothan/WalksToPajekNetFile
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Scalability of RDF2Vec Light
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Figure 9.3: RDF2vec Light scalability: Depicted is the generation and training
time in minutes for an increasing number of entities together with the storage
requirements for the resulting vectors. In the given setting, the classic approach
does not finish within five days.

9.5.2 Performance

The main advantage of RDF2vec Light is its increased performance compared
to the traditional approach. It can be run on very small machines such as con-
sumer laptops (and even mobile devices) while achieving similar performance.
Figure 9.3 shows the training time and storage size required for an increasing
number of entities | e| € {1,10,250,500} in alow-performance setting (4 threads)
using HDT disk access for the walk generation.12 The URIs for the entities of
interest have been randomly drawn in an additive manner so that the perfor-
mance calculation for 500 entities contains all the URIs that were used before
for smaller configurations. The experiment has been performed on the DBpedia
knowledge graph with walks = 200, depth = 4, mode = sg, and dimension =
100. A full embedding run on the whole knowledge graph with the setting out-
lined above takes more than five days. As visible from the figure, the walk gen-
eration and training time scale between 0 and 500 entities of interest almost lin-
early. The resulting vector file size scales exactly linearly.13

'2Note that faster run times can be achieved with the implementation by switching from HDT
to the memory-based implementation (higher RAM requirements) or by increasing the number
of threads (higher CPU requirements).

BNote that the implementation includes only the vectors of interest in the resulting vector file.
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Figure 9.4: Comparison of the number of generated walks of both approaches
on a logarithmic scale.
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Figure 9.5: Comparison of the vocabulary size of both approaches on a logarith-
mic scale.

The walk generation scales with O(|e|) and can be distributed to multiple
subprocesses. Thereby, the implementation can also be run on larger compu-
tation servers efficiently. In terms of the number of walks generated, the light-
weight approach generates roughly four orders of magnitude fewer walks com-
pared to the classic approach, as visible in Figure 9.4. In terms of the vocabulary
size, the classic model works with two orders of magnitudes more concepts in
the training step, which is depicted in Figure 9.5." Consequently, the memory
requirements of the light approach are significantly lower in the training phase.

" Note that the JRDF2vecimplementation persists only the vectors of interest so that the storage
requirements for the light approach are significantly lower than the vocabulary size in Figure 9.5
implies.
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9.6 Conclusion

In this chapter, we presented RDF2vec Light, an approach for learning latent
representations of knowledge graph entities that requires only a fraction of the
computing power compared to other embedding approaches. Rather than em-
bedding the whole knowledge graph, RDF2vec Light trains vectors for only few
entities of interest and their context. For this approach, the walk generation al-
gorithm has been adapted to better represent the context of the entities.

Multiple experiments showed similar performance results compared to the
classic RDF2vec method. While our approach outperforms the classic model
when using CBOW, the skip-gram performance is more balanced. The exper-
iments indicate that RDF2vec Light can handle a reduction of dimensionality
well. It could further be shown that a low average degree of the entities of inter-
est indicates relatively good performance for RDF2vec Light. The full implemen-
tation is available online.

On the relatedness and similarity tasks, improvements could be achieved by
adding more context to the entities of interest, for example, by increasing the
depth, the number of walks, or by extending the model to also generate walks
for neighbors. Given that the average degree of the entities of interest is known,
walk generation parameters could also be set dynamically. The approach pre-
sented here reduces the training data for the neural model. Possible extensions
to the model could include also changing the actual training algorithm: Cur-
rently, in the training phase, embeddings are trained for all components of the
sentences rather than just on the entities of interest. A tweak in the learning
approach could increase the runtime performance further.

In subsequent chapters, we extend the downstream application scenarios —
in particular, we exploit the semantic features for ontology matching. A concrete
application of RDF2vec Light can be found in Chapter 18.



Chapter 10

Order-Aware RDF2vec

In this chapter, a small but very effective adaption of the classic RDF2vec al-
gorithm is proposed and evaluated: While the classic RDF2vec algorithm ig-
nores the order of concepts in the context window, the variation presented in
this chapter — named RDF2vec,, —is order-aware (OA), i.e., considers the posi-
tions within the word2vec context window.

The work presented in this chapter has been published before as: Portisch,
Jan; Paulheim, Heiko. Putting RDF2vec in Order. In: Proceedings of the Inter-
national Semantic Web Conference - Posters and Demos, ISWC 2021. 2021. [412]

10.1 Introduction

RDF2vec [442] is a representation learning approach for entities in a knowledge
graph. The basic idea is to first create sequences from a knowledge graph by
starting random walks from each node. These sequences are then fed into the
word2vec algorithm [345, 344] for creating word embeddings, with each entity or
property in the graph being treated as a “word”. As a result, a fixed-size feature
vector is obtained for each entity.

Word2vec is a well-known neural language model to train latent represen-
tations (i.e., fixed-size vectors) of words based on a text corpus. Its objective is
either to predict a word w given its context words (known as continuous bag-of-
words or CBOW), or vice versa (known as skip-gram or SG).

Given the context k of aword w, where k is a set of preceding and succeeding
words of w, the learning objective of word2vec is to predict w. This is known as
the continuous bag of words model. The skip-gram model is trained the other

179
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~ leader . country
Angela_MerkeICS D

~_Peter_Tschentscher
Germany

country

residence

' birthPlace

Figure 10.1: Example Knowledge Graph

way around: Given w, k has to be predicted. Within this training process, the
size of k is also known as window or window size.

One shortfall of the original word2vec approach is its insensitivity to the rela-
tive positions of words. It is, for instance, irrelevant whether a word is preceding
or succeeding w, and the actual distance to w is not considered. This prop-
erty of word2vec is ideal to cope with the fact that in many languages, the same
sentence can be expressed with different word orderings (cf. Yesterday morning,
Tom ate bread vs. Tom ate bread yesterday morning). In contrast, walks extracted
from knowledge graphs, the semantics of the underlying nodes differ depending
on the position of an entity in the walk, as the following examples illustrate.

Fig. 10.1 depicts a small excerpt of a knowledge graph. Among others, the
following walks could be extracted from the graph:

Hamburg -> country -> Germany -> leader -> Angela_Merkel
Germany -> leader -> Angela_Merkel -> birthPlace -> Hamburg
Hamburg -> leader -> Peter_Tschentscher -> residence -> Hamburg

If an RDF2vec model is trained for the entities in the center (i.e., Germany,
Angela_Merkel, and Peter_Tschentscher), all of the sequences share exactly
two entities in their context (Hamburg and leader), i.e., they will be projected
equally close in the vector space. However, a model respecting positions would
particularly differentiate the different meanings of 1eader (i.e., whether some-
one/thing has or is a leader), and the different roles of involved entities (i.e.,
Hamburg as a place of birth or a residence of a person, or being located in a
country). Therefore, it would map the two politicians closer to each other than
to Germany.

Ling et al. [319] present an extension to the word2vec algorithm, known as
structured word2vec, which incorporates the positional information of words.
This is achieved by using multiple encoders (CBOW) respectively decoders (SG),
depending on the position of the context words. An illustration for SG can be
found in Figure 10.2, where it is visible that the classic component uses only one
output matrix O, which maps the embeddings to the output, while the struc-
tured approach uses one output matrix per position in the window (e.g., O, for
the subsequent word to wy).
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In this chapter, we present RDF2vec,,, an order-aware variant of RDF2vec
obtained by changing the training component from word2vec to structured word-
2vec, and show promising preliminary results.

10.2 Related Work

RDF2vec was one of the first approaches to adopt statistical language modeling
techniques to knowledge graphs. Similar approaches, such as node2vec [173]
and DeepWalk [391], were proposed for unlabeled graphs, while knowledge graphs
are labeled by nature, i.e., they contain different types of edges.

Other language modeling techniques that have been adapted for knowledge
graphs include GloVe [390], which yielded KGlove [85], and BERT [102], which
yielded KG-BERT [603].

Variants of RDF2vec include the use of different heuristics for biasing the
walks [84]; [542] evaluate multiple heuristics for biasing the walks, or alterna-
tive walk strategies. Very few authors tried to change the training objective of
RDF2vec. Besides word2vec, the GloVe [390] algorithm has also been used [85].

10.3 Experiments and Preliminary Results

We use jRDFZvec1 [405] to generate random walks and Ling et al.’s structured
word2vec implementation2 to train an embedding based on the walks.

For the embeddings, we use the DBpedia 2016-04 dataset. We generated
500 random walks for each node in the graph with a depth of 4 (node hops).

1h‘l:tps ://github.com/dwslab/jRDF2Vec
thtps ://github.com/wlinl12/wang2vec
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Figure 10.2: Classic word2vec vs. Structured word2vec
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word2vec and structured word2vec were trained using the same set of walks and
the same training parameters: SG, window =5, and size € {100,200}.

We evaluate both the classic and the position-aware RDF2vec approach on
a variety of different tasks and datasets. For our evaluation, we use the GEval
framework [388]. We follow the setup proposed in [443] and [388]. Those works
use data mining tasks with an external ground truth. Different feature extrac-
tion methods — which include the generation of embedding vectors — can then
be compared using a fixed set of learning methods. Overall, we evaluate our new
embedding approach on six tasks using 20 datasets altogether. The evaluation
is conducted on six different downstream tasks — classification and regression,
clustering, determining semantic analogies, and computing entity relatedness
and document similarity, the latter based on entities mentioned in the docu-
ments.

The results are presented in Table 10.1. When comparing the classic to the
order-aware embeddings, it is visible that the performances are very similar on
most tasks such as classification. A first observation is that we cannot observe
significant performance drops on any of the tasks when switching from classic to
order-aware RDF2vec embeddings. However, significant performance increases
can be observed on clustering tasks and on semantic analogy tasks, which are
the tasks where entities of different classes are involved (whereas the classifica-
tion and regression tasks deal with entities of the same class, e.g., cities or coun-
tries). The order-aware RDF2vec configuration with 100 dimensions achieved
on seven datasets the overall best results and outperforms its classic configu-
ration with the same dimension on ten datasets, partly with significantly better
outcomes. On the other hand, in most cases where the classic variant performs
better, it does so by a smaller margin. Thus, in general, the order-aware variant
can be used safely without performance drops, and in some cases, with signifi-
cant performance gains.

10.4 Conclusion

In this chapter, we presented a position-aware variant of RDF2vec together with
first, very promising evaluation results.

The approach is evaluated in more depth and combined with other RDF2vec
configurations and flavors in Chapters 7, 11, 12, and 13.
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Table 10.1: Results of RDF2vec,;,ssic (c-100, c-200) and RDF2vec,, (0a-100, oa-
200) trained with 100 and 200 dimensions respectively. The best value in each
dimension group is printed in bold, the overall best value is additionally under-
lined.

Task Metric Dataset H c-100  0a-100 [ c-200  0a-200
Classification ACC AAUP 0.693 0.679 0.692 0.683
ACC Cities 0.793 0.793 0.798 0.807
ACC Forbes 0.629 0.607 0.635 0.630
ACC Metacritic Albums 0.783 0.799 0.788 0.792
ACC Metacritic Movies 0.757 0.736 0.763 0.748
Clustering ACC Cities/Countries (2k) 0.755 0.939 0.758 0.946
ACC Cities/Countries 0.786 0.785 0.7624  0.766
Cities/Albums/Movies
ACC JAAUP/Forbes 0.932 0.931 0.861 0.929
ACC Teams 0.969 0.971 0.892 0.945
Regression RMSE AAUP 65.151 62.624 | 66.301 65.077
RMSE Cities 12.726  11.220 | 14.855 13.484
RMSE Forbes 34.290 34.340 | 36.460 35.967
RMSE Metacritic Albums 11.366  11.215 | 11.528 11.651
RMSE Metacritic Movies 19.091 19.530 | 19.078 19.432
Semantic ACC Capital-Countries 0.852 0.990 0.872 0.949
Analogies ACC Capital-Countries (all) 0.832 0.933 0.901 0.896
ACC Currency-Country 0.417 0.520 0.537 0.441
ACC City-State 0.5577 0.607 0.555 0.627
Entity Harmonic
Relatedness Mean ) 0.726 0.716 0.747  0.747
Document  Kendall 0.405 0373 | 0350 0325
Similarity Tau D




Chapter 11

RDF2vec Walk Strategies

In previous chapters, RDF2vec has already been introduced: It is a knowledge
graph embedding mechanism which first extracts sequences from knowledge
graphs by performing random walks, then feeds those into the word embedding
algorithm word2vec for computing vector representations for entities. In this
chapter, we introduce two new flavors of walk extraction coined e-walks and p-
walks, which put an emphasis on the structure or the neighborhood of an entity
respectively and thereby allow for creating embeddings which focus on similar-
ity or relatedness. By combining the walk strategies with order-aware and classic
RDF2vec, as well as CBOW and skip-gram word2vec embeddings, we conduct a
preliminary evaluation with a total of 12 RDF2vec variants.

The work presented in this chapter has been published before as: Portisch,
Jan; Paulheim, Heiko. Walk this Way! Entity Walks and Property Walks for
RDF2vec. In: The Semantic Web: ESWC 2022 Satellite Events. 2022. [to ap-
pear] [416]

11.1 Introduction

RDF2vec [440] is an approach for embedding entities of a knowledge graph in
a continuous vector space. It extracts sequences of entities from knowledge
graphs, which are then fed into a word2vec encoder [345]. Such embeddings
have been shown to be useful in downstream tasks which require numeric rep-
resentations of entities and rely on a distance metric between entities that cap-
tures entity similarity and/or relatedness [399].

Different variants for walk extraction in RDF2vec have been proposed in the
past, including the inclusion of weights in the random component [84] and the

184
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# | RDF2vec p-RDF2vec | e-RDF2vec

1 | Ludwigshafen Arnsberg Ludwigshafen

2 | Peter Kurz Frankfurt Timeline of Mannheim
3 | Timeline of Mannheim | Tehran Peter Kurz

4 | Karlsruhe Bochum Adler Mannheim

5 | Adler Mannheim Bremen Peter Kurze

Table 11.1: Five nearest neighbors to Mannheim in RDF2vec (classic), p-
RDF2vec, and e-RDF2vec trained on DBpedia (SG)

use of other walk strategies such as community hops and walklets [509]. More-
over, it has been shown recently that using an order-aware variant instead of
classic word2vec improves the resulting embeddings [412].

RDF2vec mixes the notion of similarity and relatedness. This can be seen, for
example, in Table 11.1: The closest concepts in the vector space for Mannheim
are comprised of the city timeline, a person, the local ice hockey team, and close
cities. All of these are related to the city in a sense that they have a semantic
relation to Mannheim (Peter Kurz, for instance, is Lord mayor of Mannheim).
However, these concepts are not similar to the city since a person and a city do
not have much in common.

In this chapter, we present two new variants of RDF2vec: p-RDF2vec em-
phasizes structural properties of entities, i.e., their attributes, and consequently
has a higher exposure towards similarity. e-RDF2vec emphasizes the neighbor-
ing entities, i.e., the context of entities, and consequently has a higher exposure
towards relatedness.

11.2 New Walk Flavors

In the following, we define a knowledge graph G as a labeled directed graph G =
(V,€), where £ €V X R XV for a set of relations R. Vertices are subsequently
also referred to as entities and edges as predicates.

Classic RDF2vec creates sequences of random walks. A random walk oflength
n (for an even number n) for wy has the form

w = (w-g,w_gﬂ,..., wo, ..., ws_l,w§) (11.1)

where w; € Vifi is even, and w; € R if i is odd. For better readability, we stylize
w; €Vase;and w; € R as p;:

w= (e_g,p_gﬂ,...,eo,...,pg_l,eg) (11.2)
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Knowledge Graph — Classic random walks —
Adler_Mannheim - city — Mannheim - country — Germany
Adler Adler Mannheim - stadium - SAP_Arena — location - Mannheim
Mannheim Baden- SAP_A;ena ~ location — Mannheim — country — Germany
\ Wirttemberg ..
~ e
~ G et
Sy, '@‘/»\e , N
2 ~ G B —— p-walks —
2 city - Mannheim — country
5 09\)09/ stadium - location - Mannheim - country
\O' location — Mannheim — federal state - location
— Germany
SAP Arena _— e-walks —
Adler_Mannheim — Mannheim - Germany
Adler Mannheim - SAP Arena - Mannheim - Germany
Engelhorn SAP_A;ena — Mannheim - Baden-Wiirttemberg — Germany
-Museum

Figure 11.1: Tllustration of Different Walk Types

In the case of loops, it is possible that a walk contains an entity or edge more
than once.

From the definition of random walks, we derive two other types of random
walks (see Fig. 11.1): A p-walk w), is a subsequence of a walk w which consists
of only the focus entity ey and the predicates in the walk, i.e.,

Wy = (p—§+1» p—§+3’~~"eO’wr P§—3» pg—l) (11.3)

In contrast, an e-walk consists only of the entities in the walk, i.e.,

w, = (e_g,e_ngz,...,eo,...,eg_g,eg) (11.4)

In other words: p-walks capture the structure around an entity, while e-walks
capture the context. Thus, we hypothesize that embeddings computed from p-
walks capture (structural) similarity, while those computed from e-walks cap-
ture contextual similarity, which can also be understood as relatedness.

11.3 Evaluation

We evaluate embeddings obtained using three different walk extraction strate-
gies, i.e., classic walks, p-walks, and e-walks, and training with classic word2vec
as well as order-aware word2vec, using both the CBOW and skip-gram variants.
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This, in total, yields 12 different configurations for RDF2vec.! All embedding
models are publicly available to download via KGvec2go [404] 2

For evaluation, we use the framework proposed in [388], which consists of
different tasks (classification, regression, clustering, analogy reasoning, entity
relatedness, document similarity). We use a recent DBpedia release’. The re-
sults are depicted in Table 11.2. We can make a few interesting observations:

1. In 12/20 cases, the best results are achieved with classic walks. p-walks
yield the best results in 3/20 cases, e-walks do so in 5/20 cases.

2. For entity relatedness, e-walks yield the best results, showing that those
walks actually capture relatedness best.

3. For document similarity, p-walks outperform the other approaches. One
explanation could be that structural similarity of entities (e.g., politicians
vs. athletes) is more important for that task.

4. Semantic analogies are known to require both, relatedness and similarity.4
Therefore, one may expect both p-walks and e-walks to perform poorly,
which is indeed verified by our experiments.

5. As observed in [412], the order-aware variants almost always outperform
the non-order-aware ones, for all kinds of walks, except for the semantic
analogy problems. This effect is even slightly stronger for p-walks and e-
walks than for classic RDF2vec.

6. Generally, skip-gram (and its order-aware variant) are more likely to yield
better results than CBOW.

Table 11.1 shows the five closest concepts for classic RDF2vec and the exten-
sions presented in this chapter. It can be seen that classic and e-RDF2vec have
exposure towards relatedness while p-RDF2vec results in similar entities (i.e.,
only cities) being retrieved.

Twe generated 500 walks per node with a depth of 4, i.e., we perform 4 node hops. All embed-
dings are trained with a dimensionality of 200. The experiments were performed with jRDF2vec
(https://github.com/dwslab/jRDF2Vec), which implements all the different variants used in
this chapter.

2http: //kgvec2go.org/download.html

3h‘l:tps ://www.dbpedia.org/blog/snapshot-2021-09-release/

4For solving an analogy task like Paris is to France like Berlin is to X, X must be similar to France,
as well as related to Berlin.


https://github.com/dwslab/jRDF2Vec
http://kgvec2go.org/download.html
https://www.dbpedia.org/blog/snapshot-2021-09-release/
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11.4 Conclusion

In this work, we have shown that p-walks and e-walks are interesting alterna-
tives, which, in particular in combination with the order-aware variant of RDF2-
vec, can outperform classic RDF2vec embeddings. Moreover, we have seen that
using p-walks and e-walks can help create embeddings whose distance function
reflects similarity and relatedness respectively.

At the same time, the evaluation is still not very conclusive. Therefore, we
compiled collections of real and synthetic test cases, which allow us to make
clear statements about which techniques are promising for which kind of prob-
lem. The test case creation, together with an evaluation, is presented in the fol-
lowing chapter.
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Chapter 12

A DL Benchmark for Knowledge
Graph Embedding Evaluation

Knowledge graph embeddings have gained a lot of uptake during the time of
this dissertation and have been heavily used in link prediction and other down-
stream prediction tasks. Most approaches are evaluated on a single task or a
single group of tasks to determine their overall performance. The evaluation is
then assessed in terms of how well the embedding approach performs on the
task at hand, but it is hardly evaluated (and often not even deeply understood)
what information the embedding approaches are actually learning to represent.

To fill this gap, we present the Description Logic Class Constructors (DLCC)
benchmark, a resource to analyze embedding approaches in terms of which
kinds of classes they can represent. Two gold standards are presented, one based
on the real-world knowledge graph DBpedia and one synthetic gold standard.
In addition, an evaluation framework is provided, which implements an experi-
ment protocol so that researchers can directly use the gold standard. To demon-
strate the use of DLCC, we compare multiple embedding approaches using the
gold standards. We find that many description logic (DL) constructors on DBpe-
dia are actually learned by recognizing different correlated patterns than those
defined in the gold standard and that specific DL constructors, such as cardi-
nality constraints, are particularly hard to be learned for most embedding ap-
proaches.

The work presented in this chapter has been submitted for publication as:
Portisch, Jan; Paulheim, Heiko. The DLCC Node Classification Benchmark for
Analyzing Knowledge Graph Embeddings. International Semantic Web Con-
ference (ISWC 2022). 2022. [to appear] [414]
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Figure 12.1: Two Example Embeddings. The left-hand side embedding shows a
good class separation of persons, countries, and cities, whereas the right-hand
side one does not.

12.1 Introduction

Knowledge graph embeddings are projections of entities and relations to con-
tinuous vector spaces. They have been proposed for various purposes and are
typically evaluated on task-specific gold standards such as FB15k and WN18 [44]
for link prediction, kgbench for node classification [40], or [443] for machine
learning tasks such as classification, regression, or clustering. The benchmarks
frequently come with their own evaluation protocol.

Independent of the original benchmark task, knowledge graph embeddings
are generally versatile so that they can be used for multiple tasks [399]. While
the performance of embeddings in downstream tasks is often superior to other
entity representation techniques, most, if not all, embedding approaches have
in common that it is not ultimately clear what is learned. For example, both
for link prediction and for node classification, it is required that classes can be
separated (e.g., persons, countries, and cities are clustered in the embedding
space) [399], but so far, it has not been systematically evaluated which embed-
ding methods can learn which kinds of class separations. Figure 12.1 shows an
example of two embedding spaces with different qualities of class separation.

In this chapter, we present the DLCC (for Description Logic Class Construc-
tors) dataset and an evaluation framework that help to better analyze and under-
stand embedding approaches for specific DL constructors. There are four con-
tributions of this chapter: (1) A framework for the DLCC gold standard creation
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is presented, (2) two concrete gold standards are provided — a real graph-based
gold standard and one based on synthetic knowledge graphs, (3) an evaluation
framework is provided to easily evaluate and compare the class separation ca-
pabilities of embeddings, and (4) a preliminary analysis for different state of the
art embedding approaches is provided.

12.2 Related Work

In the area of link prediction (or knowledge base completion), the two well-
known evaluation datasets, FB15k and WN18 [44], are both based on real da-
tasets: FB15k is based on the Freebase dataset, and WN18 is based on Word-
Net [149]. They were presented in the context of link prediction: Given a triple
in the form (head, relation, tail), two prediction tasks (head, relation, ?) and
(?, relation, tail) are created. The evaluation is performed by calculating the
mean rank/HITS@10 for a list of proposals. Since it has been remarked that
those datasets contain too many simple inferences due to inverse relations, the
more challenging variants FB15k-237 [534] and WN18RR [100] have been pro-
posed. More recently, evaluation sets based on larger knowledge graphs, such
as YAGO3-10 [100] and DBpedia50k/DBpedia500k [477] have been introduced.

Bloem et al. [40] introduce kgbench, a node classification benchmark for
knowledge graphs, which, like DLCC, comes with datasets in different sizes and
predefined train/test splits. Unlike DLCC, kgbench is based on real-world da-
tasets. Therefore, it is suitable to evaluate and compare the quality of different
embedding approaches on real-world tasks but does not provide any insights
into what these embedding approaches are capable of representing.

Alshagari et al. [17] present a framework for ontological concepts covering
three aspects: (i) categorization, (ii) hierarchy, and (iii) logic validation. The
framework can be used for language models and for knowledge graph embed-
dings. The work presented in this chapter differs in that it goes beyond explicit
DBpedia types. The evaluation of this chapter is, therefore, of an analytical
rather than a descriptive nature. Moreover, the task sets of DLCC are signifi-
cantly larger and more comprehensive.

Ristoski et al. [443] provide a collection of benchmarking datasets for ma-
chine learning, including classification, clustering, and regression tasks. Later,
the GEval framework [388, 389] was introduced to provide a standardized eval-
uation protocol for this dataset. The evaluation datasets are based on DBpedia.
Internally, the embeddings are processed by different downstream classifica-
tion, regression, or clustering algorithms. The evaluation framework presented
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in this chapter is similar to GEval in that it also evaluates multiple classifiers
given a concept vector input.

Melo and Paulheim provide a method for synthesizing benchmark datasets
for link and entity type prediction, which are used in conjunction with a fixed
ontology. [339] Their goal is to mimic the characteristic of existing knowledge
graphs in terms of distributions and patterns.

12.3 Covered DL Constructors

The aim of this chapter is to provide a benchmark for analyzing which kinds
of constructs in a knowledge graph can be recognized by different embedding
methods. To that end, we define class labels using different DL constructors.
Later on, we apply classification algorithms to analyze how well the differently
labeled classes can be separated using different embedding algorithms.

Ingoing and Outgoing Relations All entities that have a particular outgoing or
ingoing relation (e.g., everything that has a location).

IrT 12.1)
30T (12.2)
I-Tuldar LT (12.3)

where r is bound to a particular relation.’

Relations to Particular Individuals All entities that have a relation (in any di-
rection) to a particular individual (e.g., everything that is related to Mannheim).

JR.{e}uIR " .{e} (12.4)

where R is not bound to a particular relation. Those relations can also span two
(or more” hops):
3R,.(IR,. {e}) L3R, .(3R, ' {e}) (12.5)

Particular Relations to Particular Individuals All entities that have a particu-
lar relation to a particular individual (e.g., movies directed by Steven Spielberg).

r.{e} (12.6)

'We use  to denote a particular relation, whereas R denotes any relation.
%For reasons of scalability, we restrict the provided gold standard to two hops.



Chapter 12. DL Benchmark for KGE Evaluation 194

Qualified Restrictions All entities that have a particular relation to an individ-
ual of a given type (e.g., all people married to soccer players).

ar.T (12.7)

T (12.8)
If types are modeled as a normal relation in the graph (i.e., rdf : type is yet an-
other relation), we can reformulate 12.7 to

Ir.(Irdf:type.T) (12.9)

In that case, it behaves equally to a chained variant of Equation 12.6.

Cardinality Restrictions of Relations All entities that have at least or at most
n relations of a particular kind (e.g., people who have at least two citizenships).
Here, we depict only the lower bound variant because the corresponding deci-
sion problem is between the two variants (entities that fall below the bound, i.e.,
adhere to the upper bound, are in the negative example set) 3

22r.T (12.10)

T 12.11)

=2r

Qualified Cardinality Restrictions Qualified cardinality restrictions combine

qualified restrictions with cardinalities (e.g., people who have published at least
two science fiction novels).

=2r.T (12.12)

>2r T (12.13)

Table 12.1 sums up the DL constructors for which test cases were built.

12.4 Approach

For the twelve test cases in Table 12.1, we create positive examples (i.e., those
which fall into the respective class) and those which do not (under closed-world
semantics). For example, for tc01, we would generate a set of positive instances
for which 3r. T holds and a set of negative instances for which Ar. T holds. We
then evaluate how well these two classes can be separated, given the embedding

3The fact that most KGs follow the open-world assumption is ignored here.
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Table 12.1: Overview of the Test Cases

Test Case | DL Expression

tc01 Ar. T

tc02 30T

tc03 FrTuar LT
tc04 JR.{e}uIR " {e}
tc05 3R,.(IRy. {e}) L IR (IR, ' {e})
tc06 3r.{e}

tc07 ar.T

tc08 Ir T

tc09 >2r. T

tc10 >or LT

tcll >2r.T

tcl2 >2r T

vectors of the positive and negative instances. For that, we split the examples
into a training and testing partition; we train binary classifiers on the training
subset of the examples and evaluate their performance on the test subset.

The approach is visualized in Figure 12.2: A gold standard generator gener-
ates a set of positive and negative URIs, as well as a fixed train/test split. The
approach presented in this chapter allows for generating custom gold standards
—however, a contribution of this chapter is also to provide a pre-calculated gold
standard. This pre-calculated gold standard can be used to guarantee repro-
ducibility. Officially published gold standards are versioned to allow for future
improvements. In this chapter, we present version v1 of the gold standard.

A user provides embeddings in a simple textual format and provides them
together with the training data as input to the evaluator. The evaluator trains
multiple classifiers and evaluates them on the selected gold standard using the
provided vectors as classification input. The program then calculates multiple
statistics in the form of CSV files that can be further analyzed in a spreadsheet
program or through data analysis frameworks such as pandas4. These analyses
help the user to understand how well the provided vectors are performing on a
particular DL constructor.

4https ://pandas.pydata.org/
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12.4.1 Gold Standard Generator

The gold standard generator is publicly available’. It is implemented as a Java
maven project. The generator can generate either a DBpedia benchmark (see
Subsection 12.5.1) or a synthetic one (see Subsection 12.5.2). Any DBpedia ver-
sion can be used, the user merely needs to provide a SPARQL endpoint. A com-
prehensive set of unit tests ensures a high code quality. The generator automat-
ically generates a fixed train-test split for the evaluation framework or any other
downstream application. The split is configurable; for the pre-generated gold
standards, an 80-20 split is used. The resulting gold standard is balanced - i.e.,
the number of positives equals the number of negatives — and the train and test
partitions are stratified. Hence, any classifier which achieves an accuracy sig-
nificantly above 50% is capable of learning the test case’s problem type from the
vectors to some extent.

It is important to note that the generator only needs to be run by users who
want to build their own gold standards. The typical user would merely down-
load® the official gold standard files online. We recommend using the pre-cal-
culated gold standards to ensure comparability across publications.

12.4.2 Evaluation Framework

The evaluator is publicly available’ as well together with usage examples. It is
implemented in Python and can be easily used in a Jupyter notebook. A com-
prehensive set of unit tests ensures a high code quality.

The standard user can directly download the gold standard and use the eval-
uation framework. To test class separability, the evaluation framework currently
runs six machine learning ClElSSiﬁ@I‘SS (1) decision trees, (2) naive Bayes, (3) KNN,
(4) SVM, (5) random forest, and (6) a multilayer perceptron network (MLP). The
framework uses the default configurations of the sklearn libraryg.

After training and evaluation, the framework persists multiple CSV files per
test case as well as higher-level aggregate CSV files. Examples of such CSV files
are a file listing the accuracy per classifier and per test case or a file listing the
accuracy of the best classifier per test case. In the case of DBpedia test cases

5https://github.com/janothan/DL—TC—Generator

6digiml object identifier (DOI): 10.5281/zenodo .6509715; GitHub link for the latest version.
https://github.com/janothan/DL-TC-Generator/tree/master/results

7https ://github.com/janothan/dl-evaluation-framework

8The evaluation framework is not restricted to the set of classifiers listed here. New classifiers
can be easily added if desired.

9https ://scikit-learn.org/stable/index.html
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Figure 12.2: Overview of the Approach

where multiple domains are available per test case, the results can be analyzed
on the level of each domain separately or in an aggregated manner on the level
of the test case.

12.5 Benchmarks

We currently provide two benchmarks, while the framework described above
allows for generating customized benchmarks.

12.5.1 DBpedia Benchmark

We use the DBpedia knowledge graph to create test cases.'’ We created SPARQL
queries for each test case (see Table 12.1) to generate positives, negatives, and
hard negatives. The latter are created by variations such as softening the con-
