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1. OCR and work-specific training at UB Mannheim

• since 2022: work-specific training (for eScriptorium + Kraken) with theological prints, 1860-72 

(DigiTheo Ground Truth: https://github.com/UB-Mannheim/DTGT) 

• since 2021: module project „work-specific training“ (for Tesseract + Calamari) as part of the DFG-

funded initiative „OCR-D“

• 2013–2019: digitisation / OCR „Aktienführer-Datenarchiv“ (German stock exchange data 1979-99)

• 2019: work-specific training for „Weisthümer“ (Jacob Grimm, 1840)

https://github.com/UB-Mannheim/Weisthuemer 

• 2011–2018: digitisation / OCR „Desbillons“-collection (French clergyman and scholar)
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2. Introduction

Deutscher Reichsanzeiger und Preußischer 

Staatsanzeiger, 1878, Issue 248 
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OCR result

Tesseract (tesseract 5.1.0-20)

Model: frak2021 (UB Mannheim)

Jan Kamlah / Thomas Schmidt (Mannheim University Library): 

Finetune your OCR! Improving automated text recognition for early printed works by finetuning existing Tesseract models, June 9th, 2022

Deutscher Reichsanzeiger und Preußischer 

Staatsanzeiger, 1878, Issue 248 

2. Introduction



Deutscher Reichsanzeiger und Preußischer 

Staatsanzeiger, 1878, Issue 248 

OCR result

Tesseract (tesseract 5.1.0-20)

Model: frak2021 (UB Mannheim)

Jan Kamlah / Thomas Schmidt (Mannheim University Library): 

Finetune your OCR! Improving automated text recognition for early printed works by finetuning existing Tesseract models, June 9th, 2022

2. Introduction



Deutscher Reichsanzeiger und Preußischer 

Staatsanzeiger, 1878, Issue 248 

OCR result

Tesseract (tesseract 5.1.0-20)

Model: frak2021 (UB Mannheim) after work-specific 

training
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2. Introduction

Reasons for a work-specific training …

• improve text recognition quality

• expand the character set to be recognized → historical currency symbols, astronomical or 

mathematical signs, etc.

• specific mappings → for example: normalizations, resolution of abbreviations, dealing with white 

spaces (letterspaced text), etc.



Two tested approaches:

work-specific

training with

synthetic

ground truth

work-specific

training with

real-world

ground truth
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Artificially created GT 

by font rendering

GT based on a real 

digital copy (e.g. scan

of a book page)

2. Introduction
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• Text2Image (Tesseract tool) renders text lines from text source and font

3. Training with synthetic ground truth (Approach A)
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TXT

• Text2Image (Tesseract tool) renders text lines from text source and font

3. Training with synthetic ground truth (Approach A)
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TXT

Text2Image 

+ Font

• Text2Image (Tesseract tool) renders text lines from text source and font
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TXT
PNG

Text2Image 

+ Font

• Text2Image (Tesseract tool) renders text lines from text source and font

3. Training with synthetic ground truth (Approach A)
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3. Training with synthetic ground truth (Approach A)
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• 2 fonts used for rendering:

corresponds to the font used in the source 

material

resembles the font used in the source material

large character set: long ſ, round ꝛ, ℳ etc. large character set: long ſ, round ꝛ, ℳ etc.

Table 1: Fonts used for rendering



• Additional script to enrich 50 % of the image lines per data augmentation

3. Training with synthetic ground truth (Approach A)
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Input PNG

• Additional script to enrich 50 % of the image lines per data augmentation

3. Training with synthetic ground truth (Approach A)

Jan Kamlah / Thomas Schmidt (Mannheim University Library): 

Finetune your OCR! Improving automated text recognition for early printed works by finetuning existing Tesseract models, June 9th, 2022



Script (data

augmentation)

Input PNG

• Additional script to enrich 50 % of the image lines per data augmentation
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Input PNG

PNGOutput

• Additional script to enrich 50 % of the image lines per data augmentation

3. Training with synthetic ground truth (Approach A)
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3. Training with synthetic ground truth (Approach A)
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Work-specific training with synthetic ground truth (2 Fonts / 6 Datasets)

Base model: frak2021 (UB Mannheim)

GT source: „Charlottenburger Amtsschrifttum”, 1879–1919 (ZLB)

Fonts:

© 2021 Philipp Poll © Peter Wiegel

Synthetic GT: LARGE*
3.000 GT lines

MEDIUM†

1.000 GT lines

SMALL†

100 GT lines

PNG, grayscale, 50 % enriched by data augmentation

Target: Extension of the character set: ℳ

Runtime: 60 epochs with termination criterion → Actual runtime approx. 40–50 epochs

Table 2: Training sets with synthetic ground truth

* set contains lines with and without symbol ℳ; † set contains only lines with symbol ℳ



3. Training with synthetic ground truth (Approach A)

CER overall CER Mark symbol (ℳ)Fig. 1

Evaluation:



3. Training with synthetic ground truth (Approach A)

Fig. 2

Evaluation:

CER overall CER Mark symbol (ℳ)
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• like the synthetic training, the source material for our ground truth production was the 

"Charlottenburger Amtsschrifttum", 1879-1919 (Zentral- und Landesbibliothek Berlin)
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• like the synthetic training, the source material for our ground truth production was the 

"Charlottenburger Amtsschrifttum", 1879-1919 (Zentral- und Landesbibliothek Berlin)

• the transcription of the source material was done in Transkribus

• in contrast to the synthetic training, only a grayscale normalization for the image contents was 

performed as data augmentation

• both number of ground truth lines as well as training runtime (in epochs) were identical to synthetic 

training

4. Training with real-world ground truth (Approach B)
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4. Training with real-world ground truth (Approach B)

Work-specific training with real-world ground truth (3 Datasets)

Base model: frak2021 (UB Mannheim)

GT Source: „Charlottenburger Amtsschrifttum”, 1881–1906 (ZLB)

Ground Truth: LARGE*

3.000 GT lines

MEDIUM†

1.000 GT lines

SMALL†

100 GT lines

PNG, grayscale (+ grayscale normalization)

Target: Extension of the character set: ℳ

Runtime: 60 epochs with termination criterion → Actual runtime approx. 40–50 epochs

Table 4: Training sets with real-world ground truth
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* set contains lines with and without symbol ℳ; † set contains only lines with symbol ℳ



Fig. 3

Evaluation: real-world ground truth

4. Training with real-world ground truth (Approach B)

CER overall CER Mark symbol (ℳ)
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5. Conclusion

Fig. 4

CER overall (synthetic and real-world GT)

genuine GT

synthetic GT



genuine GT

synthetic GT

5. Conclusion

Fig. 5

CER Mark symbol ℳ (synthetic and real-world GT)



5. Conclusion
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Training with synthetic ground truth Training with real-world ground truth

Advantage Disadvantage Advantage Disadvantage

Low time required to 

generate extensive GT 

sets

Fonts corresponding to 

source material are rarely 

available

Very good improvement of 

the base model

Relatively high effort to 

create the GT (selection of 

corresponding text 

passages with eligible 

glyphs + transcription + 

quality assurance)

Very good results when 

used font matches source 

material

Character set of available 

fonts mostly insufficient 

(especially for rare glyphs)

Trained model is superior 

to trained models with 

synthetic ground truth

Rare glyphs inconsistently 

encoded in different fonts

In general, fonts do not 

include glyph variations



Berthold Mainzer Fraktur (synthetic ground truth):

Gründerkrach Fraktur (synthetic ground truth):

„Charlottenburger Amtsschrifttum“ (real-world ground truth):

5. Conclusion
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„Charlottenburger Amtsschrifttum“ (real-world ground truth): moreℳ variants

5. Conclusion
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• Finetuning is an iterative and adaptive modern approach 

• Besides pre- and post-processing, finetuning is an important tool to optimize OCR results

• Even a few hundred lines of ground truth can have a huge impact on training results

• Other projects following this approach:

• Transkribus

• eScriptorium

• OCR4All

• PERO-OCR

5. Conclusion
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Finetune Your OCR!



Ground truth data, further evaluations and additional information on GitHub:

https://github.com/UB-Mannheim/charlottenburger-amtsschrifttum

Thank you!

Jan Kamlah (Development): jan.kamlah@bib.uni-mannheim.de

Thomas Schmidt (Project management): thomas.schmidt@bib.uni-mannheim.de

Finetune your OCR! Improving automated text recognition for 

early printed works by finetuning existing Tesseract models

https://github.com/UB-Mannheim/charlottenburger-amtsschrifttum
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