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Validating daily social media 
macroscopes of emotions
Max Pellert1,2,3,4*, Hannah Metzler1,2,3,5, Michael Matzenberger6 & David Garcia1,2,3

Measuring sentiment in social media text has become an important practice in studying emotions at 
the macroscopic level. However, this approach can suffer from methodological issues like sampling 
biases and measurement errors. To date, it has not been validated if social media sentiment 
can actually measure the temporal dynamics of mood and emotions aggregated at the level of 
communities. We ran a large-scale survey at an online newspaper to gather daily mood self-reports 
from its users, and compare these with aggregated results of sentiment analysis of user discussions. 
We find strong correlations between text analysis results and levels of self-reported mood, as well as 
between inter-day changes of both measurements. We replicate these results using sentiment data 
from Twitter. We show that a combination of supervised text analysis methods based on novel deep 
learning architectures and unsupervised dictionary-based methods have high agreement with the 
time series of aggregated mood measured with self-reports. Our findings indicate that macro level 
dynamics of mood expressed on an online platform can be tracked with social media text, especially 
in situations of high mood variability.

User generated text from social media has become an important data source to analyze expressed mood and emo-
tions at large scales and high temporal resolutions, for example to study seasonal mood oscillations1, emotional 
responses to traumatic events2, the effect of pollution on happiness3, and the role of climate change in suicide and 
depression4. Despite these promising applications, using social media text to measure emotion aggregates can 
suffer a series of methodological issues typical of studies of this kind of found data5–7. Common validity threats 
are measurement error in sentiment analysis tools and the performative behavior of social media users due to 
platform effects or community norms. Sampling biases can generate a mismatch between users that produce text 
and a target group that might include silent individuals.

The validation of sentiment analysis methods has focused on micro level measurement accuracy at the indi-
vidual post level8. Recent work has assessed the measurement validity also at the individual person level, using 
historical records of text from a user. This has revealed low to moderate correlations between aggregates of 
sentiment produced by an individual over a period of time and emotion questionnaires9,10. At the group level, 
static measurements of social media sentiment are only moderately correlated with affective well-being and 
life-satisfaction across regions11. These earlier findings highlight the limits of static aggregations of sentiment to 
measure concepts like life satisfaction that are only slowly changing over time. However, it is still an open ques-
tion if analyses of social media text can shed light on faster phenomena, for example core emotional experiences, 
when we stick to aggregating individual signals to a community of interest and observe variation over time.

Here, we address this research gap by testing whether social media text sentiment tracks the macro level 
dynamics of emotions with daily resolution in an online community. We study the convergence validity of two 
approaches to study emotions at scale: sentiment aggregates from social media text and mood self-report frequen-
cies in a survey. For 20 days, we collected 268,128 emotion self-reports through a survey in an Austrian online 
newspaper. During the same period, we retrieved text data from user discussions on the same platform, including 
452,013 posts in our analysis using our pre-existing Austrian social media monitor12. To replicate our results with 
a second dataset, we conducted a pre-registered analysis of 635,185 tweets by Austrian Twitter users. We applied 
two off-the-shelf German sentiment analysis tools on the text data: a state-of-the-art supervised tool based on 
deep learning (German Sentiment, GS13) and a popular dictionary method based on expert word lists (Linguistic 
Inquiry and Word Count, LIWC14). Our results strongly support the assumption that social media sentiment can 
reflect both mean levels and changes of self-reported emotions in explicit daily surveys. We additionally analyze 
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positive and negative components of the sentiment analysis methods to provide further methodological insight 
on how to measure time series of experienced mood in online communities.

Results
We measured the time series of experienced mood as the fraction of self-reported positive mood over the total 
of self-reports in a day. We coupled this with a daily sentiment aggregate based on text in the platform’s forum 
(derstandard.at), namely the average of the GS and LIWC scores (see “Sentiment analysis” and “Text data” in 
“Methods” for more details).

Figure 1 shows the time series of the fraction of responses that report a positive mood and the text senti-
ment aggregate from the Der Standard forum. The Pearson correlation coefficient between both measurements 
is 0.93 ( [0.82, 0.97], p < 10−8 ), indicating a very strong positive correlation with daily resolution over a period 
of almost three weeks. The regression line in the scatter plot on Panel B in Fig. 1 confirms the relationship. A 
linear model with Heteroskedasticity and Autocorrelation Consistent (HAC) estimates shows the same robust 
effect. The model has an adjusted R-squared of 0.852, with a coefficient β̂ = 0.597 ( [0.465, 0.728], p < 10−7 ) for 
the unscaled average of sentiment aggregates. The text sentiment aggregate can explain 85% of the variance in 
the daily proportion of positive mood.

We additionally tested if changes in the text sentiment aggregate can approximate daily changes in the 
proportion of positive mood in the survey compared to the previous day. A similar regression model as 
before yields a coefficient of β̂ = 0.533 ( [0.390, 0.675], p < 10−16 ) for changes in the text sentiment aggregate 
and an adjusted R-squared of 0.704 (Panel C of Fig. 1). This model has a non-significant intercept of 0.002 
( [−0.002, 0.005], p = 0.29 ) showing that, in addition to explaining 70% of the variance in emotion changes at 
the macro level, the model’s prediction of trend in mood changes is not significantly biased.

To test the robustness of our results as well as their generalizability to a different platform, we pre-registered 
a replication of our analysis using 515,187 tweets by Austrian Twitter users in the survey period instead of Der 
Standard forum posts (https://​aspre​dicted.​org/​blind.​php?x=​vb3gp2) (see “Methods” for more details on sample 
size and selection criteria). The correlation coefficient between the survey and sentiment on Twitter is positive 
and significant (0.63 [0.26, 0.84], p < 0.003 ), confirming our pre-registered hypothesis and the robustness and 
generalizability of the results. Although it is somewhat lower than the correlation of the survey with text senti-
ment from the Der Standard forum, a coefficient above 0.6 is still sizeable, especially given that the survey and 
the postings now come from different platforms. Following our pre-registration, we filtered out accounts tagged 
as “organisational” by the aggregation service Brandwatch (formerly known as Crimson Hexagon) and accounts 
with less than 100 followers or more than 5000 followers. If we relax this criterion to include accounts with up 
to 100,000 followers as in our previous study15, the correlation increases to 0.71 ( [0.39, 0.88], p < 0.0005 ). This 
suggests that influential accounts are also relevant to calculate sentiment aggregates, as central individuals in the 
Twitter social network might be serving as early sensors of sentiment shifts16–18.

Beyond our pre-registered hypothesis, we found that the Twitter sentiment signal is lagged by a day compared 
to the mood survey. Figure  S2 shows the data with a shift of one day in comparison to no shift. Correcting this 
by shifting by one day yields a correlation coefficient of 0.90([0.75, 0.96], p < 10−6) . We see one explanation 

D
er S

tandard
TeTTxt S

entim
ent

−5.0

−2.5

0.0

2.5

−0.04 0.00 0.04 0.08
TeTT xt Sentiment Change

C
ha

ng
e 

of
 %

 P
os

iti
ve CCC

60

64

68

72

0.10 0.15 0.20 0.25
TeTT xt Sentiment

%
 P

os
iti

ve
 in

 S
ur

ve
y BBB

60.0

62.5

65.0

67.5

70.0

72.5

0.05

0.10

0.15

0.20

0.25

Nov 16 Nov 23 Nov 30
Date

%
 P

os
iti

ve
 E

m
ot

io
ns

 in
 S

ur
ve

y

AA
DDer Standard d TeTT xt
SuS rvey

Figure 1.   (A) Time series of the daily percentage of positive mood reported in the survey and the aggregated 
sentiment of user-generated text on derstandard.at. The shaded blue area corresponds to 95% bootstrapped 
confidence intervals. (B) Scatterplot of text sentiment and survey responses with regression line. (C) Scatterplot 
of the daily changes in both text sentiment and survey responses compared to the previous day, with regression 
line.
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for this: The newspaper articles and discussions of their contents likely capture immediate reactions to events, 
while reaching the wider audience of Twitter takes longer. Panel A of Fig. 2 shows that the survey and Twit-
ter time series closely track each other, and the regression line in Panel B confirms this (coefficient β̂ = 0.516 
( [0.379, 0.654], p < 10−16 with an adjusted R-squared of 0.791). Again, changes of both variables (Panel C) 
also have a strong relationship, indicated by a regression coefficient of β̂ = 0.557 ( [0.296, 0.819], p < 10−16 ), 
an adjusted R-squared of 0.501 and a non-significant intercept of −0.00051 ( [−0.009, 0.008], p = 0.90 ). For the 
remaining analysis, we build on this model with a lag of one day to understand the best case of how Twitter 
sentiment can explain the survey.

We further explored which components of sentiment analysis are the most informative when estimating 
the daily proportion of self-reported positive mood. Table 1 shows the correlation of positive mood with the 
aggregated values (positive minus negative emotions, averaged across the LIWC and GS measure) as well as the 
positive and negative components of both sentiment analysis methods separately. All variables were rescaled 
through a Z-transformation for both Der Standard and Twitter postings. The positive component of GS has a 
high correlation with the proportion of self-reported positive mood. The positive component of LIWC also has 
a positive, but somewhat lower coefficient for both Der Standard and Twitter. Additionally, the LIWC and the 
GS positive components are strongly correlated with each other on both platforms (Der Standard: ρ = 0.94 
[0.85, 0.98], p < 10−8 , Twitter: ρ = 0.90 [0.75, 0.96], p < 10−6 ), indicating convergent validity of the two meth-
odologically distinct measures of positive emotions from text when aggregating to daily emotional expression. 
The analysis of LIWC scores shows inconsistencies: The negative component of LIWC does not correlate with 
the proportion of positive mood in the survey for Der Standard. Yet, LIWC negative is informative for Twitter, 

Table 1.   Correlation of positive mood in the survey with text sentiment measures on both platforms (Der 
Standard and Twitter). The table presents sentiment aggregates (positive minus negative emotions), as well as 
positive and negative components separately. LIWC+GS indicates the average across both sentiment analysis 
methods, all other lines present aggregates or components separately for each method. Shift 1 denotes a shift of 
one day, where survey values precede Twitter values.

Der Standard (no shift) Twitter (Shift 1) Twitter (No shift)

LIWC+GS 0.93 [0.82,0.97] 0.90 [0.75,0.96] 0.71 [0.39,0.88]

LIWC 0.74 [0.44,0.89] 0.85 [0.65,0.94] 0.66 [0.31,0.85]

LIWC pos 0.81 [0.56,0.92] 0.80 [0.56,0.92] 0.60 [0.22,0.83]

LIWC neg 0.03 [−  0.42,0.46] −  0.74 [−  0.89, −  0.43] −  0.63 [−  0.84,−  0.26]

GS 0.91 [0.78,0.96] 0.91 [0.79,0.96] 0.73 [0.43,0.89]

GS pos 0.89 [0.75,0.96] 0.91 [0.79,0.97] 0.80 [0.54,0.92]

GS neg −  0.57 [−  0.81,−  0.18] −  0.39 [−  0.71,0.06] −  0.17 [−  0.57,0.3]
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Figure 2.   (A) Time series of the daily percentage of positive mood reported in the survey and the aggregated 
sentiment of user-generated text on Twitter in Austria. The shaded blue area corresponds to 95% bootstrapped 
confidence intervals. (B) Scatterplot of text sentiment and survey responses with regression line. (C) Scatterplot 
of the daily changes in both text sentiment and survey responses compared to the previous day, with regression 
line.
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with a significant negative correlation coefficient. Overall, comparing machine-learning and dictionary-based 
methods shows that the supervised classifier shows more consistent performance and generally higher point 
estimates. Yet, confidence intervals overlap, and negative LIWC beats GS on Twitter data. Combining both meth-
ods for Der Standard adds a small increase to the already strong correlations of the supervised classifier alone. 
Taken together, it thus seems that both methods contribute unique variation for explaining self-reported mood.

The strong relationship that we found between the signals of the survey, Der Standard postings and tweets 
opens up the possibility to measure emotion aggregates through social media text when survey data is not 
available. This raises the question how these three different affective measures correlate with external events 
that drive the emotions of a community. In the following, we test if our social media text measures provide 
comparable correlations with the number of new COVID-19 cases to self-reports in surveys. The survey period 
in November 2020 falls within the build-up of the plateau of COVID-19 cases in the second wave of the pan-
demic in autumn 2020 in Austria, providing an ideal time frame to test this hypothesis. The importance of the 
topic in public discussion makes new COVID-19 cases a relevant external variable that previous research has 
linked to emotional experiences in the population as a whole15. We retrieved COVID-19 case data from Our 
World in Data19 for the period that overlaps with the survey. The survey and both aggregate Twitter sentiment 
measures (with and without shift) correlate significantly with the number of new cases for the corresponding 
day (Table 2). Der Standard sentiment shows a weaker correlation and is not significant. Figure  S3 confirms the 
relationships with scatter plots. Furthermore, we tested if this relationship with new COVID cases significantly 
differs when correlating survey results compared to text sentiment measures (Table  S1; Figure  S4 in SI): the 
correlation obtained with both sentiment analysis methods for Twitter data does not significantly differ from 
the correlation with survey data.

We built on the strong correlation of sentiment of both platforms with the survey to study their relationship 
also outside of the survey time frame: Fig. 3 shows the time series of the two platform’s sentiment signal before, 
during and after the survey. For the period between 2020-09-15 until 2021-12-30, we find a significant positive 
correlation of ρ = 0.53 [0.38, 0.65], p < 10−16 . This additional analysis shows that the relationship of expressed 
emotions on the two platforms is stable also over longer time periods.

Table 2.   Correlation of survey, aggregate Twitter sentiment and aggregate Der Standard sentiment with the 
number of new COVID-19 cases. Figure  S3 shows scatter plots for each of the variables and new COVID-19 
cases.

New cases

Twitter (aggregate shift 1) − 0.60 [−  0.82,−  0.21]

Twitter (aggregate no shift) −  0.57 [−  0.81,−  0.17]

Survey −  0.53 [−  0.79,−  0.12]

Der Standard (aggregate) −  0.33 [−  0.68,0.13]
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Figure 3.   Time series of the aggregate (LIWC + GS) sentiment measure for Twitter (blue) and Der Standard 
(red) covering the time period between 2020-09-15 and 2021-12-30.
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Discussion
This study compared online newspaper readers’ self-reported mood with sentiment analysed in postings on two 
social media platforms. The results show that the sentiment contained in text of postings in the online discussion 
forum on the newspaper’s website tracks daily  self-reported mood in the survey. These results generalize across 
social media platforms, as a pre-registered replication shows similar correlations when using Twitter text instead 
of postings in the newspaper forum. Despite the methodological challenges in studying affective states with social 
media text, this provides evidence that the aggregate of sentiment analysis of social media text can be used to 
measure macro level mood. We find strong relationships with both levels of emotions and inter-day changes, 
showing that social media sentiment indeed tracks macro-level mood dynamics with daily resolution. This differs 
from previous studies reporting only low positive (or even negative) correlations between self-reported well-being 
indicators and long-term dictionary-based positive sentiment aggregates across US regions11. In contrast, we find 
that dictionary as well as machine-learning based methods track short-term affective states, as opposed to more 
long-term concepts such as life satisfaction. Additionally, we find that adding indicators based on unsupervised 
dictionary methods increases the already high agreement of supervised machine-learning methods with the 
survey measurement of macro level emotions. This suggests that dictionaries generated by experts, while being 
less exhaustive than the large models of supervised methods, may include terms that are not discovered or not 
attributed adequate importance in the training phase of supervised models.

Other methodological issues of social media research remain unsolved, for example if social media sentiment 
measures the emotions of the wider population beyond an online community. However, all readers of the online 
newspaper Der Standard were prompted to anonymously fill in the survey. To not only consider active users of 
the forum with a registered account lowers the barrier for participation substantially. Our results provide first 
evidence that postings by active users can also reflect emotions of silent individuals in an online community to a 
very high degree. A potential influence on this relationship could be emotional contagion20. Emotions can spread 
between registered forum user through their postings to unregistered users. Digital emotional contagion was 
indeed observed on social media both in studies of randoms sample of users21 as well as of users that displayed 
synchronized emotional sharing in the aftermath of a terrorist attack2.

Beyond this, we show that our findings generalise to the online ecosystem of Twitter users, who most likely did 
not participate in the survey on Der Standard. With Der Standard as well as Twitter, we study two different online 
ecosystems whose users are based in the same geographical area and have similar demographic characteristics. 
There could potentially be a certain overlap in their user bases, but precise estimates are currently not possible 
(for privacy reasons, Der Standard users and survey respondents cannot be individually identified). Another 
limitation concerns the relatively short time period during which the survey was online, which was determined 
by administrative decisions at Der Standard. Future research should look for opportunities to distribute or access 
more long-term surveys, to test if these results extend to longer time periods. To address the question of longer 
term stability with the data that we have available, we compared the two text sentiment signals over an extended 
time period. We showed that their strong relationship is also present for several months before, during and after 
the survey period (Fig. 3).

When comparing the components of sentiment analysis methods, we find that positive sentiment is generally 
more informative than negative sentiment when analysing daily data from these German-speaking social media 
platforms. The negative affect dictionary measure does not significantly correlate in the Der Standard dataset 
while performing better, but still worse than positive affect, on Twitter. In contrast, in previous Twitter studies in 
English, LIWC negative affect signals were more informative than positive affect signals when studying well-being 
across regions11. A concurrent study tracks weekly emotions in the UK and also finds stronger correlations with 
negative emotions measured with English LIWC18. Our case of the German language analysis on Der Standard 
differs from those results, indicating a gap in our methodological understanding regarding which sentiment 
measure captures which kind of emotion or sentiment in social media text. A word shift graph22 (Figure  S14) 
shows the higher prevalence of Austrian German dialect words on Der Standard as the biggest difference between 
the two platforms’ text corpora during the survey period. We could assume that users use dialect words more 
often to express negative than positive affect (to swear or to express general discontent for example). This may 
explain the worse performance for dictionary methods such as German negative LIWC, and suggests explicitly 
including such dialect expressions (with no standard spelling) in the dictionary is warranted. GS, on the other 
hand, is trained on large amounts of “in-the-wild” texts from the internet and may already have encountered 
such non-standard expressions, or be able to infer their meaning from the context. Still, we also noticed generally 
weaker correlations for negative than positive sentiment with the GS method both on Der Standard and Twitter. 
A possible explanation for this discrepancy is an asymmetry in measurement error when detecting positive versus 
negative sentiment, which has been shown for English to be potentially different across various social media8 and 
especially challenging in political discussions23. As emotional expression has a tendency to be positive24,25, the 
large-scale training corpora in German26 for supervised methods like GS might have substantially more positive 
than negative text to learn from. In line with the current view in NLP research of “more is better”27, a possible 
avenue to improve supervised sentiment analysis methods is to include additional negative texts or to generate 
balanced samples with respect to sentiment to improve negative sentiment detection.

Our results do not imply that all sentiment analyses on any social media platform will reflect macro level emo-
tions. However, we show that social media data can reflect macro emotions, in particular for short-term (daily) 
emotional states, and that this can be validated against survey data. Such approaches have been used in empirical 
research, for example to show the public’s reaction to a terrorist attack2 and to study the early onset of COVID-
19 in multiple countries worldwide15. In the “World Happiness Report 2022” published by the United Nations 
Sustainable Development Solutions Network, editors decided to include one chapter presenting three case studies 
using those methodologies28 to highlight the strengths of such research programs. Aggregates of social media text 
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analysis can serve as macroscopes which combine measurements that may be noisy at the level of individuals or 
posts, but, when aggregated across thousands of posts per day, can provide a valid signal that strongly correlates 
with the results of standard social scientific methods like surveys.

Methods
Part of this analysis was pre-registered at https://​aspre​dicted.​org/​blind.​php?x=​vb3gp2. Specifically, we pre-
registered the methodology we previously developed for analysing sentiment in text from Der Standard, and 
then tested the robustness of the results by repeating the same analysis with text from Twitter. Figures  S2– S6 
provide information on demographics of users on Der Standard and Austrian Twitter. Users of the two platforms 
tend to be more often male, younger, more highly educated and more often from Vienna or Upper Austria than 
respondents of a representative survey in Austria29. We average over waves 4–6 of that survey, the waves in which 
questions about Der Standard and Twitter were included. Of a total of 3002 respondents, 533 ( ∼ 18% ) report 
having a Twitter account and 200 ( ∼ 7% ) report having an account on Der Standard.

Survey data.  The survey was displayed after the text of all articles in the Austrian online newspaper der-
standard.at between November 11th and 30th, 2020 (for an example see Figure  S1). Der Standard is one of 
the major newspapers in Austria and its online community is highly active, with almost 57 million visits in 
November 2020. The headline of the survey was “How was your last day” (“Wie war der letzte Tag?”) and the 
question displayed to respondents was “When you think back to the previous day, did you experience positive 
or negative mood?” (“Wenn Sie an den gestrigen Tag denken, haben Sie ein positives oder negatives Gefühl?”). 
Respondents had the following choices: “good” (“Gut”), “somewhat good” (“Eher gut”), somewhat bad” (“Eher 
schlecht”) and “bad” (“Schlecht”). This retrospective assessment is known as the day reconstruction method 
that was shown to reduce errors and biases of recall30. In comparison to experience sampling methods that 
rely on repeatedly probing in real-time, the day reconstruction method is non-disruptive, places less burden 
on respondents, and provides an assessment of the experience of whole days instead of momentary snapshots. 
It has been used in research to study for example the experience of pain31, the relationship of socio-economic 
status to the prevalence of a number of common illnesses32, the influence of age on psychological well-being33 
and weekly affect patterns34. We used the proportion of “good” or “somewhat good” responses from among all 
responses in a day as our independent variable, measuring an aggregate of mood per day. In total, we collected 
268, 128 survey responses.

Sentiment analysis.  We applied the supervised GS classifier through the pytorch implementation dis-
tributed in the Hugging Face Hub (https://​huggi​ngface.​co/​olive​rguhr/​german-​senti​ment-​bert). The underlying 
BERT model was trained on a diverse corpus to capture different types of expressions including social media 
text, reviews, Wikipedia, and newspaper articles in German. GS adds a sequence classifier head on top of the lan-
guage model that is pretrained in a supervised fashion using three classes (“positive”, “neutral”, and “negative”).

For the unsupervised approach, we use the German adaptation of the LIWC dictionaries14,35, in particular 
the word lists for positive emotions and for negative emotions. For efficiency reasons, we ran our own analyses12 
based on a version of the LIWC emotion dictionaries with small modifications to avoid systematic error on 
Twitter as in11,15. Specifically, we excluded COVID-19 related words (e.g. “treatment”, “heal”), and words that 
negatively correlate with happiness and well-being (love”, “good”, “LOL”, “better”, “well” and “like”) from the posi-
tive emotions dictionary. We tokenize the raw text of each post and compare the tokens to the LIWC dictionary 
categories, calculating a proportion of matching terms over all tokens in each post.

To be able to combine different sentiment analysis methods, we rescaled measurements against baseline 
means calculated over a period preceding our analysis. We used the data corresponding to the first Austrian 
COVID-19 lockdown as a baseline (March 16th to April 20th 2020), since the period covered by the survey also 
corresponds to a lockdown in Austria. We rescaled daily sentiment aggregates by subtracting the baseline mean 
and dividing by it12. To construct an aggregate of emotions comparable to the survey, we calculated the aggregate 
as the rescaled measure of positive emotions minus the rescaled measure of negative emotions. Our aggregate 
sentiment measure is the arithmetic mean of both methods GS and LIWC. As the survey question is targeted at 
mood experienced on the previous day, responses can be influenced by the mood experienced on the day of the 
question should a user answer in late evening and also 2 days before when a user responds just after midnight. 
To take this into account, we calculated all our sentiment aggregates on social media text over rolling windows 
of 3 days. We chose on purpose only one well-established dictionary-based method (LIWC) and one innovative, 
out-of-the-box method based on deep learning (GS). The pre-registered part of our analysis (https://​aspre​dicted.​
org/​blind.​php?x=​vb3gp2) demonstrates rigidly that we did not employ post-hoc additional methods out of the 
large pool available to influence our results36.

Statistical analysis.  We use the cocor R package37,38 to statistically assess if two correlations (between senti-
ment aggregates or components and the survey) are statistically significantly different. Additionally, we perform 
bootstrap sampling of the differences between correlation coefficients and report the results in Figure  S4. We fit 
models of our sentiment measures and the survey for both platforms as well as models of the changes of both sets 
of variables with “lm” in R39. We use HAC correction in the R package “sandwich”40,41 to provide a robust assess-
ment of the informativeness of Twitter and Der Standard signals when autocorrelation and heteroscedasticity 
might be present. β coefficients that we report of our models and their confidence intervals are HAC corrected.

Text data.  Between March 6th and December 30th, 2020, our Austrian social media emotions monitor 
retrieved 4, 161, 820 posts in German from the forum on derstandard.at12. All retrieved posts and all survey 

https://aspredicted.org/blind.php?x=vb3gp2
https://huggingface.co/oliverguhr/german-sentiment-bert
https://aspredicted.org/blind.php?x=vb3gp2
https://aspredicted.org/blind.php?x=vb3gp2


7

Vol.:(0123456789)

Scientific Reports |        (2022) 12:11236  | https://doi.org/10.1038/s41598-022-14579-y

www.nature.com/scientificreports/

responses were considered in our analysis, i.e. there was no exclusion criterion. Our dataset includes 11, 237 
unique users that published 635,185 posts on derstandard in the subperiod that overlaps with the survey. For 
calculating baseline values, we used 1,021,978 posts by 15,871 users in the period between March 16th and 
April 20th, 2020. In the same period of March 6th and December 31st, 2020 we collected 5,886,805 tweets from 
Twitter. We used information available about the number of followers to exclude users with more than 100,000 
followers. This criterion and the shift of one day for the Twitter data are the only additional analyses with changes 
not included in the pre-registration https://​aspre​dicted.​org/​blind.​php?x=​vb3gp2 that follows the same meth-
odology as for text data from derstandard.at. We used the archive of a data aggregation service (Brandwatch, 
formerly known as Crimson Hexagon) to retrieve all tweet IDs that were posted in Austria during the full period. 
The rehydration procedure that retrieves the full tweet object from the IDs makes sure that user’s decision to 
remove their tweets from public display are respected. For the subperiod of the survey, our Twitter data set 
includes 11,237 unique users with 635,185 tweets on Twitter (same baseline period as for Der Standard using 
743,003 tweets by 11,082 users). To investigate possible differences between user postings on the two platforms, 
we compared them using word clouds on the days of two important events in Figs.  S12 and  S13. We find the 
focus of topics of discussions to be comparable. Similarly, comparing the two full text corpora for the entire 
survey period reveals no surprising differences in word frequencies (Fig.  S14).

Data availability
All data used in this research was either publicly available archival data (Twitter and Der Standard postings) 
or available to us as anonymized aggregated counts (survey data). The survey did not collect any individual or 
personally identifiable data. All data retrieval and analysis protocols comply with the regulations for ethical 
scientific practice at Graz University of Technology. We publish R scripts in a GitHub repository at https://​
github.​com/​maxpel/​Socia​lMedi​aMacr​oscop​es to replicate all figures and tables from this manuscript. We include 
daily aggregates of our measures for both platforms but do not redistribute text, as it could include personally 
identifying information and could be de-anonymized through search methods. For Der Standard forums, posts 
are publicly accessible on the newspaper site and can be retrieved respecting the rules of the platform. All posts 
that remain publicly available on Twitter can be retrieved for academic research by their IDs which are available 
in the repository.
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