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Datum der mündlichen Prüfung: 18.10.2022
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Chapter 1

Introduction

Traditionally, research in labor economics concerned itself with the study of workers or, less

frequently, firms, but not both at the same time. While this research produced many classic

results, it was necessarily silent on a host of important questions. Is there associative match-

ing between high-wage workers and high-paying firms? To what extent are changes in worker

outcomes attributable to sorting into different types of firms by unobservable characteristics?

Conversely, to what extent are differences between firms, such as inter-industry wage gaps, at-

tributable to sorting of different types of workers? How much, and through which channels, does

the selection into high- or low-wage jobs contribute to wage growth? Do men obtain a higher

share of firm-specific rents than women? These and many other important issues remained

underexplored.

It was the advent of large administrative datasets containing matched employer-employee

data that opened a new segment within labor economics to tackle these issues. The seminal

paper of Abowd, Kramarz, and Margolis (1999) set out a statistical framework for the anal-

ysis of matched employer-employee data and, perhaps even more importantly, staked out the

substantive economic questions on which the analysis of employer-employee data would prove

fruitful. More than twenty years later, countless contributions from across labor economics

have harnessed matched employer-employee data to progress important economic issues. This
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dissertation situates itself in this tradition, and while it contains three quite distinct chapters,

each with a different focus, the common thread is asking what we can learn by exploiting the

observed mobility of workers across workplaces.

Chapter 2 uses Austrian administrative matched employer-employee data to study the evolu-

tion of wage growth for young workers. Specifically, how much of wage growth is due to mobility

towards higher-paying firms, and how much is due to improving idiosyncratic matches between

worker and firm? The answer to this question has important implications, for example, for

thinking about failing firms: if low-wage firms are not capable of contributing to wage growth,

we should arguably care less when a low-wage firm fails than if all firms could contribute to wage

growth by way of idiosyncratic matches with workers. I use fixed- and random-effects estimation

to tackle this question, but the main results are the same regardless of the chosen method. First,

mobility contributes to wage growth during the first few years on the labor market and fades

out thereafter. Second, job moblity’s contribution comes entirely in the form of improved firm

effects, not improved idiosyncratic matches.

Chapter 3, written jointly with Anna Raute, turns to a different data source: administrative

data from the human resource systems of the Evangelical Church in the Rhineland, Germany.

Over a 26-year period, this unique dataset allows us to track the mobility of pastors across

parishes, which we can link to a rich set of outcomes at the parish level, including church mem-

bership, service attendance, confirmations, and donations. In a contribution to the literature

on the effect of increased female representation in firm management, we test for differences in

outcomes across pastor gender during a period when the proportion of female pastors more than

doubled. While we find no gender differences for most outcomes, there is one stark finding:

female pastors attract significantly fewer donations than their male counterparts. This finding

is echoed in some contributions from the literature of the sociology of religion.

Chapter 4, written jointly with Andrea Weber, returns to Austrian administrative matched

employer-employee data and studies an important pathway into the labor market: firm-based

apprenticeships. While there is a rich economic literature on apprenticeships, this literature
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generally treats all firms as homogeneous. This is a potentially serious omission in light of the

now large body of literature that documents significant firm heterogeneity by productivity. We

construct a stylized theoretical model to derive predictions about the effect of firm heterogeneity

on the decision to offer training: more productive firms offer fewer apprenticeships but provide

higher-quality training. We test some of our predictions empirically using various proxies for

firm productivity, and consistently find support for our predictions.

This document has my name on it, but it has many more contributors. I would like to thank

Andrea Weber for invaluable guidance; Markus Frölich for kindly agreeing to review this piece of

work; Anna Raute, who served not just as a co-author but as a mentor and friend; and my friends

and colleagues at the University of Mannheim, particularly Albrecht Bohne, Andreas Dzemski,

Anna Hammerschmid, Florian Exler, Jan Nimczik, Johannes Dittrich, Johannes Schneider, Julia

Schmieder, Katharina Momsen, Linh Nguyen and Maria Isabel Santana, for their advice and

support. Most importantly, my wife Friederike provided the most tremendous support during

the countless hours that I invested into this project, while my wonderful children Nathan, Tobias

and Letizia never failed to remind me what matters most in life. It has been a very long road,

and I could not have walked it without you.
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Chapter 2

Firm Heterogeneity, Job Changes,

and Wage Growth of Young Workers

2.1 Introduction

Two classic findings in labor economics characterize the careers of young workers as periods of

rapid wage growth (Mincer, 1974) and high job mobility (Topel and Ward, 1992). More recently,

labor economists have begun to look for a causal relationship between these two phenomena:

does job mobility result in higher wages? The answer appears to be yes. For example, estimates

by Altonji, A. Smith, and Vidangos (2013) attribute a fifth of all wage growth to moving across

firms into higher-paying jobs.

While wage growth due to job mobility is now a well-documented phenomenon, its causes

are not yet fully understood. One prominent possibility is that persistent differences between

firms along dimensions such as productivity, bargaining power with workers, or product market

competition lead some firms to pay higher wages than others to all of their workers. Indeed,

Burdett and Mortensen (1998) show that in a wage-posting model with search frictions, even

ex ante identical firms will pay different wages in equilibrium. In this case, the average worker

experiences wage gains over time because he sorts himself into ever higher-paying firms. A second
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possibility, frequently considered in the matching literature (e.g., Mortensen and Pissarides,

1994), is idiosyncratic matches between worker and firm: some worker-firm pairings are just more

productive than others. These productivity differences then translate into wage differences if

workers capture a share of the generated surplus. As a result, wage growth occurs when workers

move towards firms where matches are better, but these may be different firms for different

workers.

This paper sets out to distinguish between these two rivaling explanations. To this end, I will

use matched employer-employee data from Austrian social security records to estimate several

extended versions of the models by Abowd, Kramarz, and Margolis (1999, hereafter AKM) and

Woodcock (2008; 2015). I ask the following three questions: First, how important is job mobility

for wage growth overall? Second, does wage growth happen because workers move towards firms

which pay high wages generally, or does it arise because workers improve the idiosyncratic match

between them and their employer? Third, does the answer to the previous question differ for

workers at different stages of their career?

Distinguishing the different channels of wage differences between firms is important for at

least two reasons. One, it may guide economic theory as to which assumptions about the wage

process are attractive. Two, it can help us think about the value of holding a job and the costs

of job displacement, due to, e.g., firm closures. If between-firm differences in pay arise mostly

because of persistent differences between firms, then we should worry greatly about the costs

of a firm closure by a “high-wage” firm, but less so if it is a “low-wage” firm. By contrast,

if differences arise mostly because of match effects, then all firm closures should be similarly

worrisome, because they all destroy worker-firm matches that may be hard to replace.

I find that job mobility accounts for 5 to 10 percent of total wage growth during the first

5 years on the labor market, and the effects fade out thereafter. Crucially, mobility-induced

wage growth is almost entirely due to an improvement of firm effects, rather than match effects.

Therefore, my findings strongly support the hypothesis that wage growth is driven by persistent

differences across firms, rather than improvements in worker-firm matches.
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Table 2.1: Creation of Baseline Sample

Sample Creation Step Sample Size % Lost

All employment records, split up into annual spells 52,664,572
Restricted to 1 spell per year and firm-employee pair 46,659,104 11.40%
Restricted to spells that last at least 30 days in a year 45,276,104 2.96%
Restricted to spells with valid information on age and birthyear 45,275,916 0.00%
Restricted to spells between age 14 and 65 45,151,616 0.27%
Restricted to spells with valid wage information 38,062,728 15.70%
Restricted to spells after the beginning of a stable labor market career 36,074,232 5.22%
Restricted to one job per person and year 32,051,000 11.15%
Restricted to firms whose industry classification is known 32,047,163 0.01%

The last column shows the percentage by which the sample size was reduced during the respective step.

2.2 Data

The analysis uses data from the Austrian Social Security Database (ASSD), which includes

detailed information on the universe of Austrian private-sector employment relationships derived

from social security records. For every employment spell since 1972, the dataset contains the

precise start and end date of the spell, an identifier for each employer1 and employee, some

characteristics of the worker, the firm, and the job spell, and the wages paid from the employer

to the employee for each calendar year. Since social security contributions in Austria are only

paid up to an annual earnings limit, annual earnings are recorded only up to that limit. I

therefore merge the ASSD with the Austrian labor tax register to obtain uncensored earnings.

As an extra benefit, the labor tax register contains an indicator for whether the job is part-time,

which is not available in the ASSD.

I have constructed the baseline sample constructed as follows. Since the tax database only

has had a valid part-time indicator since 2002, I have restricted the sample to the years from 2002

to 2012. For these years, I have merged the ASSD with the tax database to obtain uncensored

1From the data description, it is not entirely clear whether an employer identifier refers to a firm or a single
establishment, of which a large firm might have several. Fink et al. (2010) study this issue in more detail by
comparing the number of employer identifiers in the ASSD to the number of firms in other sources, and conclude
that the vast majority of ASSD employer identifiers seem to refer to firms, not establishments. Therefore, I will
use the terms employer and firm interchangeably.
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earnings. There are a few workers with censored earnings for whom no corresponding uncensored

record could be located in the tax data, as well as missing values for the part-time dummy in

about 8 per cent of observations. In these cases, I have resorted to imputing the missing values,

where the imputation is based on the observed uncensored distribution of earnings for other

earners. I have also imputed missing information on the part-time dummy based upon the level

of earnings as well as gender, whether the worker is white- or blue-collar, and whether she is

observed working part-time in other years. All earnings have been adjusted for inflation using

the consumer price index. For the later analyses, it will be necessary to define a main job for

each person and year; for workers holding multiple jobs during a year, I have seclected the one

with the highest total earnings for the year. The outcome variable is daily earnings, which is

obtained by dividing annual earnings by the number of days worked. Finally, to limit the impact

of outliers and recording errors, I have censored all earnings from below at 0.1 times the median

wage for that year, and from above at 10 times the median wage. Table 2.2 contains some

descriptive statistics of this sample.

The advantage of using the ASSD is the precise information on employment histories and

earnings for an entire country over a long time frame. In particular, the dataset allows for

the construction of a variable for labor market experience, which counts the number of years

since 1972 during which a worker has held at least one job. There are a few drawbacks, however.

First, the dataset contains no information on occupations, job titles, and educational attainment.

I proxy educational attainment by using the age of first entry into the labor market. Second,

being derived from administrative sources, the dataset contains no information on why a job spell

ended. I therefore resort to a proxy for whether a transition is voluntary or not by considering

whether there is a gap of at least 28 days of non-employment between employment spells.
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Table 2.2: Descriptive Statistics, Baseline Sample

Number of Observations Mean Standard Deviation

Worker-Years 32,047,163
Daily Wage, in Euros 74.34 55.21
Blue-Collar Work 0.45 0.50
Part-Time Work 0.20 0.40
Labor Market Experience 14.75 10.08

Workers 4,423,311
Women 0.47 0.50
Age at Labor Market Entry < 18 0.11 0.31
Age at Labor Market Entry 18–21 0.51 0.50
Age at Labor Market Entry > 21 0.38 0.49

Firms 503,230
Firm Size 63.68 746.05
Firm Size < 5 0.38 0.49
Firm Size 5–20 0.31 0.46
Firm Size > 20 0.31 0.46

The sample covers the years 2002–2012. Each individual has only one entry per year, the main job, defined
as the job with the highest total earnings during the year. If the individual was an apprentice with the firm
for part of the year, the variable “Apprenticeship” measures the fraction of the days that the individual has
spent as an apprentice of the total number of days he spent with the firm during the year.
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2.3 Some Descriptive Evidence

Previous research has extensively documented two basic facts about labor market careers over

the life-cycle. First, it is well known, at least since the work of Mincer (1974), that wages grow

over the course of a career, but at a decreasing rate. Second, as documented by Topel and

Ward (1992) and others, job mobility is substantial over the first few years of workers’ careers

before tapering off. Both of these facts hold also for Austria, and are on display in Figure 2.1.

Workers’ nominal daily wages increase annually by 0.2–0.3 log points during the first 10 years

on the labor market before growth tapers off steadily. Job mobility peaks after 3 years on the

labor market, when almost 20% of workers switch employers. Three years later, the mobility

rate has fallen well below 10%.

Figure 2.1: Annual Wage Growth and Job Mobility Rates, by Years of Experience
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The fact that wage growth and job mobility are especially high at the beginning of workers’

careers naturally leads to the question of whether the two phenomena are related. Using a

variety of econometric techniques, Topel and Ward (1992), Altonji, A. Smith, and Vidangos

(2013), and Bagger, Fontaine, et al. (2014) have all found that mobility increases wages; I begin

here with a simple check by studying wage growth for workers who move from one job to the

13



next, net of what they would have been expected to gain based on their increase in labor market

experience alone. With the obvious caveat that the workers who move may be nonrandomly

selected, Figure 2.2 shows residual wage changes of movers by labor market experience. The

figure indicates some wage gains for movers during the first few years on the labor market,

with zero or even negative returns to mobility thereafter. Taken together, Figures 2.1 and 2.2

therefore suggest a tight link between job mobility and wage growth, but only during the first

few years on the labor market.

Figure 2.2: Residual Wage Growth at Job Changes, by Years of Experience
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Wage residuals are derived by regressing log wages on a full set of experience dummies.

One might hypothesize that a large fraction of early-career job changes are voluntary, and

therefore tend to be associated with wage gains, whereas later job changes tend to be the result

of firings or firm closures, and are thus associated with wage losses. However, Figure 2.3 and

Table 2.3 suggest that this is not the case. If anything, the share of transitions without an

intervening unemployment spell, used as a proxy for the share of voluntary job changes, is lower

for workers with little experience. As seen in Table 2.3, young workers gain from job-to-job

transitions, on average, but lose if the transition is separated by an unemployment spell. By

contrast, older workers lose from both kinds of job changes, although more so in the case of
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Table 2.3: Changes in Log Wages by Transition Type

Years of Experience 0–5 6–10 11–15 16–20 More than 20

Job-to-Job Transitions 0.020 0.001 -0.009 -0.018 -0.042
Job-Unemployment-Job Transitions -0.028 -0.043 -0.043 -0.045 -0.058

Job-Unemployment-Job Transitions are transitions where either the old job is followed by an unem-
ployment spell of at least 28 days, or the new job is preceded by an unemployment spell of at least
28 days. All other transitions are coded as Job-to-Job Transitions.

job-unemployment-job transitions.

Figure 2.3: Job-to-job Transitions as a Fraction of All Job Transitions, by Years of Experience
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A transition is defined as being job-to-job if the old employment spell is not followed by an unemployment spell
of more than 28 days, and the new employment spell is not preceded by an unemployment spell of more than 28
days. Since the sample contains just one job per person and year, cases are possible where one condition is met
but not the other.

The preceding observations indicate that job mobility and wage growth are important phe-

nomena in the careers of young workers in particular, and it is worth setting up a more formal

econometric model to study these in more detail. An important question is what kind of model

would provide a good description of the data. Card, Heining, and Kline (2013) produce an event

study of wage changes akin to Figure 2.4. The figure groups workers into quartiles based on the

average wages received by their coworkers. Changing from quartile 1 to quartile 4 means that

a worker leaves a firm in which her coworkers’ average wage fall into the bottom quartile, and
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joins a firm in which her coworkers’ average wage fall into the top quartile. As Card, Heining,

and Kline (2013) point out, the gains associated with switching from a low- to a high-wage firm

are approximately the same as the losses associated with switching from a high- to a low-wage

firm. They therefore argue that a model containing additive worker and firm effects fits the data

well. In particular, such a model need not contain a match effect that is idiosyncratic to the

worker-firm pair and is allowed to be correlated with the assignment of workers to firms. If such

match effects were important, the argument goes, workers would tend to improve them as they

switch jobs, and they would experience wage growth regardless of whether they switched from

firm A to B or from firm B to A. This would preclude the observed symmetry in wage gains and

losses.

Figure 2.4: Mean Wages of Job Changes Grouped by Average Coworker Wages at Origin and Destination Firm
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This figure shows the evolution of wages around job changes. Job changes are grouped according to the quartile
of the origin and destination firms in the distribution of average wages paid to all other workers except the worker
making the job change. Job changes are included in the creation of this figure only if the origin and destination
job last at least two years.

Woodcock (2015) dissents and advocates a model containing an additive match effect in

addition to worker and firm effects. He argues that what matters is the type of transition from

one employment spell to the next: whereas workers who make a job-to-job transition tend to do
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so voluntarily and will improve their match on average, workers who make a job-unemployment-

job transition tend to do so involuntarily and will see their match deteriorate on average. By this

argument, the overall symmetry of wage gains and losses should not be taken as an indicator that

match effects are unimportant, since match effects do not necessarily improve as workers change

jobs. If, however, we focus only on those workers making job-to-job transitions, which should

tend to improve the worker-firm match, wages should tend to improve regardless of whether

workers switched from firm A to B or from firm B to A. For these transitions, the observed

symmetry between wage gains and losses should disappear, or at least weaken substantially.

Figure 2.5 and Table 2.4 confront these two conflicting views with the data. I go one step

further than Card, Heining, and Kline (2013) and identify firm pairs for which I observe at least

one worker switching from firm A to firm B and one worker switching from B to A. In total,

there are 315,901 such firm pairs in the data, formed by 1,137,918 job changes. By focusing on

such firm pairs, I rule out that the firms towards which workers are moving are different along

some time-invariant characteristic from the firms from which workers move away. In Figure 2.5,

I have grouped these firm pairs by the percentile of wage changes as workers move from firm

A to B. Ignoring random wage fluctuations over time, if Card, Heining, and Kline (2013) are

correct, all points should line up on the diagonal line. That is, if a worker gains X Log-Euros

moving from firm A to B, another worker should correspondingly lose X Log-Euros as he moves

from B to A, and the correlation between gains and losses should be -1. By contrast, if workers

switch jobs on the basis of match effects, we should see excess mass in the top right quadrant,

where we find firm pairs where workers experience wage gains both by switching from A to B

and from B to A.

Figure 2.5 provides some support for both stories, but more so for the former. Focusing first

on the left panel, there are indeed some dots in the top right corner, but their number is small.

As Table 2.4 shows, there are wage gains in both directions for 28.2% of firm pairs. This is not

overwhelming, especially since there is an equal proportion of firm pairs for which we observe

wage losses in both directions. Moreover, the correlation between A-to-B wage gains and B-to-A
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wage gains is -0.19. While this is significantly different from -1, the estimated correlation is likely

to be heavily affected by the small number of movers: the median firm pair has just a single

worker switching from firm A to B and one switching from B to A. This makes it difficult to

measure the wage effect of switching from A to B or vice versa with precision, and will naturally

depress the measured correlation towards zero.

Figure 2.5: Mean Wage Changes when Switching Firms
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Each point is a group of firm pairs formed by the percentile in the distribution of wage changes when moving
from firm A to B. The X-axis shows the mean change in daily wages, in Log-Euros, when switching from firm A
to firm B for this group. The Y-axis shows the corresponding mean change in daily wages when switching from
B to A for this group of firms.

The most remarkable aspect of Figure 2.5 is the clearly discernible slope. As we move

towards firm pairs with a larger average wage gain for movers from A to B, we observe ever

larger corresponding wage losses for movers from B to A. Most firm pairs show average wage

gains for one direction of job movement and wage losses for the other. The right panel of
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Table 2.4: Change in Log Wages when Transitioning between Firms A and B

Distribution of Wage Changes
Switches from B to A

∆ Log Wage < 0 ∆ Log Wage > 0

Switches from A to B
∆ Log Wage > 0 28.23% 24.37%
∆ Log Wage < 0 18.98% 28.43%

Correlation -0.20
Weighted Correlation -0.19

Weights are proportional to the number of transitions between firms A and B.

Figure 2.5, which differentiates by job-to-job and job-unemployment-job transitions, also fails

to support the arguments of Woodcock (2015). If we follow his argument that improvements in

the match only occur in job-to-job transitions, then we should see more blue than red points

in the top right corner of the graph. Yet the patterns look remarkably similar for both types

of transitions. Clearly, even for job-to-job transitions, firm pairs where workers gain wages by

switching in either direction are the exception, not the rule.

In my view, Figure 2.5 supports the notion that a model which is additive in both worker

and firm effects is a good starting point and can provide a good-but-not-great description of the

data. Match effects may be important to some extent, but given that only a minority of firm

pairs shows wage gains in both directions of job switches, the scope of match effects to explain

the wage process appears limited.

2.4 Model

2.4.1 The Basic AKM Model

Suppose we observe N∗ person-firm-year observations of N individuals working at J firms. The

number of worker-firm pairings we observe in the data is M . The standard way of introducing

worker and firm heterogeneity in wage setting is through the following simplified model of AKM:

Y = Xβ + Uγ +Dα+ Fψ + ϵ (2.1)
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Here, Y denotes the stacked N∗ × 1 vector of log daily earnings that worker i earns at

firm j in period t. X is an N∗ × k matrix of k time-varying covariates, such as labor market

experience, with associated k × 1 parameter vector β, while U is the N∗ × q vector of time-

invariant covariates, such as gender, with associated q × 1 parameter vector γ. Both X and

U are worker-specific; the extension to firm-level covariates would be straightforward, but has

been omitted to streamline the presentation. D is an N∗×N design matrix containing indicator

variables for each worker, while F is the corresponding N∗ × J design matrix of firms. The

N × 1 vector α and the J × 1 vector ψ are known as the person and firm effects, respectively,

and contain an additive time-invariant term for each worker and firm. α may reflect permanent

differences such as general human capital, ability, or motivation, that are renumerated equally

at every employer, while ψ reflects firm-specific differences in pay affecting all workers at all

times equally, perhaps stemming from differences in productivity, workers’ bargaining power,

or product market competition. Finally, the N∗ × 1 vector ϵ reflects any left-out factors. It

must be assumed to be serially uncorrelated, as well as uncorrelated with everything else on the

right-hand side.

The basic AKM model can be estimated by OLS subject to some mild restrictions described

below. However, it embeds a number of controversial assumptions. The most frequently dis-

cussed issue is the assumed uncorrelatedness between the error term ϵ and the matrix of firm

identifiers D (Card, Heining, and Kline, 2013; Gruetter and Lalive, 2009). This assumption,

which has sometimes been called “exogenous mobility” in the literature, rules out that any type

of shock that impacts the level of wages also affects which worker works where. In particular,

this assumption rules out that workers sort into firms on the basis of a worker-firm match effect

in wages. To get some intuition about the type of bias introduced by match effects, suppose that

that a firm screens applicants and will only hire workers if there are complementarities between

the worker’s skills and the firm’s needs, which are reflected in the wage. Then, workers at such

a firm will have high wages on average, not because the firm is a high-wage firm generally, but

because the workers which select into the firm will earn high wages at this particular firm. The
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estimated firm effect will then be biased upwards.

A second issue is the restrictive functional form through which worker and firm heterogeneity

are modeled. The fixed effects shift the intercept of the wage equation for each worker and

firm, but by an amount that remains constant over time. Importantly, this assumption rules

out different returns to experience for different workers. If the source of worker heterogeneity

is unobserved differences in levels of human capital, then this functional form requires the

returns to human capital to be constant over time. This is a questionable assumption, especially

because the returns to observed levels of human capital (schooling) vary substantially and non-

linearly over the life-cycle, as documented by Bhuller, Mogstad, and Salvanes (2017) and others.

Likewise, the model does not allow for the firm effect to vary over time, thus failing to capture

temporary wage shocks on the firm level.

The previous literature has done little to address these shortcomings. Even the simple AKM

model requires N + J degrees of freedom for estimation of the heterogeneity terms; modeling

firm or worker heterogeneity in a more general way would require even more and might lead to

severe precisions issues. Moreover, more complex forms of heterogeneity could give rise to new

forms of bias. For example, the only more general form of modeling heterogeneity I am aware

of can be found in the original AKM paper, where the authors introduce firm-specific terms for

linear returns to tenure. For OLS to consistently estimate these terms, it is required that the

length of tenure cannot be related to innovations in wages, which is at odds with basic theoretical

models of job duration such as Jovanovic (1979). AKM do not discuss this issue in detail, but

merely state that the firm-specific tenure terms are identified under comparable assumptions as

in Topel (1991).2 In any case, the subsequent literature has not pursued firm-specific returns to

tenure any further. Overall, while the functional form with which worker and firm heterogeneity

are modeled may not seem fully satisfactory, it is also difficult to see how this could be relaxed

in a feasible and sensible way.

2I have not been able to verify this claim, and while it is debatable what “comparable” means, I am, in fact,
fairly sure it is wrong. The central part of Topel’s (1991) two-step identification strategy is a regression of residuals
from a first regression on initial experience when starting a job. Initial experience is entirely absent from the list
of covariates in AKM.
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The basic AKM model as stated above cannot directly be estimated by OLS, for three

reasons. First, even if X contains no intercept, there is a problem of perfect multicollinearity:

one could add a constant to every firm effect, subtract the same constant from every person

effect, and still end up with the same model. For this reason, I do include an intercept and

normalize both person and firm effects to be mean-zero. This normalization makes effects easily

interpretable: a person effect of 0.1, for example, means that this person earns 0.1 log-Euros per

day more than the average person-year in the sample. Moreover, the presence of the U matrix

with time-invariant covariates introduces further multicollinearity, so I normalize the person

effects to be mean-zero for every group of persons formed by combinations of the elements of U .

Formally,

E[α|U ] = E[ψ|U ] = 0. (2.2)

Second, Abowd, Creecy, and Kramarz (2002) point out that, even after normalizations, OLS

can yield estimates of person and firm effects only for a connected set of firms in the graph-

theoretic sense, where the connections are formed by workers moving from one firm to the next.

In practice, this is not restrictive, as most datasets, including the data used for the present

study, contain one large connected set that is composed of nearly all firms.

Third, there is a practical problem in trying to apply OLS that stems from the high dimen-

sionality of the matrix Z, defined as

Z =



X ′X X ′U X ′D X ′F

U ′X U ′U U ′D U ′F

D′X D′U D′D D′F

F ′X F ′U F ′D F ′F


. (2.3)

The OLS estimator is defined as ζ̂ = (Z ′Z)−1Z ′Y , where ζ = [β, γ, α, ψ]′. Even with modern

computing power, inverting the high-dimensional, non-sparse matrix Z ′Z is computationally
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infeasible. Abowd, Creecy, and Kramarz (2002) suggest using an iterative solver to minimize

the expression (Z ′Z)ζ̃ − Z ′Y . With a suitable ζ̃, this expression is nearly zero, and ζ̃ should

provide a good approximation to the OLS estimator ζ̂. Below, I will use a conjugate gradient

algorithm to obtain an estimate of ζ.

2.4.2 Orthogonal Match Effects

The basic AKM model outlined above is not suitable to analyze whether workers gain by switch-

ing to higher-paying firms or finding better matches, since it contains no measure of matches.

Match effects can be straightforwardly included by decomposing the error term as

ϵ =Wϕ+ η, (2.4)

whereW is an N∗×M design matrix identifying each worker-firm match, ϕ is the associated

M × 1 vector of match effects, and η is an error term. Here, calculating ϕ is simply a matter

of estimating the basic AKM model by OLS and then taking the within-match mean of the

residuals. Plugging (2.4) into (2.1) and taking first differences, we then obtain

∆Y = ∆Xβ +∆Fψ +∆Wϕ+∆η. (2.5)

The individual-specific terms Uγ and Dα have dropped out, and equation (2.5) says that any

change in the wage must come from the change in covariates, the change in the firm-fixed effects,

the change in the match-specific effect, and the change in the residual. The change in the residual

will be zero in expectation, and if X includes labor-market experience, ∆Xβ will indicate by

how much the wage would have been expected to rise in the absence of job mobility. Therefore,

the changes in ψ and ϕ indicate the extent to which a wage gain when changing employers can

be attributed to finding a higher-paying firm and finding a better match, respectively.

There are three issues with this approach. First, as match effects are calculated from resid-

uals, the cost of this procedure is that it assumes the match effect to be orthogonal to the

23



covariates and the firm and person effects. It therefore does not allow workers to sort into firms

on the basis of potential match effects. As noted above, Card, Heining, and Kline (2013) do not

believe this to be a serious concern; they therefore resort to a model of orthogonal match effects.

A second problem is that this procedure restricts the duration-weigted average of the match

effect for each person and each firm in the sample to be zero. Therefore, the model imposes that

every worker and every firm are equally good at finding productive matches. This would be an

attractive assumption if every individual held many jobs and every firm employed many workers

– after all, the ability to consistently achieve good matches should reasonably be interpreted as

being “of a high-wage type”. But in practice, many individuals hold few jobs over the 12 years

I observe them for, and as Table 2.2 showed, many Austrian firms are small. Consider a firm

with just two employees, and paying high wages to both. Is this a high-wage firm, or just a

firm which got lucky and obtained a good match twice in a row? In the above model, the mean

match effect for every firm must be zero, so the high wage for both employees will be entirely

apportioned to the firm-fixed effect. This is the intuition why this model understates the role of

match effects and overstates the role of firm- and person-fixed effects in the case of few matches

per worker or firm. Woodcock (2008) and Jackson (2013) discuss this bias in more detail.

Third, the model requires the residual η to be serially uncorrelated. If serial correlation is

present in the data, then consecutive observations with higher-than-expected wages at a worker-

firm pair, which has come about as the result of serially correlated shocks, will be interpreted as

a large positive match effect by the model. As a result, the importance of the match effect will be

overestimated. This is potentially serious, as the earnings dynamics literature (e.g. Meghir and

Pistaferri (2004)) finds evidence of complex patterns of serial correlation in earnings data. That

said, it is also difficult to address this problem convincingly: Card, Heining, and Kline (2013)

try parametric corrections for serial correlation in η, and report the results to be unsatisfactory.
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2.4.3 The Random Effects Model

In light of the limitations of the orthogonal match effects model, Woodcock (2008; 2015) has

proposed a random effects alternative. It, too, takes as a starting point the log wage equation

with linear person, firm, and match effects:

Y = Xβ + Uγ +Dα+ Fψ +Wϕ+ η (2.6)

This model treats person, firm and match effects as random. In addition to spherical errors

η, it makes use of the following assumptions:

E[α|U ] = E[ψ|U ] = E[ϕ|U ] = 0 (2.7)

Cov


α

ψ U

ϕ

 =


σ2αIN 0 0

0 σ2ψIF 0

0 0 σ2ϕIM

 . (2.8)

The first assumption is simply an extension of (2.2). With any AKM-type model, we will be

unable to see whether the higher wages paid to, say, more educated workers are due to a causal

effect of education or because more educated workers are higher-wage types, so an assumption of

this kind is unavoidable. More problematic is the second assumption, which states that worker,

firm and match effects are all uncorrelated with one another. This is more restrictive than the

orthogonal match effects model, which at least allowed for assortative matching of high-wage

workers with either high- or low-wage firms. However, one assumption that the random effects

model does not have to make is to assume uncorrelatedness between the random effects and

the time-varying covariates X. This is less restrictive than the orthogonal match effects model,

which had to assume that the match effect ϕ is uncorrelated with the time-varying covariates

X.

Aside from this, the main advantage of Woodcock’s random effects model for my purposes
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is the correction of the downward bias on the variance of the match effects outlined above for

the orthogonal match effects model. To follow up on the above example, if a firm is seen paying

two workers a high wage relative to what they earn elsewhere, it is not automatically assumed

that the firm must have a high firm effect and the match effects are both small. Rather, the

random effects estimation would assign some portion of the high wages to the firm effect, and

the remainder to its having found good matches with the two workers. The relative importance

of match versus firm effects will be chosen to minimize overall root mean squared error.

Like the basic AKM model, the random effects model as stated above does not incorporate

serial correlation in the error term η. It is again possible to try parametric corrections for serial

correlations. Woodcock (2015) reports the result of a variety of such specifications, some of

which, as expected, do reduce the variance of the match effect somewhat. Again, it is ques-

tionable whether such parametric specifications are sufficiently rich to accomodate the complex

serial correlation patterns encountered in earnings data.

Since it is difficult to say definitively whether the orthogonal match effects model or the

random effects model should be preferred, I estimate both. Estimating the random effects model

is a two-step procedure. First, I estimate the coefficient vector on the time-varying covariates β

by a simple regression of wages on the covariates X and the design matrix for matches W . This

assures that only within-match variation is used to identify β and leaves me with the problem

of estimating

Y −Xβ̂ ≡ R = Uγ +Dα+ Fψ +Wϕ+ η. (2.9)

Therefore, in the second step, I take the residuals R and estimate the parameters on the

time-invariant parameters γ, the random effects α, ψ and ϕ as well as the variances σ2α, σ
2
ψ,

σ2ϕ and σ2η using Restricted Maximum Likelihood (REML).3 For this step, I use the algorithm

3REML is unfamiliar to many economists; Searle, Casella, and McCulloch (1992), Chapter 6, provide an
introduction. To grasp the main idea, suppose that the random effects and the error term are all normally
distributed in addition to being mutually uncorrelated. Then, we could first regress our outcome, R, on the
covariates U and obtain residuals from this regression, and then apply maximum likelihood to these residuals
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proposed by Searle, Casella, and McCulloch (1992, pp. 275–286) and implemented by Witkofsky

(2012). Intuitively, this is an iterative algorithm that tries different values for the variances of the

random effect components and the parameters on the covariates U and, as part of the algorithm,

solves the following system of equations (Henderson et al., 1959):



U ′U U ′D U ′F U ′W

D′U D′D + (σ̂2η/σ̂
2
α) D′F D′W

F ′U F ′D F ′F + (σ̂2η/σ̂
2
ψ) F ′W

W ′U W ′D W ′F W ′W + (σ̂2η/σ̂
2
ϕ)





η̂

α̂

ψ̂

ϕ̂


=



U ′

D′

F ′

W ′


R (2.10)

Once convergence has been reached, solving the above system of equation yields estimates

(η̂, α̂, ψ̂, ϕ̂) that are known as Best Linear Unbiased Predictors (BLUPs) in the statistical liter-

ature. They are best in the sense that, among all linear predictors of the random effects, these

predictors assign person, firm and match effects so as to minimize overall mean squared error.

2.5 Previous Literature

As noted above, the approach of estimating wage equations containing an employee- and an

employer-specific component was pioneered by AKM. Since then, the main methodological in-

novation has been the development of Woodcock’s (2008; 2015) random effects model. More

recently, Abowd, McKinney, and Schmutte (2019) have estimated a latent class model that incor-

porates match effects that are allowed to be arbitrarily correlated with person and firm effects,

and does not need restrictive assumptions on worker mobility. However, their Bayesian estima-

in order to obtain estimates of the variances of the various random effects. The likelihood is derived not by
considering the joint distribution of R, but rather the joint distribution of K′R, where the matrix K′ contains
row vectors k′ that are orthogonal to U , i.e. k′U = 0. The solution to this maximization problem is invariant to
the actual choice of K. Of course, normality of the random effects is a strong assumption, but Jiang (1996) shows
consistency and asymptotic normality of the REML estimates even if normality is violated. This is similar in
spirit to the familiar result from linear regression that the maximum likelihood estimator derived under normality
is consistent and asymptotically normal even if the normality assumption does not hold.
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tion method is computationally so intensive that it must be carried out on a small subsample

of the data.

In terms of economics, much of the literature has been concerned with one of two questions,

or both. The first question concerns the sign, size, and interpretation of the correlation between

estimated person- and firm-fixed effects. AKM, Goux and Maurin (1999), Woodcock (2008),

Gruetter and Lalive (2009), and Abowd, McKinney, and Schmutte (2019) report estimates of

the correlation; Andrews et al. (2008) and Andrews et al. (2012) discuss statistical reasons why

such a correlation could be downward-biased; Bagger, K. Sørensen, and Vejlin (2013) and Card,

Heining, and Kline (2013) study trends in the correlation over time; and Lentz and Mortensen

(2010), Eeckhout and Kircher (2011), and Lopes de Melo (2018) show that the correlation of

wage effects need not correspond to a correlation in productivity. The second main strand of

the literature has used AKM-type models in order to decompose wage differentials, notably the

inter-industry wage differential (AKM, Goux and Maurin, 1999; Gruetter and Lalive, 2009; T.

Sørensen and Vejlin, 2013) and the gender wage gap (Card, Cardoso, and Kline, 2016). I have

seen only two estimates of the relative importance of firm and match effects for wage growth.

T. Sørensen and Vejlin (2013) find that firm and match effects are of equal importance when

estimated by fixed effects, but find a larger role for firm than for match effects when using

random effects. Woodcock (2015) finds that firm effects are far more important regardless of

whether estimation is carried out by fixed or random effects. Neither article asks whether there

is heterogeneity by years of experience.

2.6 Results

2.6.1 Fixed Effects Estimation

I begin by presenting the results from estimating equation (2.1) by fixed effects. Having esti-

mated the baseline model, I noticed an anomaly in the distribution of the estimated person and

firm effects. As Figure 2.7 makes clear, there is a heap of observations with both very large
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person and very small firm effects, and vice versa. Table 2.5 demonstrates that these obser-

vations come disproportionally from small firms. Inspection of the data revealed that most of

these anomalous observations come about in the following way: consider a firm with just a single

employee, who held one other job before joining this one-person firm. Say that his wage at the

one-person firm is about average, but for some reason, perhaps a recording error, his wage at

the previous job is very high. Then, the model will assign this worker a high person effect to

account for the high wage at the first job. However, in order to justify the average wage at the

one-person firm despite the high person effect, the model must assign a very low firm effect to

the firm. This explains the incidence of extreme observations with both a person effect on one

end of the distribution, and a firm effect on the other. The problem is most acute for small

firms (where a single employee has a large effect on the estimated firm effect) that have few

connections to other firms through movers (such that only few movers identify the firm effect).4

Therefore, in addition to the baseline model, I have estimated the model using various

samples and specifications; these are compared in Table 2.6. To overcome the problem of

extreme estimated person and firm effect, I have tried two approaches. In column (2), I have

restricted the sample to firms include only well-connected firms by deleting all firms with a core

number smaller than 3.5 Column (3) restricts the sample to firms with at least 10 employees.

Column (4) retains firms with fewer than 10 employees in the sample but treats groups of such

firms formed by a combination of 2-digit industry level and Austrian federal state as one single

firm, with a common fixed effect, in the estimation. The remaining columns contain robustness

checks. Column (5) estimates a model on the baseline sample but removes the age at labor

market entry as a proxy for education. Column (6) restricts the sample to those individuals

for whom we have non-missing uncensored earnings and part-time information. Column (7)

4Interestingly, Figure VIII of Card, Heining, and Kline (2013), who estimate a comparable AKM model for
Germany, shows no such phenomenon. Perhaps this is because their figure is not as fine-grained as mine, or
because of a greater number of very small firms in Austria relative to Germany.

5In graph theory, the core number is a measure of the connectedness of a node. The degree is defined as the
number of nodes a node is connected to via edges. A node has a core number of 3 or greater if, after removing all
nodes that have a degree less than 3, the node still has a degree greater than 0. That is, after removing all firms
that are poorly connected from the network, the remaining firms are still connected to others in the network.
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Table 2.5: Outliers in Estimated Person and Firm Effects

Percentage of Observations Average Firm Size
(Expected)

All observations 100% 929.04
(100%)

Top 10% PE, bottom 10% FE 0.78% 419.14
(1%)

Top 10% FE, bottom 10% PE 1.51% 526.66
(1%)

Top 5% PE, bottom 5% FE 0.29% 318.30
(0.25%)

Top 5% PE, bottom 5% FE 0.54% 291.59
(0.25%)

Top 1% PE, bottom 1% FE 0.06% 8.50
(0.01%)

Top 1% PE, bottom 1% FE 0.07% 9.06
(0.01%)

“Expected” refers to the percentage we would expect to find if person and firm effects were
independently distributed. Average firm size is calculated as the average over of all person-
year-firm observations, rather than the average of all firms. This is why the numbers shown
here differ from those in Table 2.2.
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Figure 2.6: Joint Distribution of Person- and Firm Fixed Effects

0

0.005

1
2

0.01

3
4 10

0.015

5 9

Decile of Person Effect

86
77

Decile of Firm Effect

68
5

9 4
10 3

2
1

Person and firm effects are estimated by fixed effects using the baseline specification.

contains the baseline sample, but earnings have not been trimmed from above and below. The

sample used in column (8) does not use the uncensored earnings data from the tax data, but

instead imputed censored wages using a series of tobit regressions, akin to what has been done

in the previous literature when access to uncensored earnings data was not available. Finally,

column (9) restricts the data to men, and also extends the observation window back to 1994,

the first year for which we have uncensored earnings data.
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Figure 2.7: Joint Distribution of Person- and Firm Fixed Effects

Person and firm effects are estimated by fixed effects using the baseline specification.
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Table 2.6: Comparison of Different AKM Models and Samples

(1) (2) (3) (4) (5) (6)

Blue-Collar -0.09 -0.09 -0.09 -0.09 -0.09 -0.09
Part-Time -0.27 -0.27 -0.27 -0.28 -0.27 -0.30
Female -0.33 -0.32 -0.28 -0.37 -0.30 -0.36
18-21 at Labor-Market Entry 0.42 0.41 0.35 0.46 0.43
> 21 at Labor-Market Entry 0.63 0.61 0.54 0.69 0.66
Female*18-21 at Labor-Market Entry 0.05 0.05 0.02 0.06 0.05
Female * > 21 at Labor-Market Entry 0.08 0.08 0.04 0.09 0.09

Only Firms with Core Number > 3 Yes
Only Firms with ≥ 10 Employees Yes
Small Firms Aggregated by Industry-State Yes
Earnings and Part-Time Imputation No
Trimming of Earnings
Tobit Imputation
Men Only

Corr. with (1), Person Effects 1 1.00 0.98 0.98 0.94 0.98
Corr. with (1), Firm Effects 1 1.00 0.98 0.98 1.00 0.97

N∗ 31,588,721 29,795,648 25,910,278 32,051,197 31,588,721 29,352,645
N 4,346,026 4,191,745 3,921,679 4,423,748 4,346,026 4,240,669
J 435,396 205,004 84,532 85,782 435,396 421,242
RMSE 0.22 0.22 0.21 0.23 0.22 0.21
Adjusted R2 0.86 0.86 0.86 0.85 0.86 0.88
Perc. of Outliers, 5% Criterion 0.82 0.54 0.68 0.41 0.79 0.88
Perc. of Outliers, 1% Criterion 0.13 0.03 0.05 0.03 0.12 0.17
Match Effect Test Statistic 244,773 223,728 8,626 306,760 268,755 227,691
Productive Workforce Test Statistic 1,372 982 1,262 1,450 1,107 1,447
Years 2002–2012 2002–2012 2002–2012 2002–2012 2002–2012 2002–2012

Covariates also include a full set of experience dummies interacted with gender and the age at which workers enter the workforce, where
applicable, and also interacted with a dummy indicating that the worker was born before 1957. Furthermore, the model contains a full set of
cohort dummies indicating the first year in which we observe a worker in the ASSD. An observation is an outlier according to the 5% criterion
if it is assigned a person effect in the top 5% of the distribution and a firm effect in the bottom 5% of the distribution, or vice versa. Likewise,
an observation is an outlier according to the 1% criterion if it is assigned a person effect in the top 1% of the distribution and a firm effect
in the bottom 1% of the distribution, or vice versa. If person and firm effects were distributed independently, we would expect the share of
outliers by the 5% criterion to be 0.5% (2 × 5% × 5%) and by the 1% criterion to be 0.02% (2 × 1% × 1%). Under the null hypothesis of
exogenous mobility, the match effect test statistic would be χ2-distributed with 8,100 degrees of freedom, while the productive workforce test
statistic would be χ2-distributed with 810 degrees of freedom.
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Table 2.6: Comparison of Different AKM Models and Samples (cont.)

(1) (7) (8) (9)

Blue-Collar -0.09 -0.09 -0.09 -0.11
Part-Time -0.27 -0.27 -0.30
Female -0.33 -0.33 -0.36
18-21 at Labor-Market Entry 0.42 0.42 0.43 0.41
> 21 at Labor-Market Entry 0.63 0.63 0.66 0.58
Female*18-21 at Labor-Market Entry 0.05 0.05 0.05
Female * > 21 at Labor-Market Entry 0.08 0.08 0.09

Only Firms with Core Number > 3
Only Firms with ≥ 10 Employees
Small Firms Aggregated by Industry-State
Earnings and Part-Time Imputation No
Trimming of Earnings No
Tobit Imputation Yes
Men Only Yes

Corr. with (1), Person Effects 1 1.00 0.98 0.91
Corr. with (1), Firm Effects 1 1.00 0.97 0.88

N∗ 31,588,721 31,588,721 29,352,645 28,599,013
N 4,346,026 4,346,026 4,240,669 2,748,983
J 435,396 435,396 421,242 449,350
RMSE 0.22 0.23 0.22 0.23
Adjusted R2 0.86 0.85 0.87 0.82
Perc. of Outliers, 5% Criterion 0.82 0.86 0.92 0.70
Perc. of Outliers, 1% Criterion 0.13 0.14 0.18 0.11
Match Effect Test Statistic 244,773 263,037 244,464 334,085
Productive Workforce Test Statistic 1,372 1,330 1,203 1,459
Years 2002–2012 2002–2012 2002–2012 1994–2012
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As the bottom panel of Table 2.6 shows, restricting the sample to larger or better-connected

firms reduces the share of outliers somewhat, but they do not disappear entirely. However,

grouping small firms by industry and state reduces the share of outliers to the levels expected

under independent worker and firm effects. Otherwise, the top and middle panel of the table

show a remarkable robustness of the estimated coefficients across specifications. In particular,

the estimated firm and person fixed effects are virtually the same across specifications, as they

are all nearly perfectly correlated with the estimated effects from the baseline model. The

estimates in Table 2.6 do not contain standard errors, but I know of no computationally feasible

way to estimate these.6 But given the huge sample sizes involved, I would expect standard errors

to be very small. Therefore, I conclude that the various specifications yield practically identical

results, and I will report results only for the baseline model below.

One somewhat troubling result of Table 2.6 is the result of two specification tests devised

by Abowd, McKinney, and Schmutte (2019). Intuitively, the first test asks whether the current

match effect predicts the firm effect at a worker’s future firm; the second test asks whether

the average size of the person effects of a firm’s workers is related to the average residual of

its workers in the past. Both tests roundly reject the exogenous mobility assumption. While

this does indicate that we should proceed with some caution, the utility of these tests is also

quite limited: with the enormous sample sizes involved, any model will have difficulties passing a

specification test. Ultimately, the tests tell uns nothing about whether the discrepancies between

the model and the data are not just statistically but also economically significant. Indeed, as

we saw earlier in section 2.3, there is good reason to believe that the additive fixed effects model

fits the data reasonably well.

As further specification checks, Figures 2.8 and 2.9 reproduce Figures VI and VII from

6Even if one assumed homoskedasticity, a standard error estimate would consist of the diagonal elements of
(Z′Z)−1 × s2, where s2 is an estimate of the error term. Though I would only need its diagonal elements, I would
first need to calculate the whole matrix (Z′Z)−1 × s2. This is a non-sparse matrix with over 4.7 million rows and
columns, which is impossible for a computer to hold in memory. Bootstrapping is also not an option, because
anytime one samples with replacement from the dataset, there are some observations that will not be sampled,
and therefore the largest connected set on which the estimation can be carried out will be smaller than in the
baseline sample. As a result, some of the person and firm fixed effects will not be identified.
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Figure 2.8: Distribution of Residuals by Decile of Person- and Firm Fixed Effects

-5

0

1

5

2

×10
-3

3

10

4 10

15

5 9

Decile of Person Effect

86
77

Decile of Firm Effect

68
5

9 4
10 3

2
1

Residuals, person and firm effects are estimated by fixed effects using the baseline specification.

Card, Heining, and Kline (2013). Figure 2.8 graphs the mean residual for groups of observations

formed by deciles of worker and firm effects. We might expect a failure of the assumption that

wages are additively separable into a worker and a firm effect to result in anomalously large

residuals for certain groups of worker-firm pairs. As in Figure VI in Card, Heining, and Kline

(2013), there does seem to be a pattern of large resiudals (in absolute value) for certain cells

involving small person- and firm-fixed effects, but the magnitude of these resiudals is relatively

small. Second, Figure 2.9 draws an event study similar to Figure 2.4, but with firms grouped

by the quartile of estimated firm effects, rather than coworker wages. Again, sorting on match

effects could result in an asymmetry in wage gains and losses when switching from high-wage to

low-wage firms and vice versa. The figure provides no evidence of such an asymmetry.

Moving now to the main purpose of the estimation, the extent to which workers improve

firm effects and match effects over the course of their career, Figure 2.10 shows mean firm and
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Figure 2.9: Mean Wages of Job Changes Grouped by Quartile of Firm Effects at Origin and Destination Firm
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This figure shows the evolution of wages around job changes. Job changes are grouped according to the quartile
of the origin and destination firm effects as estimated by fixed effects using the baseline sample. Job changes are
included in the creation of this figure only if the origin and destination job last at least two years.

match effects by labor market experience, seperately by gender. Three features stand out. First,

workers’ average firm fixed effects increase markedly with labor market experience. A worker

who has been on the labor market for 30 years will be found in a firm that pays between 5 and

10% more, on average, than a worker who is just starting out. This is true for both men and

women, but slightly more so for men. Second, the figure shows a remarkable segregation of men

and women by workplace. Women start out in establishments that pay an average of about 5%

less than men, and never catch up. Third, the mean match effect is near zero for every level of

experience. Taken together, Figure 2.10 suggests that it is firm effects, not match effects, that

account for improvements in wages over time.

Of course, the changing firm effects with experience could come about as a result of genuine

improvements of firm effects by job switchers, or because of composition effects as some workers

drop out of the labor force over time. To account for this, Figure 2.11 and Table 2.7 decompose

the year-to-year changes in the wage over time. Improvements in the firm effect do contribute to

wage growth somewhat during the first five years on the labor market, whereas the contribution
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Figure 2.10: Mean Firm and Match Effects by Experience
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Firm and match effects are estimated by fixed effects using the baseline specification.

from improvements in match effects stays negligible throughout. The pattern looks similar for

men and women; even though Figure 2.10 had demonstrated that they start out at different

kinds of firms, the importance of firm and match effect improvements over the life-cycle is

similar for both genders.7 Therefore, in the following, I no longer provide separate analyses by

gender. Table 2.7 demonstrates that improving firm fixed effects contribute between 5 and 10%

to overall wage growth during the first five years on the labor market, but this contribution

fades out thereafter.

The above results are consistent with an explanation where young workers who are stuck in a

low-wage firm make a conscious effort to improve their lot by switching jobs into a higher-paying

firm. We can bring two more pieces of evidence to bear on this story. First, Figure 2.12 displays

probabilities of moving away from a firm conditional on the current firm or match effect. As

expected, workers working in a firm with a low firm fixed effect are more likely to move to another

7Table 2.7 indicates that the change in residuals also contributes to wage growth, which is unexpected. As
Table 2.9 shows below, this pattern repeats itself for the random effects estimation. I have not been able to
explain this phenomenon. It is worth noting that, as seen in Figure 2.11, the finding is entirely driven by the
residuals for women. By contrast, the change in average residuals for men is close to zero, as one would have
expected.
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Table 2.7: Decomposition of Wage Growth, Fixed Effects Estimation

Experience Total Wage Contributions to Wage Growth,
Growth, in Logs in %

X Firms Matches Residual

1 0.10 92.44 8.32 3.03 -3.80
2 0.05 87.73 12.02 -1.30 1.55
3 0.05 86.01 8.35 -0.76 6.40
4 0.04 82.68 7.01 -0.12 10.44
5 0.03 79.55 6.28 0.58 13.58
6 0.03 76.56 5.44 0.20 17.80
7 0.03 72.59 4.87 1.77 20.77
8 0.03 73.13 3.13 1.35 22.39
9 0.03 72.50 3.44 1.87 22.20
10 0.03 73.80 2.51 1.30 22.40
11 0.03 76.20 1.66 0.87 21.28
12 0.02 76.35 1.04 0.14 22.46
13 0.02 78.89 -0.74 -1.85 23.71
14 0.02 80.06 -0.21 -0.26 20.41
15 0.02 84.00 -0.11 -1.21 17.32
16 0.02 87.28 -1.85 -3.05 17.62
17 0.02 90.79 -2.23 -3.07 14.51
18 0.02 96.53 -3.50 -4.61 11.57
19 0.01 100.75 -3.97 -8.44 11.66
20 0.01 104.31 -5.81 -8.49 9.99
Total 0.62 83.61 2.28 -1.10 15.21
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Figure 2.11: Decomposition of Wage Changes
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firm than workers working at a high-firm-effect firm. The right-hand panel, which shows mobility

as a function of the match effect, is distorted by the fact that almost 40% of workers never move,

and therefore their match effect is normalized to 0. This lowers the observed mobility rates for

the three middle quintiles of the match effect distribution. The important feature of the right

panel in Figure 2.12 is that, at least during the first ten years of worker experience, mobility rates

are only slightly higher for workers in the top than in the bottom quintile of the match effects

distribution. This underscores that moving to better firm effects, not match effects, is the main

driver of worker mobility. Second, to the extent that job-to-job transitions can serve as a proxy

for voluntary transitions, we would expect workers making such transitions to improve their firm
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effect by more than workers who experience an unemployment spell. Figure 2.13 confirms this

intuition; whereas job-to-job transitions result in improvements of average firm effects at least

during the first ten years or so on the labor market, job-unemployment-job transitions result

in worse average firm effects for all but the least experienced workers. As for match effects, we

do not see any visible improvements resulting from job-to-job transitions. However, there are

deteriorations in the average match effect for job-unemployment-job transitions. Thus, Figure

2.13 provides support for half of Woodcock’s (2008) argument: while voluntary job transitions

do not generally improve match effects, matches may suffer from involuntary job separations.

Figure 2.12: Mobility Rates by Quintile of Firm and Match Effect
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In conclusion, the results from the fixed effects estimation overwhelmingly support firm

effects, not match effects, as a driver of mobility and wage growth. However, as noted earlier,

fixed effects estimation may have understated the role of match effects. I therefore turn to
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Figure 2.13: Change in Firm and Match Effects, by Years of Experience and Type of Transition
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estimation by random effects to check the robustness of my findings.

2.6.2 Random Effects Estimation

Estimation of the variances of person, firm and match effects turned out to be computationally

very demanding. I therefore had to split the sample into two periods, 2002–2006 and 2007–

2012, and estimate the model separately for both periods. Table 2.8 compares the estimation

results with those from the fixed effect estimations for the baseline sample and specification.

Reassuringly, the parameter estimates on the covariates are quite similar across estimation

techniques, as well as across time periods. However, the estimated variances of person, firm and

match effects are quite different. As expected, I find evidence that the fixed effects estimator

understates the variance of match effects, as the random effects estimator finds an estimate

that is more than twice as high. What is unexpected, however, is that the variance of the firm

effect is also twice as high when estimated by random rather than fixed effects. By contrast, the

estimated variance of the person effect is found to be slightly lower by random effects estimation.
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Table 2.8: Comparison of Estimation Results by Random and Fixed Effects

Fixed Effects Random Effects (2002–2006) Random Effects (2007–2012)

Coefficient Estimates
Blue-Collar -0.09 -0.07 -0.07
Part-Time -0.33 -0.24 -0.24
Female -0.27 -0.34 -0.35
18-21 at Labor-Market Entry 0.42 0.35 0.35
> 21 at Labor-Market Entry 0.63 0.53 0.51
Female*18-21 at Labor-Market Entry 0.05 0.06 0.07
Female * > 21 at Labor-Market Entry 0.08 0.08 0.12

Observation Numbers
N∗ 31,588,721 13,960,397 18,093,960
N 4,346,026 3,496,915 3,910,905
J 435,396 359,150 376,258

Variance and Covariance Estimates PE FE ME PE FE ME PE FE ME
Person Effects 0.1384 0.0021 -0.0000 0.0818 0.0000 0.0000 0.0760 0.0000 0.0000
Firm Effects 0.0522 -0.0000 0.1349 0.0000 0.1366 0.0000
Match Effects 0.0168 0.0464 0.0524

Covariates also include a full set of experience dummies interacted with gender and the age at which workers enter the workforce.
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Figure 2.14 is the random effects counterpart to Figure 2.10.8 Both figures tell a similar story:

men tend to have greater firm effects than women, but both improve theirs rapidly during the

first few years on the labor market. After about five years for women, and ten for men, the

speed of improvement slows down, though the mean firm effect continues to increase steadily.

By contrast, average match effects remain near zero throughout, for both genders.

Figure 2.14: Mean Firm and Match Effects by Experience
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Firm and match effects are estimated by random effects using the baseline specification.

Table 2.9 decomposes wage gains at job changes analogously to Table 2.7 previously. As

expected from Figure 2.14, firm effects do contribute to wage growth, particularly during the

first few years on the labor market, but their impact gradually fades out. Compared to the

results from fixed effects estimation, the impact of firm effects is somewhat larger, and the effect

does not fade out to zero nearly as fast as had been the case for the fixed effects estimation.

There is some contribution to wage growth from match effects after five years on the labor

market, but the importance of match effects remains small compared to firm effects throughout.

In sum, the findings from random effects estimation underscore the importance of firm effects,

8The mean firm effect shown in this figure is about 0.2, which would seem to contradict assumption (2.7),
where firm effects were normalized to zero. The reason is that the mean firm has a zero firm effect, but Figure
2.14 shows mean person-firm years. Larger firms, which receive more weight in the construction of Figure 2.14,
have a higher firm effect on average.
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Table 2.9: Decomposition of Wage Growth, Random Effects Estimation

Experience Total Wage Contributions to Wage Growth,
Growth, in Logs in %

X Firms Matches Residual

1 0.10 95.91 10.79 1.61 -4.59
2 0.05 97.33 17.91 -3.41 -5.51
3 0.05 92.39 16.20 -2.28 1.79
4 0.04 88.25 15.61 -0.60 6.40
5 0.03 83.61 15.56 0.69 10.51
6 0.03 79.20 15.09 1.70 13.79
7 0.03 75.68 15.05 3.68 16.65
8 0.03 75.50 12.61 3.30 19.02
9 0.03 75.81 12.44 3.93 18.05
10 0.03 76.44 11.70 4.29 18.52
11 0.03 79.05 10.93 3.75 17.42
12 0.02 81.64 10.98 3.15 16.54
13 0.02 84.15 10.05 1.74 17.99
14 0.02 86.59 10.21 3.06 13.72
15 0.02 89.16 11.40 2.80 12.41
16 0.02 92.69 9.69 1.64 14.88
17 0.02 96.09 11.64 1.70 10.37
18 0.02 103.13 8.07 -0.30 5.00
19 0.01 107.96 8.84 -4.06 1.86
20 0.01 110.18 7.80 -3.42 1.38

not match effects, as a driver of wage growth.

2.7 Conclusion

I estimate models with additive worker, firm and match effects to study the contribution of

improvements in these effects to overall wage growth. Improvements in firm effects contribute

between 5 and 15 percent of overall wage growth during the first years on the labor market,

but the effect fades out over time. By contrast, workers seem unable to improve idiosyncratic

matches to their firms over the course of their careers.

For researchers in labor economics, the results underscore the findings of Card, Heining,

and Kline (2013) that a model with additive worker and firm effects serves as a good first-
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order approximation to the distribution of wages. Moreover, they emphasize the importance

of including firm heterogeneity in pay into theoretical models of the labor market. Finally, my

findings clarify the channel through which job mobility helps young workers improve their labor

market prospects.
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Chapter 3

Female Leadership in Protestant

Churches, Religiosity and Market

Outcomes1

3.1 Introduction

A large body of literature in labor economics has documented a persistent glass ceiling for women

in management positions that is only slowly eroding (see Blau and Kahn (2017) for an overview).

Where female represenation in leadership positions does increase, it is natural to ask whether

women will display a different leadership style that will affect firm performance. Such effects

could be expected because there is ample evidence of meaningful gender differences in terms of

preferences, such as risk aversion (Croson and Gneezy, 2009), forward-lookingness (Silverman,

2003) or competitiveness (Buser, Niederle, and Oosterbeek, 2014). Furthermore, the preferences

of managers manifest themselves in distinct management styles that yield meaningfully different

outcomes at the firm level (Bertrand and Schoar, 2003).

1This chapter is joint work with Anna Raute, School of Economics and Finance, Queen Mary University, Mile
End Road, London E1 4NS, UK. a.raute@qmul.ac.uk.
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Empirical evidence of the effect of female managers on firm productivity has been difficult

to come by, however, because performance measures for individual managers are elusive. The

previous literature has largely focused on top executives or board members and proxied their

performance with firm-wide outcomes. Results have been mixed: whereas Adams and Ferreira

(2009), Matsa and Miller (2013) and Weber and Zulehner (2010) find evidence of a distinctly

female style of leadership, Wolfers (2006), Gagliarducci and Paserman (2015) and N. Smith, V.

Smith, and Verner (2006) find no evidence of meaningful gender effects. As noted by Wolfers

(2006), given the many determinants of firm performance and the fact that management decisions

may need time to take effect, tests based on firm-wide performance are hampered by a lack of

statistical power. Moreover, this body of research is naturally confined to the study of the very

top of the corporate hierarchy or very small firms.

We contribute to the literature by studying the productivity of a particular type of mid-

level managers in a large organization: men and women working as pastors in the Evangelical

Church in the Rhineland, Germany. In a novel dataset, we observe several measures of output

on the parish level, including church membership, mass attendance, and donations, as well as

the number of masses, volunteers, communions, baptisms and confirmations performed, all over

a 26-year time period. Since each parish is staffed with at most a few pastors (often just a single

one), this dataset offers a unique opportunity to study the performance of workers below the

top management tier.

Our identification strategy exploits pastors moving across parishes to isolate pastor gender

effects from parish effects. A natural concern with this strategy is that mobility may be endoge-

nous, for example, if women were allocated to struggling parishes more frequently than men.

However, an event study that shows no systematic differential trends outcomes for parishes

before a new male or female pastor moves in. Moreover, Cox proportional hazard estimations

indicate that, while women move across parishes more frequently than men, this correlation is

entirely explained by the type of service, as women are more likely to work part-time or still be in

training, which have shorter spell durations. These results give us comfort that our identifying
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assumption of exogenous mobility is valid.

After accounting for composition effects, we find no significant gender effects across a wide

range of outcomes, with one notable exception: female pastors raise approximately 7.5% fewer

donations than their male counterparts. This effect is highly statistically significant and appears

both for donations for the pastor’s own parish and for other causes. There is some suggestive

evidence that the effects are strongest for the youngest and oldest cohorts of pastors. Gender

effects appear strongest at the top of the distribution of donations, i.e. the most successful

male fundraisers outperform the most successful female fundraisers by a wider margin than at

the median. We think there are two – not mutually exclusive – possible explanations for our

findings: differences in skills or preferences between male and female pastors, or discrimination

against female pastors by parish members.

3.2 Institutional Setting and Data

We use administrative data from the Evangelical2 Church in the Rhineland (“EKIR”), the

second-largest regional protestant church in Germany with 2.6 million members as of 2015. Our

analysis combines several different datasets, all of which cover the time period from 1990 until

2015. Our principal dataset records all changes to a pastor job assignment on a daily basis. The

main possible assignment changes are entry into or exit from the clergy, a change of position, a

change in hours from full-time to part-time or vice versa, beginning or end of temporary leave, or

death. In all cases, the dataset contains an identifier for the pastor, identifiers for the outgoing

and incoming parish, and information on the positions that the pastor held before and after the

change. We also observe the pastor’s gender and year of birth.

We have supplemented our dataset of pastor transitions with a second dataset which records

each pastor’s parish on an annual basis. This second dataset allows us to identify those pastors

2Unlike the United States, where a multitude of protestant denominations exist side-by-side, German protes-
tantism is dominated by regional churches which comprise the vast majority of practicing protestants in their
respective territories. Theologically, these churches are mostly liberal; the term “evangelical” does not have the
same connotation of ideological rigidity in German as in English.
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who never experience any change in status during the entire 26-year period from 1990 until

2015. Additionally, we have used this supplementary dataset to correct apparent errors in the

our primary dataset, which result in contradictions between consecutive assignment changes.3

From these sources, we have constructed a monthly panel dataset that records each pastor’s

assignment over time.

Table 3.1: Descriptive statistics of the sample size.

Male Female Total

Number of pastors 3,042 1,374 4,417
Number of pastors who ever serve in a parish 2,474 1,085 3,559
Number of pastor-years in parishes 30,520 9,845 40,365

Number of parishes 939
Number of parish-years 20,841

Notes: Pastor-years and parish-years counted as of January each year.

Our dataset contains information on more than 4,400 pastors, although roughly one-fifth

of them never serve in a parish. The remaining 3,559 pastors account for 41,365 pastor-years

during which they serve in a parish, for an average of nearly 12 years per pastor. Women make

up just over 30% of pastors, but fewer than one quarter of pastor-years. The sample contains

939 unique parishes4 that account for 20,841 parish-years. The number of parish-years is only

half of the number of pastor-years, because it is not uncommon to staff parishes with two or

even more pastors.

Figures 3.1 and 3.2 depict the evolution of pastoral careers, separately for men and women.

After graduation from university, a pastoral career begins with the vicariate, a two-year period

of practical training. Towards the end of the vicariate, the candidates receive ordination, at

which point they are authorized to perform all functions of a pastor. Following the vicariate,

pastors enter another period of service while training (“Probedienst”), during which they work

3For example, if we observe a pastor going on leave in year T, but then observe the same pastor leaving a
parish from active service in year T+3, it must be the case that the pastor returned from leave to active service
in years T+1 or T+2, and the return failed to be recorded in the transition dataset. In these cases, we use the
supplementary dataset to infer whether the pastor returned from leave to active service in year T+1 or year T+2.

4For the case where two parishes merge to form a third, this figure counts all three parishes separately. If,
instead, all three parishes connected by a merge were counted as one single parish, the figure would come out to
756 unique parishes.
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Figure 3.1: Shares of male pastors by job category and month since ordination.

as a regular pastor, but receive continued supervision and mentoring. At the conclusion of their

training service, pastors may join regular church service. Both regular and training services

mostly take place in parishes, but there are exceptions, such as services in hospitals, prisons,

schools, or the church administration.

The assignment process of pastors to jobs is as follows. For the training service, pastors

are assigned placements by the central church administration. Upon completion of the training

service, pastors cannot generally stay on in the same parish, and will need to obtain another

position. There are two assignment mechanisms. Two-thirds of open positions are posted

publicly, and any ordained pastor from the EKIR may apply. The remaining third of positions

is assigned centrally by the church, taking into account the requirements of the particular job

and the qualifications and personal circumstances of the candidates. Once a pastor occupies

her first position after completing training service, she will be promoted into the rank of church

official, meaning, among other things, that she can no longer be fired except under extraordinary
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Figure 3.2: Shares of female pastors by job category and month since ordination.

circumstances. In principle, the pastor may keep her position for as long as she wishes, although

in recent years, the church has encouraged pastors to change jobs every 10 years or so.

A notable feature of figures 3.1 and 3.2 is the significant number of pastors who do not find

an open position after conclusion of their training service. We understand from conversations

with EKIR staff that there was a boom in the number of students who pursued divinity studies

in the 1980s, leading to a glut of newly trained pastors with no open positions available to them

in the early 1990s. In response, the church created term-limited “special service” assignments

outside of parishes, in order to place at least some of the newly trained pastors until they found

a permanent position. However, even this option was not available to all pastors, and many

pastors would be placed on leave indefinitely and eventually exit the clergy.

It is also remarkable that a non-negligible fraction of male pastors works part-time, whereas

part-time work is predominantly performed by women in the German general population. The

likely reason is that EKIR allows full-time positions to be split into two part-time positions,
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which is attractive to couples where both partners are pastors and wish to work in the same

parish. By contrast, very few male pastors ever go on parental leave.

Figure 3.3 displays some trends in the data. Church membership has declined steadily from

approximately 3.4 million members in 1990 to 2.6 million in 2015. As a consequence of declining

membership, EKIR has begun to merge parishes, a process that has accelerated in recent years;

the number of parishes has declined from 825 in 1990 to 731 in 2015. As the boom in divinity

studies from the 1980s has subsided and the demand for new pastors has tapered off, the number

of ordinations has declined precipitously, from a maximum of 171 ordinations in 1993 to just 13

in 2015. The result has been a decline in the total number of pastors from over 1,600 in the early

1990s to fewer than 1,300 in 2015. Correspondingly, the average age of pastors has increased

from 45 to 53 years between 1990 and 2015. Finally, and of particular interest for this paper,

the percentage of women among pastors was just 17% in 1990, as the church allowed the first

ordinations of women only in the 1970s. While the share of women has increased steadily over

time, women have remained the minority: in 2015, fewer than 40% of pastors were women.

In a final step, we have merged the data on individual pastors with a rich dataset of out-

comes at the parish level. Table 3.2 presents summary statistics for the most relevant outcomes

contained in the data. We observe the stock and flows of members in and out of the church

via baptisms, entries, exits, or deaths. As measures of activity in the parish, we observe the

number of confirmations, marriages, funerals, masses held, youth club meetings, and the number

of volunteers from the parish. Four times per year, the parishes are required to record church

attendance at the gates: at Christmas, Good Friday, the first sunday in Advent, and the first

sunday of Lent. The church has chosen the latter date because it is an ordinary Sunday, and the

church views attendance on this day as broadly representative of average attendance. We also

have measures of the amounts of donations raised, both for the own parish and for other causes.

Finally, we observe some outcomes specific to female members of the parish: the share of women

among all entries, exits, volunteers, and presbyters, an elected committee of parish members

that leads the parish. All data are available annually, with the exception of the fundraising
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Figure 3.3: Trends in church membership, parishes, and pastors, 1990–2015.

data, which are gathered biannually. The data are self-reported by the parishes, but there are

no rewards or penalties attached to performance, and in conversations, church officials have

expressed confidence that parishes would have no reason to strategically tamper with the data.

3.3 Pastor Mobility Across Parishes

Since our identification strategies will rely on mobility of pastors in and out of parishes to

distinguish pastor from parish effects, we begin with a descriptive analysis of the way pastors

move across parishes in our data. Table 3.3 displays some descriptive statistics of spells. While

we observe multiple spells for most pastors in our sample – the average number of spells per

pastor is 3.8 – fewer than half of these spells actually reflect service in a parish. Instead, a

large portion of spells represents leaves or service outside of parishes, e.g. in schools, prisons,

hospitals, or administrative positions. On average, a pastor in our dataset will hold just a single

regular full-time service position in a parish and serve just 1.09 parishes over the period under
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Table 3.2: Descriptive statistics for the parishes in our sample.

Mean SD Min Max

Number of parish members 4,164.83 3,176.93 142 32,604
Parish member exits 29.74 34.58 0 519
Adult parish member entries 9.05 9.46 0 139
Adult baptisms 2.83 3.84 0 121
Child baptisms 32.93 26.18 0 266
Confirmation candidates 36.89 29.48 0 1,115
Marriages 9.31 8.75 0 84
Funerals 49.47 40.03 0 351
Masses 166.51 102.07 32 1,055
Children’s masses 37.62 37.65 0 1,112
Youth club meetings 6.30 6.27 0 77
Volunteers 138.79 115.80 0 1,449
Attendance last Sunday in Lent 109.19 97.03 0 3,886
Children’s service attendance last Sunday in Lent 23.59 30.40 0 900
Attendance Good Friday 156.70 127.90 0 2,000
Attendance first Sunday in Advent 161.40 137.43 0 1,800
Attendance Christmas Eve 1,063.90 847.71 0 8,978
Funds raised for the parish, in 2010 Euros 5,295.69 5,342.54 0 99,712
Funds raised for other causes, in 2010 Euros 15,509.20 12,555.44 0 165,980
Female share of exits 0.44 0.17 0 1
Female share of entries 0.58 0.51 0 49
Share female volunteers 0.71 0.11 0 2
Share female presbyters 0.50 0.15 0 1

Notes: All monetary amounts in 2010 Euros. All observations recorded annually from 1990
until 2015, except eucharists, which were not recorded in 1992, and donations, which were
only recorded in even years.

study. In other words, the case of a pastor switching from one full-time position to another in

a different parish is relatively atypical.

Table 3.3 also reveals some interesting splits by gender. Women are much more likely to

shuttle between full- and part-time work and to go on parental leave (where they stay over twice

as long) compared to men. Perhaps surprisingly, women are also much more likely to go on

other types of leave and to serve outside of parishes. As a result, they have many more spells

– an average of 5.25 per pastor, as opposed to 3.14 for men. However, the number of parishes

in which men and women serve is nearly identical, at 1.08 for men and 1.12 for women. The

average spell duration for a full-time regular service in a parish is also much longer for men

(almost 3,000 days, or more than eight years) than women (1,767 days, or under five years).

These splits might reflect inherent gender differences in mobility, but to an extent they
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Table 3.3: Descriptive statistics for service spells.

Average number of spells Average spell duration in days
All Men Women All Men Women

Regular service in parish Full-time 1.00 1.06 0.84 2,655 2,968 1,767
Part-time 0.33 0.24 0.54 1,483 1,446 1,519

Training service in parish Full-time 0.50 0.37 0.80 570 600 538
Part-time 0.01 0.01 0.03 368 328 391

Other service outside of parish 1.28 0.98 1.96 1,252 1,494 980
Parental leave 0.13 0.06 0.28 544 311 647
Other leave 0.54 0.43 0.79 2,655 2,778 2,506

All spells 3.79 3.14 5.25 1,724 2,037 1,304
All spells in parishes 1.84 1.68 2.21 1,861 2,223 1,244

Total number of parishes served 1.09 1.08 1.12

might also be simply an artifact of sample selection. As noted above, the percentage of female

pastors increases over time, so women are more highly represented among younger cohorts.

Since mobility is more common early in a pastor’s career, when they are likely to move at

the conclusion of their training service or because they may have accepted temporary special

assignments, a simple comparison by gender will necessarily be skewed towards showing higher

mobility for women. Similarly, women are better represented in the later years of our sample;

as noted earlier, the church has recently begun to encourage pastors to move across parishes at

the time. Finally, the left- and right-censoring of our data distorts simple average comparisons

of spell durations.

We have investigated this issue further by fitting some simple Cox proportional hazard models

to the data. Table 3.4 displays the estimated hazard ratios. Column (1) confirms the greater

mobility of women in the sample: across all types of spells, female pastors have a hazard rate

that is approximately 33% higher than that of men. For column (2), we have added control

variables for the pastor’s age decile at the start of the spell. While there are sizable effects of

age on mobility – the estimated relationship is U-shaped, with mobility first declining and then

increasing with age – the estimated hazard ratio for pastor gender is practically unchanged. The

same goes for column (3), where we control for cohort effects by adding a fixed effect for the

five-year window in which the spell started. Even though mobility appears to increase gradually
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over time, controlling for cohort effects does not materially affect the estimated hazard ratio

for female versus male pastors. By contrast, when we control for spell type in column (4), the

hazard ratio for female pastors falls to near one. Part-time spells, parental and other leaves have

much higher hazard ratios than other types of spells, and as we saw in table 3.3, these are also

the kind of spells in which women are overrepresented.

Columns (5) through (8) of table 3.4 restrict the sample to only those spells where a pastor

serves in a parish, which are the main interest of this paper. The main findings are the same as

in columns (1) through (4), but the contrast between the unconditional hazard ratio for gender,

which now stands at 1.45, and the hazard ratio of only 1.10 after controlling for spell type, is

stronger still. It is also worth noting that the hazard ratio is no longer statistically significantly

different from 1 once we control for spell type. Therefore, the seemingly greater mobility of

female pastors is almost entirely explained by the fact that they select into certain positions,

such as part-time positions, that are characterized by shorter spell durations generally. After

controlling for position, the gender differences in the frequency of mobility largely disappear.
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Table 3.4: Results of Cox proportional hazard estimations for service spell duration.

All spells Services in parishes only
(1) (2) (3) (4) (5) (6) (7) (8)

Female 1.33 1.29 1.31 1.11 1.45 1.45 1.39 1.10
[1.26,1.41] [1.21,1.36] [1.24,1.39] [1.05,1.18] [1.31,1.61] [1.31,1.61] [1.26,1.53] [0.99,1.22]

Age at start 30-39 1.15 1.33
[0.95,1.40] [0.98,1.81]

Age at start 40-49 0.76 1.08
[0.62,0.93] [0.79,1.48]

Age at start 50-59 0.69 1.30
[0.56,0.86] [0.93,1.81]

Age at start 60+ 1.12 1.35
[0.76,1.63] [0.65,2.83]

Spell starts 1996-2000 1.19 1.28
[1.09,1.29] [1.12,1.47]

Spell starts 2001-2005 1.14 1.33
[1.05,1.24] [1.16,1.53]

Spell starts 2006-2010 1.29 2.15
[1.81,1.42] [1.83,2.52]

Spell starts 2011-2016 1.31 1.62
[1.17,1.47] [1.35,1.94]

Regular service in parish, part-time 8.15 11.00
[7.28,9.13] [9.31,12.98]

Training service in parish, full-time 1.02 1.94
[0.93,1.13] [1.74,2.15]

Training service in parish, part-time 6.50 12.83
[5.69,7.42] [9.57,17.19]

Other service outside of parish 1.81
[1.65,1.98]

Parental leave 9.21
[7.27,11.65]

Other leave 2.43
[2.25,2.63]

Number of observations 8,413 8,413 8,413 8,413 2,927 2,927 2,927 2,927
Number of failures 5,729 5,729 5,729 5,729 1,922 1,922 1,922 1,922

Notes: Table displays hazard ratios. 95% confidence intervals in brackets. Standard errors clustered by pastor.
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We have also explored whether there are gender differences not only in the frequency of

mobility, but also in the kinds of parishes that pastors select into. A first piece of evidence is

table 3.5, which shows the number of pastors per parish. The table shows, first, that parishes

are frequently staffed with multiple pastors: even among regular-service, full-time positions,

fewer than one-fourth of pastors work in a parish by themselves. Second, women tend to select

into larger parishes with more colleagues, a finding that holds true across types of positions.

For example, for pastors in regular-service, full-time positions, women have 2.7 colleagues on

average, compared to just 2.4 colleagues for men. Interestingly, this pattern already begins

during training service, where female pastors are somewhat more likely to select into parishes

where they have three or more colleagues, and less likely to have zero or one colleague.

Table 3.5: Number of colleagues per pastor

Regular service, full-time Regular service, part-time Training service
Number of colleagues Men Women Men Women Men Women

0 23.5% 15.1% 10.3% 4.7% 3.3% 2.7%
1 25.1% 23.9% 32.4% 32.8% 31.9% 26.4%
2 20.0% 23.8% 21.1% 20.4% 23.2% 23.7%
3 12.7% 14.7% 13.3% 14.9% 15.9% 17.7%
4 7.3% 8.1% 7.9% 9.0% 8.9% 11.9%
5+ 11.4% 14.3% 15.0% 18.1% 16.7% 17.6%

Average 2.1 2.4 2.4 2.7 2.8 2.9

Notes: Unit of observation is a pastor-year. Number of colleagues as of January in a given year.

As we show in table 3.6, the finding that women tend to select into larger parishes extends to

some other dimensions, but not others. A female pastor works in a parish that has, on average,

400 more members, which is a sizable difference. However, turning to outcomes, the picture is

far more muddled. Female pastors perform more confirmations, funerals and services, as well

as bringing in more donations. However, there is no significant difference in baptisms, and the

number of marriages and attendance is actually lower for parishes served by female pastors

compared to male pastors, despite the larger size of those parishes. We will explore the question

to which extent these discrepancies reflect differences in productivity or selection more fully in

the following section.
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Table 3.6: Average characteristics of parishes by pastor gender

Women Men All

Parish members 6,325.1 5,989.1 6,070.9*
(4,547.7) (4,533.6) (4,539.2)

Child baptisms 47.0 46.7 46.8
(35.6) (36.5) 36.3)

Confirmations 52.2 49.5 50.2*
(38.2) (36.4) (36.8)

Marriages 12.3 13.1 12.9*
(10.6) (11.7) (11.4)

Funerals 74.2 71.0 71.8*
(51.8) (53.4) (53.0)

Attendance last Sunday in lent 141.3 147.2 145.8*
(119.1) (130.7) (128.0)

Services 222.3 216.3 217.7*
(135.6) (137.8) (137.3)

Total donations, in Euro 25,002.7 24,408.2 24,551.9
(18,773.9) (18,950.5) (18,909.3)

Number of observations 9,845 30,520 40,365

Notes: Unit of observation is a pastor-year. Standard deviations in
parentheses. * indicates that the difference between genders is signif-
icant at the 95% level.

One concern with any identification strategy that relies on parish fixed effects is that men

and women might select into parishes with different pre-existing trends. To investigate this

possibility, we have conducted a simple event study, whose results we show in figure 3.4. Each

marker shows, separately for male and female pastors, average outcomes from two years before

until two years after the pastor has entered the parish. If male and female pastors systematically

selected into parishes with different pre-existing trends, the slopes of the red and blue lines would

be different, at least until year zero. However, this is not what we observe – the two lines generally

run in parallel. One notable exception, for which we do not have a satisfactory explanation, is an

unusual spike in church attendance during the year before a male pastor moves in. Investigation

of the data confirmed that this is a general phenomenon in most years and not driven by a few

outliers. However, since relative attendance two years before a move is quite similar for men and

women, we find it implausible that this one-time event should constitute a general differential

trend by gender.

In conclusion, there is some evidence that men and women systematically sort into differ-
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Figure 3.4: Event study of average outcomes before and after pastor entry.
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ent kinds of parishes, which indicates that it will be important to control for selection biases.

However, there is no strong evidence that the parishes men and women select into have different

pre-existing time trends, which supports the use of linear models with parish fixed effects.

3.4 Estimations of gender differentials in productivity

For our baseline estimations, we restrict the dataset to the set of parishes served by just a single

pastor at a given time. We rely on the following specification:

yit = β0 + β1Γit + β2Xit + αi + δt + ϵit. (3.1)

Here, yit is the outcome of interest at parish i and time t. β1 is the parameter of interest and

measures the effect of Γit, a dummy variable indicating wthether the pastor in parish i at time

t is female. As control variables Xit, we include pastor age and the number of parish members

along with its square. The model includes a full set of parish-fixed effects αi and year-fixed

effects δt.

The top panel of table 3.7 displays the results of estimating versions of equation (3.1) for

various outcome variables. Each cell in the table reports the estimated regression coefficient

on the dummy variable for a female pastor. Column (1) contains specifications without any

control variables, and is meant mostly to illustrate whether male and female pastors select into

different kinds of parishes. The results are somewhat uneven and do not provide strong evidence

of differential selection by female pastors. In particular, while we had seen earlier in table 3.5

that women tend to select into larger parishes staffed with more pastors, there is no consistent

pattern of women serving in larger or more active parishes once we restrict our sample to parishes

served by just a single pastor, as we do in table 3.7.

The most striking result in table 3.7 is the negative effect of female pastor gender on dona-

tions, both for the own parish and for other causes. The fact that this effect appears for two

different measures of donations is notable, as is the remarkable size and statistical significance
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of the effect.5 If we recall from table 3.6 that the average annual size of donations is on the

order of €5,300 for one’s own parish and €15,500 for other causes, the coefficient estimates of

389 and 1,167, respectively, imply that women raise approximately 7.5% fewer donations than

men, on average.

Given the large number of outcomes available in our data, we were concerned that studying

each of them individually might obscure some patterns in the data. Therefore, in the bottom

panel of table 3.7, we have tested several further hypotheses. First, we have pooled all obser-

vations of our attendance variables, as one might reasonably expect that pastors who fail to

attract attendance at their services would do so every Sunday of the year. Again, however, we

find no notable average difference between male and female pastors. Second, we have summed

up all donations in a given year, and the results only confirm the effects we observed when we

studied both measures of donations individually. In the final row, we have aggregated all out-

comes from table 3.7, excluding membership and the female shares of exits, entries, volunteers

and presbyters, which are not, strictly speaking, measures of performance. To make all variables

comparable, we have converted them into z-scores, so that a value of 100 means that the value

is 1 standard deviation above the mean.6 While results are now statistically significant, they

are also very small: on average across all outcomes, female pastors perform worse by a mere 3%

of a standard deviation, which, for practical purposes, is essentially identical to zero.

We have repeated our baseline estimation for the larger sample of all parishes, including

those with more than one pastor. To form the variables for pastor gender and age, we have

taken averages across all pastors serving in a given parish, with pastors in part-time positions

receiving half of the weight of their full-time counterparts. While one might expect that the

resulting larger sample size will yield more powerful tests, a drawback of including larger parishes

is that it is not clear that effects are linear. For example, if two pastors share duties in a parish,

5We do not wish to overstate the finding that our results are statistically significant, because our confidence
intervals are not adjusted for the multiple testing problem (Romano, Shaikh, and Wolf, 2010). We have not yet
found a suitable correction for this problem, because the clustered structure of our standard errors, coupled with
the fact that one would ideally wish to test for joint significance of both specifications with donations as outcome
variables, make ours a nonstandard problem that is not easily addressed with existing software packages.

6Since fewer exits indicate better performance, we first multiplied exits by -1.
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one of whom likes working with children but the other does not, we might expect them to split

responsibilities so that all children’s services are held by the pastor who enjoys doing them. In

this case, the number of children’s services would be determined only by one pastor, rather than

some average of what each pastor would offer if they were in a parish by themselves. This effect

is why we prefer the baseline specification with just a single pastor per parish, which offers a

sharper test of our hypothesis of gender-specific effects on outcomes.

Nevertheless, we regard the results of the estimations on the full sample, which we present in

table 3.8, as quite interesting. Column (1), which again contains the results for the specification

without any control variables, shows significant differences in selection by gender now that the

larger parishes are taken into account. Women select into much larger parishes than men –

on average, a parish staffed only with female pastors will have about 820 more members than

one staffed entirely with male pastors. Unsurprisingly, these larger parishes also have both

more entries and more exits, and more activities along many dimensions, including baptisms,

confirmation candidates, funerals (but not weddings), the number of volunteers, and church

attendance, at least on Christmas Eve. However, only the amount of funds raised for the own

parish is, on average, larger for parishes staffed with more female pastors, while the opposite is

true for funds for other causes. Neither estimate is statistically significant. Finally, we observe

that parishes served by a larger share of female pastors also have more female presbyters. While

this finding is interesting on its face, the estimated relationship is quite weak, with a parish

served exclusively by female pastors having an average of 4% more female presbyters than one

served exclusively by male pastors. Further, the relationship need not be causal, and even if it

is, it is not clear in which direction the causality runs: female pastors may serve as a role model

and enable women to successfully run for a position as presbyter, or female presbyters may be

more likely to select female pastors for job openings.

Column (2) displays the results for the full specification including all control variables. Not a

single regression coefficient comes out as significant on the 5% level – not even the z-score, which

pools observations across outcomes and relies on an estimation with over 300,000 observations.
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Perhaps most importantly, the coefficients on both donation variables are negative, but neither

is statistically significant and, at -268 and -530, the coefficients come in at 31% and 55% smaller

than the respective coefficients from the baseline specification. We regard this difference as

evidence that the full sample just does not offer such a sharp test as the sample of parishes

served by just a single pastor.

In light of the stark contrast between the estimations with and without control variables in

the full sample, we have explored in a bit more detail which control variables are responsible for

the disappearing effects on the gender variable. Therefore, in table 3.9, we present the results

from the Gelbach (2016) decomposition, which apportions the change in regression coefficients

on the gender dummy to the various control variables added between columns (1) and (2) of

table 3.7. For example, the last row of table 3.9 shows that, in the regressions with the z-score

of all outcomes as the dependent variable, the baseline coefficient without control variables is

7.05 and the coefficient on the full specification with control variables is -1.26. The difference of

8.31 is more than entirely accounted for by the addition of parish size controls, and somewhat

diminished by the addition of the full set of parish fixed effects. In other words, the fact

that female pastors select into particularly large parishes fully explains why, in the regression

without control variables, they appear to have better performances than male pastors; in fact,

the parishes they select into have actually somewhat worse outcomes conditional on their size.

The finding that the difference between the unconditional and the conditional gender effect is

due to differences in parish size, and is somewhat mitigated by the full set of parish fixed effects

repeats itself multiple times throughout table 3.9. However, it is not universal: for example, in

the case of the number of volunteers, the addition of year and parish fixed effects is about twice

as important as the parish size effects to account for the reduction of the regression coefficient

on the gender effect.
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Table 3.7: Baseline regression results of the female pastor dummy, single-pastor parishes

Dependent variable (1) (2) Observations

Number of parish members, in ’000 0.13 0.03 7,339
(0.10) (0.03)

Parish member exits 1.21 0.53 7,337
(0.85) (0.52)

Adult parish member entries 0.36 0.00 7,337
(0.41) (0.68)

Adult baptisms 0.24 0.44 7,337
(0.27) (0.62)

Child baptisms -0.17 -0.72 7,337
(0.84) (0.61)

Confirmation candidates 0.99 -0.59 7,337
(1.00) (0.53)

Marriages -0.44 -0.62** 7,337
(0.35) (0.30)

Funerals 1.31 0.16 7,337
(1.24) (0.49)

Masses 1.05 -0.26 7,337
(4.75) (3.04)

Children’s masses -5.34*** 0.62 7,337
(1.88) (2.32)

Youth club meetings -0.16 0.44* 7,337
(0.31) (0.27)

Volunteers 5.44 0.86 7,337
(4.93) (3.22)

Log attendance first Sunday in lent -0.05 0.02 7,260
(0.04) (0.04)

Log attendance first Sunday in lent (children) -0.08 -0.05 6,264
(0.06) (0.08)

Log attendance Good Friday -0.09* -0.07* 7,331
(0.05) (0.04)

Log attendance Advent -0.10** -0.04 7,230
(0.05) (0.04)

Log attendance Christmas Eve 0.02 -0.03 7,322
(0.05) (0.03)

Funds raised for the parish, in 2010 Euros -210.39 -388.97** 3,648
(262.45) (194.07)

Funds raised for other causes, in 2010 Euros -1,131.65** -1,167.48** 3,648
(528.06) (534.24)

Female share of exits 0.02* -0.00 6,986
(0.01) (0.02)

Female share of entries -0.01 -0.05** 6,302
(0.01) (0.02)

Share female volunteers 0.01 -0.00 7,330
(0.01) (0.01)

Share female presbyters 0.02 0.00 7,316
(0.01) (0.02)

Log attendance combined -0.05 -0.04 29,421
(0.04) (0.02)

Funds raised, in 2010 Euros -1,342** -1,556.44* 3,648
(664.11) (536.64)

All outcome variables -3.96** -3.21** 123,794
(1.69) (1.59)

Parish size controls Yes
Pastor age controls Yes
Month-by-year fixed effects Yes
Parish fixed effects Yes

Notes: [1] Each cell reports the result of a dummy on pastor gender. [2] No parish size controls in the
regressions where number of parish members is the dependent variable. [3] Parish size controls are the
number of parish members and number of parish members squared. [4] Standard errors clustered by parish
or, in the case of regressions with Z-scores as the dependent variable, by parish and year.
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Table 3.8: Baseline regression results of the female pastor dummy, all parishes

Dependent variable (1) (2) Observations

Number of parish members, in ’000 0.82*** 0.00 18,127
(0.26) (0.05)

Parish member exits 7.01*** -0.10 18,123
(2.41) (0.60)

Adult parish member entries 2.28*** -0.02 18,123
(0.68) (0.34)

Adult baptisms 0.58** 0.06 18,123
(0.25) (0.26)

Child baptisms 2.45 -0.18 18,123
(1.88) (0.58)

Confirmation candidates 5.48** -0.48 18,121
(2.18) (0.50)

Marriages -0.64 -0.41 18,123
(0.52) (0.28)

Funerals 9.48*** 0.36 18,123
(3.06) (0.61)

Masses 17.70** 0.43 18,122
(7.66) (2.91)

Children’s masses -6.82*** 1.13 18,123
(2.16) (1.75)

Youth club meetings 0.77* 0.32 18,123
(0.43) (0.23)

Volunteers 35.01*** 0.58 18,123
(9.02) (4.13)

Log attendance first Sunday in lent -0.01 -0.01 18,025
(0.05) (0.03)

Log attendance first Sunday in lent (children) 0.03 0.01 16,144
(0.05) (0.05)

Log attendance Good Friday -0.05 -0.03 18,113
(0.05) (0.02)

Log attendance Advent 0.02 -0.02 17,973
(0.06) (0.03)

Log attendance Christmas Eve 0.14** -0.02 18,099
(0.06) (0.02)

Funds raised for the parish, in 2010 Euros 520.08 -267.66 9,054
(377.67) (213.12)

Funds raised for other causes, in 2010 Euros -387.59 -530.33 9,054
(913.72) (360.84)

Female share of exits 0.03*** 0.00 17,712
(0.01) (0.01)

Female share of entries -0.01 -0.03 16,888
(0.01) (0.02)

Share female volunteers 0.02*** 0.01 18,110
(0.01) (0.01)

Share female presbyters 0.04*** 0.02* 18,077
(0.01) (0.01)

Log attendance combined 0.03 -0.02 72,326
(0.05) (0.02)

Funds raised, in 2010 Euros 132.49 -797.98* 9,054
(1,199.83) (410.12)

All outcome variables 7.06*** -1.26* 306,053
(1.69) (1.59)

Parish size controls Yes
Pastor age controls Yes
Month-by-year fixed effects Yes
Parish fixed effects Yes

Notes: [1] Each cell reports the result of a dummy on pastor gender. [2] No parish size controls in the
regressions where number of parish members is the dependent variable. [3] Parish size controls are
the number of parish members and number of parish members squared. [4] Standard errors clustered
by parish or, in the case of regressions with Z-scores as the dependent variable, by parish and year.
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Table 3.9: Results of the Gelbach (2016) decomposition, single-pastor parishes

Baseline coefficient Decomposition Full-specification coeffcient
Age Parish size Year dummies Parish dummies

Number of parish members, in ’000 1.2843 .0009 .04166 -.14423 .02677
Parish member exits 1.20871 -.02668 -.8107 -.06788 .22207 .52552
Adult parish member entries .36231 -.03488 -.31433 -.30779 .29621 .00152
Adult baptisms .24269 -.01122 -.12797 -.0766 .41389 .44079
Child baptisms -.16861 -.04486 -.90026 1.00614 -.61475 -.72234
Confirmation candidates .99473 -.00095 -1.03999 -.07346 -.46676 -.58644
Marriages -.43803 -.0048 -.28168 .47612 -.37518 -.62356
Funerals 1.30991 .02095 -.74922 .28996 -.71094 .16067
Masses 1.04701 -.12184 -1.44159 1.55953 -1.30383 -.26072
Children’s masses -5.33996 .08573 -.09337 3.89963 2.07204 .62406
Youth club meetings -.1648 .00985 -.10882 .15904 .54643 .4417
Volunteers 5.43743 -.31158 -1.80232 -6.04768 3.58126 .85711
Log attendance first Sunday in lent -.04861 -.00518 -.0224 .03999 .05865 .02246
Log attendance first Sunday in lent (children) -.07636 .00148 -.01917 .01636 .02739 -.05031
Log attendance Good Friday -.08595 -.00054 -.01111 .05184 -.02183 -.06759
Log attendance Advent -.09598 -.00727 -.02175 .02641 .06266 -.03493
Log attendance Christmas Eve .02189 -.00288 -.02557 -.00515 -.01927 -.03098
Funds raised for the parish, in 2010 Euros -210.394 -25.9303 -64.3564 134.901 46.6168 -388.965
Funds raised for other causes, in 2010 Euros -1,131.7 -33.8058 -313.035 151.684 159.33 -1,167.5
Female share of exits .0159 -.00049 -.00072 -.01397 -.00381 -.00309
Female share of entries -.01247 -.00078 -.00192 .00458 -.03732 -.04791
Share female volunteers .00539 -.00035 -.00202 -.00494 .00139 -.00053
Share female presbyters .01697 .00048 .00014 -.02195 .00638 .00202

Log attendance combined -.05304 -.0042 -.01449 .01582 .01859 -.03732
Funds raised, in 2010 Euros -1,342 -59.7361 -377.392 16.7834 205.947 -1,556.4
All outcome variables -3.95983 -.41963 -3.9525 2.26521 2.86002 -3.20673
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Returning to our baseline specification and the finding of significant gender effects of dona-

tions, we have conducted two more tests to explore possible heterogeneities behind this result.

In the first, we have sorted pastors into ten-year age cohorts and interacted the resulting cohort

dummies with the gender dummy. The results, displayed in table 3.10, indicate that the effect

varies with age in a U-shape. The estimated effects are strongest in the age 30-39 and 60-69

cohorts, where the difference between men and women in terms of total donations amounts to

more than €3,000 on average. By contrast, results are smallest for the age 40-49 cohort, where

female pastors even raise more donations for their own parishes than their male counterparts,

although the results are not statistically significant.

Table 3.10: Regression results with separate effects by age, single-pastor parishes

(1) Donations for (2) Donations for (3) Total donations
own parish other causes

Men, aged 20-29 Baseline group
Men, aged 30-39 559. 35 1,518.90 2,078.25*

(481.80) (1,054.09) (1,191.83)
Men, aged 40-49 59.61 333.98 393.59

(180.89) (386.85) (368.24)
Men, aged 50-59 33.49 245.57 279.06

(509.32) (347.68) (750.27)
Men, aged 60-69 23.45 256.70 280.15

(209.26) (390.44) (381.91)
Women, aged 30-39 -245.06 -680.62*** -925.68***

(329.30) (220.43) (255.72)
Women, aged 40-49 346.18 -99.03 247.15

(248.43) (573.84) (682.80)
Women, aged 50-59 -464.17 -604.40 -1,068.58

(365.09) (630.65) (895.08)
Women, aged 60-69 -607.80 -2,424.78*** -3,032.58**

(826.64) (897.34) (1,222.30)

Number of observations 3,648 3,648 3,648

Parish size controls Yes Yes Yes
Pastor age controls Yes Yes Yes
Month-by-year fixed effects Yes Yes Yes
Parish fixed effects Yes Yes Yes

Notes: Standard errors clustered by parish.

Finally, we have investigated whether gender effects are heterogeneous across the distribution

of the donation variables. To this end, we have estimated the unconditional fixed effects quantile

regression estimator developed by Powell (2020). The results, shown in table 3.11, indicate that

results are largest at the upper end of the donation distribution, especially for donations for
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causes other than one’s own parish. In other words, there is a sizable observed difference between

the most successful male fundraisers versus the most successful female fundraisers, whereas the

median female fundraiser is nearly as effective as the median male fundraiser.

Table 3.11: Unconditional quantile regression results of gender effects on donations

(1) Donations for (2) Donations for (3) Total donations
Quantile own parish other causes

10 3.24 -362.42 -713.12
(196.87) (388.47) (471.26)

25 -13.06 -555.24 -1,168.46***
(239.95) (385.98) (451.75)

50 -136.16 -465.97 -471.41
(354.17) 433.04) (441.74)

75 -274.15 -983.34 -1,272.56**
(504.60) (618.15) (647.05)

90 -285.03 -1,507.43 -3,418.82**
(554.15) (1,104.09) (1,338.83)

Number of observations 3,648 3,648 3,648

Parish size controls Yes Yes Yes
Pastor age controls Yes Yes Yes
Month-by-year fixed effects Yes Yes Yes
Parish fixed effects Yes Yes Yes

3.5 Discussion

In this paper, we have estimated the effects of female leadership for a sample of pastors across

a wide range of outcomes. While we are unable to detect any meaningful differences between

parishes led by male or female pastors across a wide range of outcomes, one result stands out:

parishes led by female pastors raise about 7.5% fewer donations for both the own parish and

other causes, on average. These results are sizable and seem to be concentrated among the

youngest and oldest cohorts, as well as at the top of the distribution of fundraisers.

In our view, there are two – not mutually exclusive – possible explanations for these results.

The first is that the distribution of skills or preferences is different between men and women,

such that fewer women dedicate themselves towards becoming excellent fundraisers. It is well

possible that these women choose instead to specialize in other areas which, despite the wide

range of outcomes in our dataset, we have been unable to quantify. The second explanation is
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that, on average, female pastors try just as hard to raise donations as their male counterparts,

but that they are less successful because their parishes discriminate against them. Indeed, such

an explanation would be consistent with Perry (2013), who has documented a similar mechanism

using qualitative data in the context of evangelical churches in the United States.
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Chapter 4

Apprenticeship Training in

Heterogeneous Firms1

4.1 Introduction

As the wages of lower-educated workers have stagnated in many countries, firm-based apprentice-

ship trainings, which are common in Germany, Austria and Switzerland, have received increasing

attention. Over the course of an apprenticeship, which typically lasts three years, apprentices

work in training firms part-time while attending vocational school, culminating in a standardized

examination and a certificate. Apprenticeships exist in a wide range of medium-skilled occu-

pations as diverse as shop manager, hairdresser, laboratory assistant, or paralegal. In the US

and the UK, adopting and expanding continental European-style apprenticeship programs has

featured prominently as a possible avenue for improving the labor market prospects for workers

without tertiary education.2 In Germany and Austria, the arrival of large numbers of refugees

1This chapter is joint work with Andrea Weber, Department of Economics and Business, Central European
University, Quellenstraße 51, 1100 Vienna, Austria. webera@ceu.edu.

2For instance, in April of 2016, the Obama administration announced a plan to invest $90 million into expansion
of firm-based apprenticeships in the United States. Likewise, the British government released a plan to increase
the quality and quantity of apprentices, explicitly pointing to Germany and Austria and models. See White House
(2016) and Department for Business and Skills (2015).

72



with few formal qualifications has renewed interest in firm-based training programs in order to

integrate these individuals into the labor market.3

From a theoretical standpoint, two features of apprenticeships have piqued the interest of

labor economists. First, with its emphasis on vocational school attendance and the standard-

ized final examination, the skills conferred during an apprenticeship are quite general, rather

than firm-specific (Acemoglu and Pischke, 1998). Second, a series of studies have estimated

that running apprenticeship programs costs firms thousands of Euros per apprentice and year,

after accounting for training wages and other expenses as well as the production provided by

apprentices (Bardeleben, Beicht, and Fehér, 1995; Beicht and Walden, 2002). Together, these

two features present something of a puzzle: in a perfectly competitive world, the worker would

earn her marginal product at every firm, and no firm would be able to recoup its training costs.

Hence, in equilibrium, no firm provides general training (Becker, 1964). A number of articles

have therefore appealed to market imperfections to justify why workers receive general training,

ranging from search frictions (Acemoglu, 1997) to adverse selection caused by unobserved worker

ability (Acemoglu and Pischke, 1998; Autor, 2001) to a firm’s inability to observe worker effort

(Loewenstein and Spletzer, 1998; Acemoglu and Pischke, 1999) to wage compression caused

by the presence of unions (Dustmann and Schönberg, 2009) or minimum wages (Acemoglu

and Pischke, 2003) to complementarities between firm- and worker-specific skills (Kessler and

Lülfesmann, 2006). These papers share an assumption that firms are homogeneous: if it is

advantageous for one firm to train apprentices, it should pay off for all them to do so.

However, it is now very well documented that firms are very heterogeneous across many

dimensions, notably their productivity; see, e.g., Syverson (2011). It is natural to ask whether

this heterogeneity impacts firms’ decisions about training: do higher-productivity firms offer

more or fewer training opportunities? Do they retain more workers after the completion of

training? Do they invest more into their employees’ training? To answer these questions, we

3For example, the German government formed the “Alliance for Initial and Further Training”, which explic-
itly sought to improve the opportunities for young migrants to enter vocational training (Allianz für Aus- und
Weiterbildung, 2014).
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present a simple theoretical model in which heterogeneous firms offer apprenticeships that serve

a dual purpose: they impart human capital onto the worker, and they allow the worker-firm

pair to learn about the quality of their match. If the match turns out to be of sufficiently high

quality, the worker-firm pair will retain it and split the surplus it generates. The prospect of

enjoying the proceeds from such a surplus, in turn, is what motivates firms to provide training

in the first place.

Our model predicts that, more productive firms will, on average, be better able to take

advantages of good matches and will achieve bigger surpluses after training. These firms are

therefore more sensitive to match quality and will be less likely to retain a worker with whom the

match is mediocre; anticipating this, the more productive firms will run smaller apprenticeship

programs. However, the expected surplus from a good match is larger at more productive firms,

and workers can use this fact to bargain for more training. In sum, more productive firms train

fewer apprentices, but they train them more intensively.

We then test some of these predictions using administrative data on the universe of Austrian

private-sector apprenticeships over a 40-year period. Our empirical analysis supports the pre-

dictions that surviving matches are of higher quality and that more productive firms run smaller

apprenticeship programs.

4.2 A Simple Theoretical Model

The following section presents an illustrative three-stage model of apprenticeships in order to

guide our thoughts on how and why firms might pursue different strategies when it comes to

apprenticeship training. Three features of the model serve as our point of departure: first, as

argued forcefully by the previous literature, notably Acemoglu and Pischke (1999), the content

of apprenticeship training is mostly general. Second, given that apprenticeships last a long

time — typically three, sometimes as much as four years — and that most apprentices are

very young when they enter (usually, between 16 and 20 years old), an apprenticeship is an
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opportunity for the firm to learn which skills the apprentice has and how well they fit with the

skill requirements of the firm. Third, firms are heterogeneous in productivity, a crucial feature

of today’s economies. For example, Syverson (2004) demonstrates that, for US manufacturing

firms, a firm at the 90th percentile of the productivity distribution is twice as productive as a

firm at the 10th percentile, even within narrowly defined industries.

The model features firms and workers; everyone is risk-neutral and there is no discounting.

All workers are ex ante identical, while firms have either high productivity γ1 or low productivity

γ0. In the first stage, each firm learns its type γ and the number of vacancies V ∈ Z+ that it

will have to fill during the coming stage. The firm then decides upon the number of apprentices

M ∈ Z+ which it wishes to train. We assume that there is a sufficiently large number of potential

apprentices available so that each firm can hire as many apprentices as it likes, and relegate the

details of how workers and firms meet to appendix 4.C.

In the second stage, training takes place. During training, the workers produce zero output

(a normalization) and accumulate a level of human capital H determined by Nash bargaining

between worker and firm, where the firm’s bargaining weight is given by β. The firm must pay

a cost of training c(M,H); for simplicity, we specify the functional form c(M,H) =M(ϵ+H2),

where ϵ is a small number.4 Finally, each worker-firm pair learns about the quality of their

match µ, which is drawn from a distribution F (µ) over the interval [µmin, µmax] with expected

value µ̄ and density f(µ). Having learned their match quality, the worker-firm pair can decide to

either retain the match or separate. A worker who has separated from his training firm enters a

perfectly competitive labor market populated by high-productivity firms. Should a firm retain

fewer trained workers than it has vacancies available, the firm pays a cost b for each vacancy,

and the vacancy remains unfilled.5

4The exact functional form is by no means essential, but the chosen form simplifies some expressions and
conveys the basic intuition. More generally, c(·) should be weakly concave in M and strictly convex in H, with
the marginal costs of acquiring human capital H starting at zero and then increasing. The purpose of ϵ is to rule
out a strategy where the firm trains an infinite number of apprentices at zero costs, while the worker accumulates
no human capital at all.

5One could try to flesh out this secondary labor market in more detail, by letting both low- and high-
productivity firms fill their vacancies there. The presence of heterogeneous firms would require some labor market
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In the third period, the firm and all retained workers agree upon a wage and production

takes place.6 Workers who are still with their training firm will produce H +µγ, while a worker

who leaves for a high-productivity firm on the outside market will earn her expected marginal

product H + µ̄γ1. For the results below to hold, it is important that match quality µ and

firm productivity γ are complements, such that the most productive firms are best able to

take advantage of the best matches, and the multiplicative structure captures this in a simple

way. The surplus that a retained worker and a training firm have available from continuing the

employment relationship is therefore µγ − µ̄γ1 + b, and it is split according to Nash bargaining.

Again, the firm’s bargaining weight is β. Thus, the worker’s wage is

w = H + β(µ̄γ1) + (1− β)(µγ + b). (4.1)

First, we are interested in the number of apprenticesM which the firm trains initially. If the

firm decides to train fewer than or equal to V apprentices, it will retain each trained worker who

does not want to leave for the secondary market, which requires a match that turns out to be

larger than µ∗ ≡ µ̄γ1−b
γ . The firm’s maximization problem to decide upon the optimal number

of apprentices in this case is

max
M

MP (µ ≥ µ∗)β (E [µ|µ ≥ µ∗]− µ∗)− c (M,H)

subject to 0 ≤M ≤ V.

In words, the firm weighs the possibility that a worker might form a good enough match that they

will choose to stay post-apprenticeship, and the benefits that the firm will derive from retaining

the worker, against the costs of training. Having already decided to train M apprentices, the

imperfection – otherwise, no worker would choose to join a low-productivity firm – and the secondary market
would become quite complicated. Since this is not our focus, we choose to stick with the simplest possible set-up.

6Notice that the firm has already let go of the all workers except for the ones with the V highest values of
µ, provided they want to stay. This means that it cannot use the threat of hiring the less productive workers to
improve its bargaining position in the wage negotiations — the firm’s outside option is to pay b and leave the
vacancy unfilled entirely.
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net expected benefit of hiring an additional apprentice is

S(V,M) = P (µ ≥ µ∗)β (E [µ|µ ≥ µ∗]− µ∗)−H2 − ϵ.

As we will see below (see footnote 8), the optimal amount of human capital H does not change

with M , so long as M < V . This means that training costs c are linear in M , and this problem

does not have an interior solution. The firm will never find it optimal to train fewer apprentices

than it needs; it will either train at least V apprentices, or no apprentices at all.

Should the firm decide to train more than V apprentices, it will choose to retain the V

apprentices who turn out to have the highest match quality µ, provided the match quality µ is

sufficiently high that the workers will prefer staying with the training firm over the secondary

market. Let µji denote the ith-largest value of µ out of j draws. Then, the firm’s problem is

max
M

− c (M,H) +

V∑
i=1

P (µMi ≥ µ∗)β
(
E[µMi |µMi ≥ µ∗]− µ∗

)
subject to M ≥ V,

and the expected net gain from training an additional worker, having already decided to train

M workers, is

S(V,M) = β
{
P (µMV ≤ µ∗) · P (µ ≥ µ∗) · (E[µ|µ ≥ µ∗]− µ∗)

+ P
(
µMV > µ∗

)
· P

(
µ ≥ µMV |µMV ≥ µ∗

)
·
(
E[µ|µ ≥ µMV ≥ µ∗]− E[µMV |µMV ≥ µ∗]

)}
−H2 − ϵ. (4.2)

The first line covers the case in which, out of the M workers already trained, the match quality

of the worker with the V th-highest value of µ does not surpass µ∗. In this case, the firm will

not be able to hire all V workers from the pool of apprentices it has trained previously, and all

an additional worker needs to do to get retained is to draw a match quality higher than µ∗. The
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second line addresses the case in which at least V trained workers have a match productivity

higher than µ∗. Here, to be retained by the firm, the worker’s match productivity must be at

least as large as that of the V th-highest worker.

We now turn to the level of human capital H that the worker receives during training.

This level is bargained over at the beginning of training. Since the hiring stage has already

passed, the firm cannot go back to hire another apprentice instead, so its outside option is zero.

Similarly, the worker’s outside option is to proceed to the secondary labor market without having

received any training. To simplify the notation, let q = P
(
µ ≥ max{µ∗, µMV }

)
denote the ex

ante probability that a match will persist and let µ̃ = E
[
µ|µ ≥ max{µ∗, µMV }

]
−E[max{µ∗, µMV }]

denote the expected increase in µ over the next-best apprentice that the match will provide, if

it persists. Nash bargaining now yields the maximization problem

max
H

(
βqµ̃−H2 − ϵ

)β (
H + (1− β)q

(
E
[
µ|µ ≥ max{µ∗, µMV }

]
− µ∗

))1−β
.

The firm’s benefit from continuing the match is given by the share β of the expected surplus

of the match, µ̃, which will only be realized if the match persists. This event occurs with

probability q. By contrast, the costs of training H2+ϵ accrue for sure, and they are borne solely

by the firm. Notice that the firm derives no benefit from providing training to the worker, since

the worker’s wage rises one-for-one with every unit of human capital. The worker’s benefit from

training consists of the amount of human capital H plus the worker’s share 1−β of the expected

surplus q
(
E
[
µ|µ ≥ max{µ∗, µMV }

]
− µ∗

)
.7 The first-order condition is8

(1 + β)H2 + 2H(1− β)βq
(
E
[
µ|µ ≥ max{µ∗, µMV }

]
− µ∗

)
− (1− β)βqµ̃+ (1− β)ϵ = 0. (4.3)

7The firm is in a better bargaining position than the worker here. If negotiations break down, the worker will
have no chance to benefit from a good match, while the firm will still have the remaining M apprentices and
can hope that some of them turn out to be productive matches. This is why the worker’s expected surplus from
continuing the match is q

(
E
[
µ|µ ≥ max{µ∗, µM

V }
]
− µ∗), while the firm’s is qµ̃, a smaller number.

8 Note that M only enters equation (4.3) via µM
V , the V -th largest value of µ out of M draws. This number

obviously doesn’t exist in the case where M < V , in which case expressions such as max{µ∗, µM
V } would simplify

to µ∗. So for the case that M < V , the optimal level of human capital H is indeed independent of M , as we
noted earlier.
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It is easy to verify that the optimal amount of human capital provided is positive. This is

perhaps surprising, since it is the firm that pays the training costs in its entirety, but it has no

use for training, as the worker’s wage rises one-for-one with each unit of human capital. The

reason the firm provides training anyway is that the worker can threaten to end the match, and

uses this threat to extract a positive amount of training as a concession from the firm.

Together, the optimal number of workers trainedM and amount of human capital transferred

during training H are given by (4.3) and the inequalities S(V,M∗ − 1) ≥ 0 and S(V,M∗) ≤ 0,

where S(·) is defined in (4.2). Because of the restriction that M must be an integer, writing

down closed-form solutions is quite tedious and not particularly informative. We prove in the

appendix that S(V,M) is strictly decreasing in M and converges to a negative number. This

implies that the optimal number of apprentices trained is finite and unique, except for the knife-

edge case where S(V,M) is exactly equal to zero for someM , and the firm is indifferent between

training the last apprentice or not.

In our view, the main purpose of this model is to perform comparative statics with respect

to γ. In the appendix, we prove the following result:

Proposition 1. For any number of vacancies V , there exists a bound b̄ such that, whenever

b > b̄, firms with productivity γ1 will choose to train a weakly lower number of apprentices M

than firms with productivity γ0. Moreover, there exists a number of vacancies V̄ and a number

of apprentices trained M̄ such that, whenever V ≥ V̄ and M ≤ M̄ , firms with productivity γ1

provide a strictly larger level of human capital H than firms with productivity γ0.
9

The model’s logic is summarized in Figure 4.1. The marginal benefit from training an extra

apprentice is that the worker-firm match may turn out to be good enough to be retained. As

long as a firm is considering to train fewer than V apprentices, each apprentice is as valuable as

the next, and the marginal benefits of training an additional worker are flat. Once the number

of apprentices surpasses V , marginal benefits converge to 0, because it becomes increasingly

9The restrictions on V and M are technical conditions required for our proof. We suspect that these conditions
may not be necessary, but we have not been able to produce an alternative proof that doesn’t require them.
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likely that the firm has already trained enough apprentices to fill all vacancies; the benefit of

an extra apprentice is merely that he may prove to form an even better match than one of the

others. The marginal costs of training decrease with additional apprentices as the firm provides

less training, but they can never fall below ϵ, so the optimal number of trained workers is finite.

More productive firms are more sensitive to the quality of the match, so they are less inclined

to retain workers with whom they form a mediocre match for the sake of avoiding the costs of a

vacancy b. Therefore, training an extra worker is less attractive to the high-productivity firm,

and the firm trains fewer workers but provides them with more training.

Figure 4.1: Marginal Costs and Marginal Benefits of Training Apprentices

In sum, the preceding analysis delivers three main empirical predictions, which will be tested

in the following section:

• Workers who stay with the firm where they have received apprenticeship training should

be in higher-quality matches, on average, than workers who have separated from their

training firm. This prediction echoes Acemoglu (1997),
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• Firms should never train a positive number of apprentices that is smaller than the number

of vacancies they will have available; they should either hire at least V apprentices, or

none at all.

• More productive firms should be running smaller training programs, have higher retention

rates, and provide less human capital during training.

4.3 Data

We use data from the Austrian Social Security Database (ASSD), a matched employer-employee

dataset containing the universe of private-sector employment spells in Austria between 1972

and 2012 (Zweimüller et al. (2009); see also section 2.2). Importantly, the database includes all

private-sector apprenticeship spells. For each spell, we have information on spell duration and

annual salary, as well as information on the location and 3-digit industry code of the firm and

the age and gender of the worker. We construct our main dataset for analysis by considering

all apprenticeship spells that last at least 8 quarters, are the only apprenticeship spell a worker

has completed, and were begun when the apprentice was not yet 18 years old. We impose the

last condition because the typical time to begin an apprenticeship is right after leaving school

at approximately age 15, and we want to focus on individuals who do not have any significant

pre-apprenticeship experience in the labor market. We track every individual who has completed

an apprenticeship, recording his employer and earnings (if any) on a quarterly basis.10 All told,

we have information on 1,374,921 individuals, who have trained at 143,671 firms.

For parts of the analysis, we will merge this dataset with firm-fixed effects calculated from

the Abowd, Kramarz, and Margolis (1999, AKM) wage decomposition described in Chapter 2.4.

Since the ASSD does not include information on hours worked, a firm that offers lots of part-

time work could easily be mistaken for a low-wage firm. For this reason, we exclude women from

10As noted above, we have wage information only on an annual basis. We convert it to a monthly basis by
multiplying annual earnings by the number of days worked, multiplying by 12/365. This means that there is no
within-year earnings growth for workers who remain at the same firm.
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the wage decomposition, and calculate fixed effects only using data on men, for whom part-time

work is rare. The AKM model includes years of experience and occupational status (blue- or

white-collar worker) as covariates. Since earnings prior to 1994 are subject to censoring, this

decomposition is based only on the years 1994–2012. In all, we have fixed effects for 81,273

firms, who have trained 541,459 apprentices.

While the ASSD is a rich source of employment and wage dynamics, its use has three

drawbacks. First, we do not observe whether the worker passes the centralized exam at the end

of the apprenticeship. This might introduce some error, but we are confident that it is not too

severe, as approximately 90% of candidates pass the exam (WKO, 2016). Second, the dataset

does not contain information on firm productivity. Below, we will use a series of proxies for

firm productivity suggested by the previous literature. Third, the ASSD does not allow us to

observe the content of training received, so we cannot test the prediction that more productive

firms impart more human capital to their apprentices during training.

4.4 Empirical Analysis

The model’s first prediction is that workers who remain in their training firm should be in a

better match than workers who move. A first check on two proxies for match quality bears this

out. We consider the first job after completion of an apprenticeship and record whether this job

is with the training firm or some other firm.11 In Table 4.1, we report results from regressions of

log earnings on a dummy variable for staying with the training firm, controlling for experience,

experience squared, and gender interacted with year effects.12 The second column also controls

for industry-fixed effects, but our preferred estimate is in column 3, which includes firm-fixed

11There is compulsory military service for men in Austria, and it typically takes place sometime after completion
of the apprenticeship. While we do not observe military service directly, we do observe conspicuous gaps in the
employment history for a large fraction of men right around the end of the apprenticeship. For the analysis of
earnings and job durations, we have excluded all men who leave the labor force for a period between 180 and 550
days.

12Since wage information is only available annually, we restrict this analysis to quarters at least one year post-
apprenticeship. For the earlier quarters, stayer earnings would reflect a mix of post-training earnings and the
lower earnings paid during training.
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Table 4.1: Log Earnings Regression at First Employment Spell

(1) (2) (3)

Stayer Dummy 0.0488 0.0389 0.0653
(0.0067) (0.0072) (0.0032)

Industry FE Yes
Firm FE Yes

N 4,239,349 4,220,096 4,239,349
R2 0.49 0.50 0.79

Each column reports results from a linear regression of log earnings on a dummy variable indicating whether the
employment is still at the training firm. The unit of observation is a worker-quarter. Control variables include
experience, experience squared, and gender interacted with year effects. Heteroskedasticity-robust standard errors
are clustered at the firm level.

Table 4.2: Durations of First Earning Spell

(1) (2) (3)

Stayer Dummy 0.8624 0.8823 0.8292
(0.0102) (0.0049) (0.0167)

Stratified by Industry Yes
Stratified by Firm Yes

N 745,526 739,370 745,526

Each column reports Hazard Ratios from a Cox Proportional Hazard model including a dummy variable indicating
whether the employment is still at the training firm. The unit of observation is an employment spell. All models
allow for different baseline hazards based by gender and year the spell began. Heteroskedasticity-robust standard
errors are clustered at the firm level and transformed from coefficient estimates to hazard ratios via the Delta
Method.

effects. Here, the effect is identified off recent graduates working for the same firm, with some

having trained at the firm, and others elsewhere. The estimated effect of staying with the

training is statistically significant and ranges from 3.9 to 6.5 per cent.

As a second proxy for match quality, we consider job duration. In Table 4.2, we present

Hazard Ratios from a series of Cox Proportional Hazard models. All models are stratified

to allow for different baseline hazards by gender and year; columns 2 and 3 further allow for

different baseline hazards by industry and firm, respectively. The estimated effect is large and

statistically significant; job spells at the training firms are estimated to have a 17% lower chance

of ending in a given period.

83



To check whether firms indeed train at least as many apprentices as they anticipate having

vacancies, we next focus on the subsample of firms for whom we have AKM fixed effects available.

We also restrict attention to those apprentices who are found to be working one year after

completion of the apprenticeship. For each firm, we have calculated the number of workers who

have finished an apprenticeship with the firm in a given year, and the number of apprenticeship

graduates from that cohort employed at the firm one year later. If our theory is correct, some

firms should train a large number of apprentices but end up hiring only a few, whereas no firm

should train just a few apprentices but then hire a lot. Table 4.3, which tabulates the number of

recent graduates hired versus apprentices trained, provides support for the theory. Of interest

are the off-diagonal entries. For instance, in over 16,000 firm-years, a firm would train between

2 and 4 apprentices but hire just one; by contrast, in fewer than 10,000 cases, a firm would hire

between 2 and 4 apprentices even though it had trained exactly one. This asymmetry, present

in all of the off-diagonal entries, is consistent with firms planning the number of apprentices in

the way our model predicts. The fact that some firms do end up hiring more former apprentices

than they had trained is most likely because the firm failed to hire as many apprentices as it

would have liked, because some apprentices failed to complete their apprenticeships, or because

a shock to the firm created more vacancies than anticipated.

The findings from Table 4.3 are visualized in Figure 4.2. To construct this figure, we have

extracted from Table 1 only the firms who train a nonzero number of apprentices and those who

employ a nonzero number of graduates one year later. The blue line shows, for each number of

apprentices trained, the share of firms who employ a smaller number of graduates one year later.

The red line shows, for each number of graduates hired, the share of firms who have trained

a smaller number of apprentices one year earlier. We interpret the fact that the red line lies

consistently below the blue line as evidence in line with our theory. Note also that the lines get

quite noisy for larger numbers on the x-axis, as few firms train more than 5 apprentices in a

given year. Below, when we analyze subgroups of firms, we therefore focus on firms with 5 or

fewer apprentices trained and graduates hired.
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Table 4.3: Number of apprentices trained and recent apprentices hired one year later. Firm-years from 1994 to
2012.

Apprentices Trained
0 1 2-4 5-10 11-20 21-50 51+ Total

Graduates Hired

0 0 66094 4318 210 52 32 11 70717
1 66474 91273 8174 100 16 7 0 166044
2-4 6107 4572 17743 1000 17 5 0 29444
5-10 492 121 605 2048 150 5 1 3422
11-20 84 16 30 159 348 45 3 685
21-50 29 3 8 6 39 115 3 203
51+ 7 0 0 0 0 2 23 32

Total 73193 162079 30878 3523 622 211 41 270547

Table 4.4: Number of apprentices trained and recent apprentices hired one year later. Small firms with 5-10
non-apprentice workers only. Firm-years from 1994 to 2012.

Apprentices Trained
0 1 2-4 Total

Graduates Hired
0 0 15722 480 16202
1 10028 18226 713 28967
2-4 293 276 470 1039

Total 10323 34224 1663 46210

Table 4.5: Number of apprentices trained and recent apprentices hired one year later. Large firms with more than
50 non-apprentice workers only. Firm-years from 1994 to 2012.

Apprentices Trained
0 1 2-4 5-10 11-20 21-50 51+ Total

Graduates Hired

0 0 10447 1717 172 50 30 11 12427
1 20301 21829 3595 94 15 7 0 45841
2-4 4270 2822 12032 970 17 5 0 20116
5-10 456 118 596 2038 150 5 1 3364
11-20 83 16 30 159 348 45 3 684
21-50 29 3 8 6 39 115 3 203
51+ 7 0 0 0 0 2 23 32

Total 25146 35235 17978 3439 619 209 41 82667
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Figure 4.2: Number of Apprentices vs. Number of Graduates
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Figure 4.3: Number of Apprentices vs. Number of Graduates, Small and Large Firms
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The model also predicts that unproductive firms should train more apprentices than they will

have vacancies, while productive firms should train closer to the number of vacancies they will

have. At the latter type of firms, training should be more intensive and more costly to the firm.

While we do not have a good measure of firm productivity, we do have three proxies, the first of

which is firm size. The literature on the dynamics of firm size has shown that large firms have

grown large in the first place in part because of the use of more productive technologies than

their competitors (Bartelsman, Haltiwanger, and Scarpetta, 2013). In line with this finding,

Tables 4.4 and 4.5 reproduce Table 4.3 for small and large firms, respectively. The asymmetry

86



Table 4.6: Number of apprentices trained and recent apprentices hired one year later. Firms with an AKM firm
effect below the median only. Firm-years from 1994 to 2012.

Apprentices Trained
0 1 2-4 5-10 11-20 21-50 51+ Total

Graduates Hired

0 0 32752 2192 108 27 16 2 35097
1 30270 40077 3711 61 7 6 0 74132
2-4 2385 1774 5642 343 7 3 0 10154
5-10 161 46 221 463 31 4 0 926
11-20 19 7 13 80 71 14 2 206
21-50 10 0 5 1 15 19 0 50
51+ . . . . . . . .

Total 32845 74656 11784 1056 158 62 4 120565

in the off-diagonal entries is very pronounced for small firms; e.g., nearly three times as many

firms train 2-4 apprentices but hire just one, than the other way around. By contrast, this

asymmetry has all but disappeared for large firms. Figure 4.3 visualizes this difference: the

blue and red lines are much further apart for small than for large firms, at least for the case of

training 2 workers, which is the only one observed in large numbers for the small firms. This

evidence supports our theory that small firms run relatively large training programs, while large

firms only train as many apprentices as they will have vacancies to fill.

As a second proxy for productivity, we have calculated Abowd, Kramarz, and Margolis

(1999) person- and firm-fixed effects in a wage regression. As Abowd, Kramarz, and Margolis

(1999) show, high-wage firms also tend to be more productive and more profitable. Tables 4.6

and 4.7 split firms according to whether their firm effect is above or below the median. The

patterns are similar to the large/small firm split: high-fixed effect firms are much less likely to

train more graduates than they will hire. Again, Figure 4.4 confirms this impression.

A final proxy for productivity we consider is whether the firm is growing or shrinking.

Growing firms have been shown to be more productive, on average, than shrinking firms (Fos-

ter, Haltiwanger, and Syverson, 2008). We have calculated, for each firm, the change in the

non-apprentice workforce during the five-year window leading up to the completion of the ap-

prenticeship, and classified firms according to whether the change in employment was positive
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Table 4.7: Number of apprentices trained and recent apprentices hired one year later. Firms with an AKM firm
effect above the median only. Firm-years from 1994 to 2012.

Apprentices Trained
0 1 2-4 5-10 11-20 21-50 51+ Total

Graduates Hired

0 0 21407 1768 95 25 15 8 23318
1 29577 41844 4011 38 9 1 0 75480
2-4 3529 2601 11802 655 10 2 0 18599
5-10 328 74 382 1584 119 1 1 2489
11-20 65 9 17 79 277 31 1 479
21-50 19 3 3 5 24 96 3 153
51+ 7 0 0 0 0 2 23 32

Total 33525 65938 17983 2456 464 148 36 120550

Figure 4.4: Number of Apprentices vs. Number of Graduates, High- and Low-Fixed Effect Firms
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or negative. In Tables 4.8 and 4.9, we see that the pattern of training a larger number of workers

than are ultimately employed is more pronounced for the shrinking firms, as visualized in Figure

4.5. Once again, the evidence lends support to our theory.

Figure 4.5: Number of Apprentices vs. Number of Graduates, Growing and Shrinking Firms
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Table 4.8: Number of apprentices trained and recent apprentices hired one year later. Firms that have lost non-
apprentice workers in the five years prior only. Firm-years from 1994 to 2012.

Apprentices Trained
0 1 2-4 5-10 11-20 21-50 51+ Total

Graduates Hired

0 0 22735 1793 108 38 26 9 24709
1 13779 28009 2822 44 9 3 0 44666
2-4 994 1143 5781 403 6 1 0 8328
5-10 58 14 134 625 74 3 0 908
11-20 12 4 3 9 106 25 1 160
21-50 1 1 2 0 2 37 1 44
51+ 0 0 0 0 0 0 10 10

Total 14844 51906 10535 1189 235 95 21 78825

Table 4.9: Number of apprentices trained and recent apprentices hired one year later. Firms that have added
non-apprentice workers in the five years prior only. Firm-years from 1994 to 2012.

Apprentices Trained
0 1 2-4 5-10 11-20 21-50 51+ Total

Graduates Hired

0 0 25659 1788 69 9 5 1 27531
1 27604 42897 4168 48 6 4 0 74727
2-4 3312 2812 10206 524 6 3 0 16863
5-10 298 96 432 1321 64 1 0 2212
11-20 53 12 27 144 221 18 1 476
21-50 17 2 6 6 37 76 2 146
51+ 2 0 0 0 0 1 11 14

Total 31286 71478 16627 2112 343 108 15 121969
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4.5 Conclusion

If training is not firm-specific, does it matter in which firm apprentices choose to receive their

training? In this paper, we have constructed a simple model of general training, which differs

from existing models in the literature in that it allows for firms that are heterogeneous by

productivity. Using this framework, we are able to derive several testable predictions that imply

that high-productivity firms will structure their apprenticeships differently: they will train fewer

workers while providing them with more training. Using Austrian administrative data, we can

test at least some of these predictions and find support for them. Notably, more productive firms

indeed seem to run smaller training programs and retain more of their recent graduates, whereas

less productive firms, if they train at all, have a greater trendency to train more apprentices in

the knowledge that some of them will go elsewhere after the end of the apprenticeship.

Because the dataset used in this study does not contain information on the amount of

human capital apprentices received during their training, we cannot test the prediction that

more productive firms provide more intensive training. However, there is evidence that large

firms provide more intensive training (Bardeleben, Beicht, and Fehér, 1995), and large firms

tend to be more productive (Bartelsman, Haltiwanger, and Scarpetta, 2013). This evidence is

consistent with our theory, but investigating the link between firm productivity and the level

of training provided during an apprenticeship more fully would be a fruitful avenue for further

research.
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4.A Proof that the optimal number of apprentices trained is

finite and unique

The proof proceeds in two steps. First, we prove that the benefits from training one additional

apprentice S(V,M) strictly decrease in the number of apprentices trained M . Second, we show

that S(V,M) must be negative for M sufficiently large. Together, these two conditions imply

that the optimal number of apprentices to train must be finite and unique, except for the knife-

edge case where S(V,M) = 0 for someM , such that a firm is exactly indifferent between training

one more apprentice or not.

4.A.1 Proof that S(V,M) is decreasing in M

To simplify the notation, let S+(V,M) denote the first two lines of (4.2), that is, the marginal

benefit to the firm of training another apprentice. Then S(V,M) = S+(V,M) − H2 − ϵ. The

proof consistst of two steps: First, to show that ∆S+(V,M)
∆M < 0, and second, to show that∣∣∣∆H2

∆M

∣∣∣ < ∣∣∣∆S+(V,M)
∆M

∣∣∣. To show the first statement, define the function g(x) = P (µ ≥ x) ·

(E[µ|µ ≥ x]− E[x]), and note that we may write

S+(V,M) = βg
(
max{µ∗, µMV }

)
.

g(·) is decreasing in the following sense: let x1 and x2 both be random variables with associated

distribution functions G1 and G2, respectively. Let x1 > x2 in the sense of first-order stochastic
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dominance; we are claiming that this implies g(x2)− g(x1) > 0. The proof is as follows:

g(x2)− g(x1) = P (µ ≥ x2) · (E[µ|µ ≥ x2]− E[x2])− P (µ ≥ x1) · (E[µ|µ ≥ x1]− E[x1])

= P (µ ≥ x2)E[µ|µ ≥ x2]− P (µ ≥ x1)E[µ|µ ≥ x1] + P (µ ≥ x1)E[x1]− P (µ ≥ x2)E[x2]

= P (µ ≥ x2)

∫∞
−∞ µf(µ)G2(µ)dµ

P (µ ≥ x2)
− P (µ ≥ x1)

∫∞
−∞ µf(µ)G1(µ)dµ

P (µ ≥ x1)

+

∫ ∞

−∞
f(µ)G1(µ)dµ · E[x1]−

∫ ∞

−∞
f(µ)G2(µ)dµ · E[x2]

=

∫ ∞

−∞
(µf(µ)G2(µ)− µf(µ)G1(µ))dµ+

∫ ∞

−∞
(f(µ)G1(µ)E[x1]− f(µ)G2(µ)E[x2])dµ

=

∫ ∞

−∞
f(µ)[G2(µ)(µ− E[x2])−G1(µ)(µ− E[x1])]dµ

> 0,

where the last line follows because G2(µ) ≥ G1(µ) and E[x2] < E[x1]. Since max{µ∗, µMV } first-

order stochastically dominates max{µ∗, µM−1
V }, g(·) being decreasing implies that ∆S+(V,M)

∆M =

β
∆g(max{µ∗,µMV })

∆M < 0.

So show the second statement, define g′(x) = P (µ ≥ x) · (E[µ|µ ≥ x]− µ∗), and apply the

quadratic formula to (4.3) to obtain

H =− 1− β

1 + β
βg′

(
max{µ∗, µMV }

)
+

√(
1− β

1 + β

)2

β2
[
g′
(
max{µ∗, µMV }

)]2
+

1− β

1 + β
βg

(
max{µ∗, µMV }

)
− 1− β

1 + β
ϵ︸ ︷︷ ︸

≡A

(4.A.1)

H2 =2

(
1− β

1 + β

)2

β2
[
g′
(
max{µ∗, µMV }

)]2
+

1− β

1 + β
βg

(
max{µ∗, µMV }

)
− 1− β

1 + β
ϵ− 2

1− β

1 + β
βg′

(
max{µ∗, µMV }

)
A.
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What we wish to show is that

∆H2

∆M
=

∆H2

∆g′
(
max{µ∗, µMV }

)∆g′ (max{µ∗, µMV }
)

∆M
+

∆H2

∆g
(
max{µ∗, µMV }

)∆g (max{µ∗, µMV }
)

∆M

is not too large. Applying the same logic that we used above to show that g(·) is decreasing,

we may see that g′(·) is also decreasing. Moreover, inspection of (4.A.1) reveals that H, and by

extension H2, is decreasing in g′
(
max{µ∗, µMV }

)
. Therefore

∆H2

∆M
>

∆H2

∆g
(
max{µ∗, µMV }

)∆g (max{µ∗, µMV }
)

∆M

=

(
1− β

1 + β
β︸ ︷︷ ︸

<β

−
∆21−β

1+ββg
′ (max{µ∗, µMV }

)
A

∆g
(
max{µ∗, µMV }

)︸ ︷︷ ︸
>0

)
∆g

(
max{µ∗, µMV }

)
∆M

>β
∆g

(
max{µ∗, µMV }

)
∆M

=
∆S+(V,M)

∆M
.

So H2 decreases in response to an increase in M , but ∆S+(V,M) decreases by even more.

4.A.2 Proof that S(V,M) must be negative for M sufficiently large

Since the marginal costs of training are bounded away from zero by the presence of ϵ, a sufficient

condition is that the marginal benefits of training converge to zero as M approaches infinity:

limM→∞ S+(V,M) = 0. In turn, two sufficient conditions are that limM→∞ P (µMV ≤ µ∗) = 0
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and that limM→∞E[µMV |µMV ≥ µ∗] = µmax. If they hold, then

lim
M→∞

S+(V,M) = lim
M→∞

P (µMV ≤ µ∗)︸ ︷︷ ︸
=0

·P (µ ≥ µ∗) · β (E[µ|µ ≥ µ∗]− µ∗)

+ lim
M→∞

P (µMV ≥ µ∗)︸ ︷︷ ︸
=1

· lim
M→∞

P (µ ≥ E[µMV |µMV ≥ µ∗])︸ ︷︷ ︸
=0

· β lim
M→∞

(
E[µ|µ ≥ E[µMV |µMV ≥ µ∗]]− E[µMV |µMV ≥ µ∗]

)
︸ ︷︷ ︸

=µmax−µmax=0

= 0.

To show the first condition, i.e. limM→∞ P (µMV ≤ µ∗) = 0, we first note that P (µMV ≤ µ∗) =∑V−1
i=0 F (µ∗)M−i(1 − F (µ∗))i

(
M
i

)
(David and Nagaraja, 2005, p. 9). The sum on the right-

hand side converges to zero if each summand also converges to zero. A sufficient condition for

convergence is the ratio test, limM→∞
P (µM+1

V ≤µ∗)
P (µMV ≤µ∗) = L < 1. Each summand passes this test:

lim
M→∞

F (µ∗)M+1−i(1− F (µ∗))i
(
M+1
i

)
F (µ∗)M−i(1− F (µ∗))i

(
M
i

) = lim
M→∞

F (µ∗)

(
M+1
i

)(
M
i

)
= lim

M→∞
F (µ∗)

(M+1)!
i!(M+1−i)!

M !
i!(M−i)!

= lim
M→∞

F (µ∗)(M + 1)
(M − i)!

(M + 1− i)!

= lim
M→∞

F (µ∗)
M − i

M + 1− i

= F (µ∗) < 1.

To show the second condition, i.e. that limM→∞E[µMV |µMV ≥ µ∗] = µmax, let Q
M (x) =∑V−1

i=0 F (x)M−i(1 − F (x))i
(
M
i

)
be the CDF of µMV . Note that limM→∞QM (x) = 0 for all

x < µmax, by the ratio test argument above. Of course, since QM (x) is a distribution function,
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QM (µmax) = 1. For the inverse function of QM ,
(
QM

)−1
, it follows that limM→∞

(
QM (x)

)−1
=

µmax for all 0 < x ≤ 1. This can be used to show the desired claim:

lim
M→∞

E
[
µMV |µMV ≥ µ∗

]
≥ lim

M→∞
E
[
µMV

]
= lim

M→∞

∫ ∞

−∞
xdQM (x)

Let z = QM (x), so that x =
(
QM (z)

)−1
. By a change of variables:

= lim
M→∞

∫ 1

0

(
QM (z)

)−1
dz

Using the Dominated Convergence Theorem, we can pull the limit inside the integral:

=

∫ 1

0
lim
M→∞

(
QM (z)

)−1
dz

=

∫ 1

0
µmaxdz

= µmax.

4.B Proof of Proposition 1

Let µ∗1 and µ∗0 denote the cut-off values µ∗ for high- and low-productivity firms, respectively,

and recall that µ∗ = µ̄γ1−b
γ . Therefore,

µ∗1 − µ∗0 = µ̄− b

γ1
− µ̄γ1 − b

γ0

µ∗1 − µ∗0 = µ̄

(
1− γ1

γ0

)
+ b

(
1

γ0
− 1

γ1

)
. (4.B.1)

Now let b̄ =
µ̄
(

γ1
γ0

−1
)

1
γ0

− 1
γ1

, which ensures that b is sufficiently large for the right-hand side of
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(4.B.1) to be positive, and it follows that µ∗1 > µ∗0.

To show the first part of Proposition 1, recall from appendix 4.A.1 that the marginal benefits

of training an extra apprentice may be written as S+(V,M) = βg
(
max{µ∗, µMV }

)
, and that we

have shown the function g(·) to be decreasing. Since max{µ∗1, µMV } > max{µ∗0, µMV } in expecta-

tion, it follows that S+(V,M) is smaller for high-productivity firms than for low-productivity

firms. We also show below that more productive firms provide more human capital H than

small firms. Therefore, S(V,M) = S+(V,M) − H2 − ϵ must be smaller for high-productivity

firms than for low-productivity firms.

To show the second part of Proposition 1, recall from equation (4.A.1) that the optimal level

of human capital is given by

H =− 1− β

1 + β
βg′

(
max{µ∗, µMV }

)
+

√(
1− β

1 + β

)2

β2
[
g′
(
max{µ∗, µMV }

)]2
+

1− β

1 + β
βg

(
max{µ∗, µMV }

)
− 1− β

1 + β
ϵ,

which we may rewrite as

H =− C +
√
C2 +D,

where C = 1−β
1+ββg

′ (max{µ∗, µMV }
)
and D = 1−β

1+ββg
(
max{µ∗, µMV }

)
− 1−β

1+β ϵ. Then,

∂H

∂µ∗
=− ∂C

∂µ∗
+
C ∂C
∂µ∗ + 1

2
∂D
∂µ∗√

C2 +D

=
−H√
C2 +D

∂C

∂µ∗
+

1
2√

C2 +D

∂D

∂µ∗

≈
1
2 −H

√
C2 +D

∂C

∂µ∗
,
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where the last line follows because

∂C

∂µ∗
=
1− β

1 + β
β
∂g′

(
max{µ∗, µMV }

)
∂µ∗

=
1− β

1 + β
β
∂P (µ ≥ max{µ∗, µMV }) ·

(
E[µ|µ ≥ max{µ∗, µMV }]− µ∗

)
∂µ∗

,

and under the assumption that M and V are both large, such that µ∗ ≈ E
[
max{µ∗, µMV }

]
,

≈1− β

1 + β
β
∂P (µ ≥ max{µ∗, µMV }) ·

(
E[µ|µ ≥ max{µ∗, µMV }]− E

[
max{µ∗, µMV }

])
∂µ∗

=
1− β

1 + β
β
∂g

(
max{µ∗, µMV }

)
∂µ∗

=
∂D

∂µ∗
.

Therefore, ∂H
∂µ∗ > 0 as long as H < 1

2 . But H cannot be greater than 1
2 . To see this, assume

H ≥ 1
2 . Then:

0.5 ≤ H = −C +
√
C2 +D

0.5 + C ≤
√
C2 +D

0.25 + C2 ≤ C2 +D

D ≥ C + 0.25.
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But

D =
1− β

1 + β
βg

(
max{µ∗, µMV }

)
− 1− β

1 + β
ϵ

=
1− β

1 + β
βP (µ ≥ max{µ∗, µMV }) ·

(
E[µ|µ ≥ max{µ∗, µMV }]− E

[
max{µ∗, µMV }

])
− 1− β

1 + β
ϵ

≤ 1− β

1 + β
βP (µ ≥ max{µ∗, µMV }) ·

(
E[µ|µ ≥ max{µ∗, µMV }]− µ∗

)
=

1− β

1 + β
βg′

(
max{µ∗, µMV }

)
= C,

a contradiction.

We have shown that H is increasing in µ∗. Since µ∗1 > µ∗0, this implies that high-productivity

firms provide larger amounts of training.

4.C Details of the Initial Meeting Stage

So far, we have neglected how apprentices and firms actually meet before the training stage. This

is a potentially serious omission, since high-productivity firms provide lower levels of training,

but a higher chance of remaining with the firm (by virtue of their smaller apprenticeship cohorts),

and the production of larger rents of which workers can capture a fraction. Even within a firm

type, different firms may be attractive to different degrees for prospective trainees because of

differences in the number of vacancies available V . It would therefore seem reasonable that a

firm which offers a less attractive training program should have to compensate its apprentices.

The following model of the meeting stage captures this in a simple way.

Consider the case where there are an equal number of workers and vacancies.13 We model

13The case in which there are more workers than vacancies is not materially different, as it merely reduces the
value of the worker’s outside option during bargaining. However, in case where there are more vacancies than
workers, we have the additional complication that the firm knows that it might not fill all of its vacancies, which
changes the expected value of each vacancy. We do not pursue this further.
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the meeting stage as consisting of T steps, and focus on the case T = 2 here; the generalization

to larger T follows below. In the final step, any workers still unmatched are randomly assigned

to a vacancy. The worker and the firm now bargain over the expected surplus from the match.

Since there is no more opportunity for matching past period T , the outside option for the firm

is to hire one fewer apprentice than it had intended, while the worker’s outside option is to enter

the secondary market without any training.

With a positive expected net benefit from each apprenticeship, the worker and the firm will

always agree to match, and all vacancies will be filled. Knowing that all other vacancies will

be filled, the firm’s surplus from the match is S(V,M∗ − 1), the marginal benefit of the last

apprentice hired. The worker’s surplus is the expected wage gains that he will experience by

receiving training, namely

R(V,M∗ − 1, γ) = H + βq(µ̃− µ∗).

Nash bargaining implies that, at the time the worker and firm meet, they agree to split the

expected surplus, with the worker receiving

wT = (1− β)S(V,M∗ − 1)− β(H + βq(µ̃− µ∗))

Since all agents are risk-neutral, there is no discounting, and contracts are perfectly enforcable,

the model is silent on the time at which the surplus is split. For example, the apprentice might

receive her share as a lump-sum payment before the apprenticeship starts, as renumeration

during the apprenticeship, or as a promise of a raise should the match persist.

During stage T − 1, a fraction α of workers is randomly chosen to meet a firm that has a

vacancy. Again, since it is clear that all other vacancies will be filled, the surplus that worker

and firm have available to split is as in period T . As an outside option, each side can opt to pay
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a cost b and proceed to the final stage. Nash bargaining yields the worker’s share

wT−1(V,M
∗ − 1) = b+ β(R̄−R(V,M∗ − 1, γ))

where R̄ is the average worker’s surplus of the last apprentice hired at all firms, weighted by

the number of vacancies. There are two caveats. First, a necessary condition is that R(V,M∗ −

1, γ) + 2 ≥ R̄, so that the worker does not find it advantageous to pass on the match and

wait for the final period. Second, it must be the case that α (S(V,M∗ − 1)− wT−1) + (1 −

α) (S(V,M∗ − 1)− wT − b) ≥ 0, so that, ex ante, the firm can expect to retain some surplus

after paying out the worker. We assume that both conditions holds for all (V,M∗).

Specifying the meeting stage in this way preserves the structure of the model while assuring

that all vacancies are filled. It also allows for partial compensation for workers who are matched

with firms with below-average expected surplus R.
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