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Abstract

Background: Problem-solving competences have evolved into key skills for profes-

sionals. Computer-based business simulations enable the analysis of problem-

solving processes beyond end results. An important aspect of successful problem-

solving is to systematically use built-in tools and process the provided information

efficiently.

Objectives: This investigation explores the relationship between students' tool use,

information retrieval, and problem-solving success in a computerized problem-solving

office simulation.

Methods: Around 30,000 recorded behavioural log data points of 432 German voca-

tional students were analysed.

Results and Conclusion: Distinct user groups are identified and cognitive problem-

solving competences are assessed to draw a link between behaviour and perfor-

mance. An explorative cluster analysis based on student behaviour revealed four

clusters. Significant results support the use of two cognitive tools that lead to suc-

cess. One successful behaviour is using a notepad, a domain-general and voluntary

tool. Another successful problem-solving behaviour is the use of a domain-specific

and solution-relevant spreadsheet program. Note-taking organizes information and

mental processes while the spreadsheet leads to efficient computing. In line with

other studies, students with higher problem-solving competences tend to access

tools and documents providing information more frequently.

Takeaways: Domain-general tool use differs from domain-specific tool use over time.

There are two different successful behaviour patterns in complex problem solving.

Instructional and simulation designers should provide specific tools to support stu-

dents as well as tackle problems.
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1 | INTRODUCTION

Over the past two decades, there has been a paradigm shift

towards complex open-ended learning environments (OELE) and

computer-based assessments emphasizing the relevance of problem-

solving skills for both academic and professional work environments

(Csap�o & Funke, 2017; Krkovic et al., 2018; World Economic

Forum, 2020). Given the relevance of problem-solving competences

and their hard-to-measure nature, the question of how these skills

can be accurately assessed has arisen. In 2000, and for the first

time, students' problem-solving competences were assessed using

the paper-based ‘Programme for International Student Assessment’
(PISA) (Wirth & Klieme, 2003). A decade later, for the sake of

authenticity, the PISA study 2013 was digitized and distributed

internationally. A similar assessment, the ‘Programme for the Inter-

national Assessment of Adult Competencies (PIAAC)’, designed for

adults, aimed to measure the extent to which adults could cope

with problems in technology-rich environments (PIAAC, 2009). Since

then, computer-based assessments have been further developed

and diversified. Advanced learning and assessment technologies,

such as Intelligent Tutoring Systems enable new opportunities to

deploy authentic scenarios (e.g., Bouchet et al., 2012). This often

allows responsible and role-based participation in real-life decision

making within a realistic environment (e.g., ‘microworlds’). Accom-

plishing authentic scenarios requires but also promotes problem-

solving competences such as the application of problem-solving

strategies. These explorative problem-solving processes necessitate

a high degree of self-regulation (Bosch et al., 2021; Greene &

Azevedo, 2010). Learners are provided with autonomy, flexibility,

and choices while they plan, as well as monitor and actively evalu-

ate their own solving path (Kostons et al., 2012; Winne, 2001).

Built-in cognitive tools might assist problem-solvers to reinforce

their problem-solving processes and relieve their cognitive load by

providing information as well as organizing and processing embed-

ded content (Jonassen, 1996; Liu & Bera, 2005). Depending on the

underlying problem the learner faces, cognitive tools might be either

domain-specific or domain-general and either mandatory or

voluntary.

Typically, to draw inferences about his or her abilities, a

learner's proposed solution to the problem is assessed. However, to

understand and assess problem solving, it is a promising approach

to also look at the problem-solving processes instead of just looking

at the product (He, Borgonovi et al., 2019). Problem-solving pro-

cesses can be investigated by analysing log data. Using computer-

ized systems over traditional assessment methods offers the

advantage of being able to log every interaction between the prob-

lem solver and the available cognitive tools, the provided informa-

tion and real-world problem situations (Frensch & Funke, 1995; Li &

Tsai, 2017; Mislevy et al., 2017; Molkenthin et al., 2008). As digi-

tally recorded and observable behavioural log data within computer-

ized simulation tasks provides evidence for learners' traits and

performance (Mislevy et al., 2017), problem-solving processes that

formerly remained a black box become transparent (di Mitri

et al., 2018; Dörner & Funke, 2017; Mayr et al., 2011). However,

opening the black box requires appropriate theory-driven or data-

driven approaches. Specifically, explorative cluster analyses enable

the identification of problem-solving patterns based on process indi-

cators (e.g., frequency or duration of performed activities), as well

as the deduction of valid interpretations beyond end results such as

test scores (Eichmann et al., 2020; Li & Tsai, 2017; Nisbet

et al., 2009). Clustering has received wide attention. However, exist-

ing studies differ in domain, content, degree of complexity, tools,

and analysis methods. Therefore, findings of existing studies might

not be generalizable and transferable. So, evidence is lacking for the

relationships between problem-solving behaviour and performance

in a digital office simulation designed for Vocational Education and

Training (VET). To address this research desideratum, we conduct a

cluster analysis based on students' problem-solving behaviour

because (1) from a problem-solving perspective, it reveals ways in

which learners approach domain-specific problems. (2) From a tech-

nical perspective, it supports the design of learning environments

and digital assessments, and (3) from an instructional perspective,

identifying different problem-solving approaches enables targeted

support. Against this background, this study aims to identify differ-

ent user patterns based on cognitive tool use and information

retrieval in a problem-based office simulation for industrial business

management assistant.

The following underlying research questions will be investigated:

Research Question 1: Can student clusters be

identified based on the log data of tool use and information

retrieval?

Research Question 2: How do these student clusters differ in

their tool use and information retrieval over time (process per-

spective) and between scenarios (context perspective)?

Research Question 3: How do these student clusters

differ regarding their problem-solving performance (product

perspective)?

2 | LOG DATA ANALYSIS OF PROBLEM-
SOLVING BEHAVIOUR IN COMPUTER-BASED
ASSESSMENTS

2.1 | Definition of complex problem-solving
behaviour

A ‘problem’ exists when a living being in general, or a specific person,

wants to shift the confronted initial problem state to a desired and still

unknown state due to lack of knowledge (Duncker, 1935). The

unknown goal state can be reached by applying strategies in the prob-

lem's space (Newell & Simon, 1972). Here, Jonassen (2000a) distin-

guishes between two kinds of problems. The first is well-structured

problems, such as simple puzzles, characterized by the manipulation

of just a few operators and a clearly defined solution. The second kind

is ill-structured problems, such as dilemmas, characterized by a high
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number of interrelated variables and having many possible solution

paths, resulting in high complexity (Funke, 1991). According to Funke

(2012) and Dörner and Funke et al. (2017), a complex problem situa-

tion is characterized by (1) complexity due to the underlying number

of variables, (2) connectivity regarding their interplay and dependency

on each other; (3) dynamics, such as (limited) time, and as the problem

situation is under ongoing development; (4) intransparency due to mul-

tiple variables and functions, and (5) polytely as multiple (poly) goals

(telos) are pursued, which may be in conflict with each other. For

example, project managers can be confronted with complex problems

since several stakeholders with different interests are involved, there

are changes in available resources, and the outcome is uncertain and

unpredictable in advance.

Working through these complex problems requires a comprehen-

sive orchestration of cognitive, metacognitive and non-cognitive

steps. For the sake of simplification and to reduce the problem's com-

plexity, problem solvers strive to divide the overall problem goal into

sub-goals or a “series of core steps” (Newell, 1979; Huang

et al., 2017; PIAAC, 2009, p. 15). This is done by (1) constructing an

‘internal mental representation’ of the problem (e.g., thinking or pro-

cedural knowledge), followed by (2) a search for solutions and

(3) implementation of a solution as well as externalization of physical

representation through active manipulation of the problem's variables

(Jonassen, 1997, 2000a, p. 65; Mayer & Wittrock, 2006). The

sequence of these phases can be questioned as it depends on the

complexity and type of problem (PIAAC, 2009; Jonassen, 2000a;

Rausch et al., 2017).

Depending on the individual situation, problem solvers'

approaches to problems can be classified as heuristics or algorithms.

Heuristics are domain-generic strategies whose application based on

experience leads to quick conclusions in any domain. Typical heuris-

tics are rules-of-thumb or trial-and-error (Winne & Nesbit, 2010).

However, as knowledge might be incomplete in complex problems

and unknown environments, heuristics might be more error-prone

and lead to systematic errors or bias. To address this problem,

another strategy that is more reliable, although domain-related, is

the use of algorithms (Newell & Simon, 1972). The latter needs more

time and effort as it poses an iterative procedure; however, the like-

lihood of finding a solution is higher. Therefore, Van Merrienboer

(2013) categorizes algorithms as strong methods and heuristics as

weak methods. On a continuum, Van Merriënboer (2013, p. 153f)

differentiates between four methods: (1) ‘weak problem-solving

methods’ (such as note-taking); (2) ‘knowledge-based problem-

solving methods’ (such as information reasoning); (3) ‘strong
problem-solving methods’ (such as using domain-specific algorithms

in a spreadsheet); and (4) a combination of ‘strong’ and ‘knowledge-

based methods’. Weak problem-solving methods are characterized

by their domain-generic applicability to problem situations. There-

fore, for example, the use of a notepad (such as retrieving or insert-

ing notes) can be aligned to weak methods since it does not

necessarily solve a problem. It rather serves as a support or reminder

and can be applied in any domain. In contrast, strong and

knowledge-based methods can be classified as domain-specific

which includes, for example, correct spreadsheet use that can sup-

port solving a domain-specific problem.

2.2 | Computer-based simulations, cognitive tools
and information sources

Computer-based simulations are valid environments to assess

problem-solving behaviour depending on the extent of the action

scope. According to Behrens et al. (2012), the action scope and com-

plexity of simulations depend on the following four spaces: (1) problem

space, (2) tool space, (3) solution space, and (4) response space. Since

the scope of these spaces can vary from narrow to broad, the degree

of task complexity can be adapted. One example for a narrow problem

space is the most widely known computer-based and large-scale-

assessment PISA. In PISA 2012, students worldwide were asked to

solve ill-structured and non-transparent everyday problem-based

tasks (OECD, 2014). The so-called “MicroDYN” tasks, based on a lin-

ear equation system, comprise up to three input and output variables.

The task was divided into two parts. First, students acquired knowl-

edge about the relations between variables while exploring the

dynamically changing problem. In doing so, they manipulated the inde-

pendent variables by moving the slider of the input variables. Sec-

ondly, they were provided with the correct model and were asked to

apply their acquired knowledge to achieve certain goals by manipulat-

ing the input variables adequately in only a few clicks. The “vary-one-
thing-at-a-time strategy” (VOTAT) proved the best strategy since stu-

dents could see the isolated effect of the manipulation of only one

input variable on the output variable while all other variables were

held constant (Greiff et al., 2016).

The other psychometric approach “MicroFIN” functions as a

finite state machine. Participants work with the system (e.g., an

MP3-player) by shifting from one state to another. During this transi-

tion, certain actions are triggered and the subsequent state results

from the current state and an external event (e.g., pressing the ‘play’
button; Greiff et al., 2013). As both tasks (“MicroDYN” and “Micro-

FIN”) demonstrate low complexity, problem-solving behaviour could

be assessed in a more accurate way (“reliability-validity dilemma”; Sei-
fried et al., 2020). An assessment with a similar purpose and narrow

space was designed for adults aged 16–64 years, proposed by the

PIAAC (PIAAC, 2009). Hereby, the study's goal was to measure adults'

reading, mathematical and problem-solving competences in

technology-rich environments (PS-TRE). Problem-solving compe-

tences, in particular, embrace evaluating several information sources,

which problem solvers base their decisions on. Decision-making is a

key competence for successful information processing required in the

modern ‘information society’ (Levy, 2010; Nesbit & Winne, 2008). To

solve the information problem, computer-based tools (such as spread-

sheets or graphical tools) that are not available without technology-

based assessments amplify assessments with new perspectives

(PIAAC, 2009). Typically, clear variables and less complex problem sit-

uations encourage problem solvers to act in minimal complex systems

that open the door to reliable assessments. However, at the same
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time, minimal complex systems do not act as proper frames to validly

assess complex problem solving (Funke et al., 2017, 2018). As it is

often discussed that real-world problems are characterized by a higher

degree of complexity and dynamics (see ‘microworlds’; Brehmer &

Dörner, 1993), more sophisticated instructional design software is key

to designing more comprehensive problems with dynamic and real-

world characteristics.

Complex computerized systems with a broader problem space,

such as Intelligent Tutoring Systems (Bouchet et al., 2012), help

simulate real-world scenarios with a safe scope of action (see, for

example, medical interventions or flight simulators; Elger

et al., 2018). Furthermore, as a ‘student-centered approach’, com-

plex computerized systems allow experiences to be conveyed with

a sense of autonomy. Besides being a goal-directed learning envi-

ronment, simulations in particular can be a promising platform for

measuring high-ordered competences such as critical thinking, deci-

sion making or problem solving (‘simulation-based assessment’,
Levy, 2013; Caruso, 2019).

Depending on the design of these real-life scenarios and action

scope of the simulations (‘free flow’) (Behrens et al., 2012), solving

scenarios in computerized environments requires a high degree of

self-regulative behaviour (Nesbit et al., 2007). Deciding which infor-

mation is relevant and which is irrelevant in the given problem

space and deciding on the procedure and duration they want to

engage with given materials (Azevedo, 2005; Behrens et al., 2012;

Kostons et al., 2012) is a challenging task. Similar challenges are

discussed in research on ‘Information retrieval’ and ‘Multiple Docu-

ment Comprehension (MDC)’ (Hahnel et al., 2021; Mahlow

et al., 2020).

A variety of different tools supports learners in coping with com-

plexity. To address this issue, Jonassen (2000b) calls for the provision

of a full range of cognitive tools that support necessary skills and

guide the problem solver through the task. In this context,

Lajoie (1993, p. 261) categorizes four cognitive tools that trigger the

acquisition and application of knowledge to achieve sub-goals, and,

thus, enhance the externalized representation of inner cognitive pro-

cesses (Liu & Bera, 2005). The author distinguishes between tools that

(1) support cognitive processes (such as notepads or calculators),

(2) share cognitive load (such as information sources, e.g., databases

or files that contain multiple documents), (3) enable engagement in

cognitive activities that are usually out of their reach (e.g., domain-

specific tools such as spreadsheets or a voltmeter that are generally

not available within the classroom), and (4) enhance the generation of

hypotheses and their testing (e.g., requesting feedback on partial solu-

tions). The design and function of embedded cognitive tools are often

derived from the real world. Therefore, a distinction between domain-

general and -specific tools should be evident in the following. For

example, a spreadsheet program in the case of a business problem

would be a specific workplace tool for employees to support them in

their algorithmic thinking (Marriott, 2004). Geiger et al. (2015) confirm

this positive impact of spreadsheets by arguing that students can

think flexibly and critically due to individual data input. In contrast, a

voltmeter, for example, would be an adequate tool when solving a

problem from the domain of electricity. Moreover, some tools are

necessary to solve tasks and, thus, less easily replaced. Accordingly,

Trafton and Trickett (2001) highlight the difference between using

mandatory and voluntary tools. Whereas the former tools represent

an indispensable means to solve problematic tasks, the latter function

as optional devices and are instead supportive during the problem-

solving process. A notepad is domain-general and voluntary, while

enterprise resource planning (ERP) software is domain-specific and

mandatory if the present problem can only be solved with the ERP

software.

2.3 | Log file analysis of tool use and information
retrieval in computer-based simulations

Patterns of tool use and information retrieval can be identified

through log file analysis. Every interaction between the computerized

system and the user, such as mouse clicks, keyboard strokes or page

visits, is collected as time-stamped log data and stored in log files.

These action logs – also known as system logs, process data, or trace

data – provide valuable information about users' activity patterns.

Thus, they enable insights into student behaviour and open up new

opportunities in educational research that previously remained sealed.

Linking a relationship between behaviour patterns, (meta-)cognitive

approaches and performance adds extended information and a better

understanding of underlying mechanisms (Cheng & Chau, 2016; Li &

Tsai, 2017; T�oth et al., 2017).

Several studies (e.g., He, Borgonovi et al., 2019; Liu & Bera, 2005;

T�oth et al., 2014) showed that indicators based on process data, like

the frequency of activities (‘engagement level’) or the time that stu-

dents spend on information material and respective tools, proved

themselves to be widely used and promising metrics to measure

problem-solving behaviour. An example is provided by Goldhammer

et al. (2014), who examine problem-solving success in a large-scale

computer-based assessment. They revealed a positive effect between

task duration and correct responses as controlled processing takes

time. Furthermore, based on time-stamped process data, different

problem-solving patterns among successful and less successful prob-

lem solvers can be identified (He, Liao et al., 2019). Questions regard-

ing whether individuals might have remained consistent in their

systematic approach over time and whether it leads to a better perfor-

mance can be answered. Moreover, the design of the assessment can

be customized to the target group and, thus, optimized (He, Liao

et al., 2019) so that different stakeholders, such as teachers or stu-

dents can profit (Shute & Ventura, 2013). In sum, log data provide

meaningful insights. However, to shed light on digitally recorded

problem-solving behaviour, appropriate methods such as clustering is

required (Romero & Ventura, 2010). Clustering encompasses the

opportunity to find hidden action patterns in unstructured big data

(Romero & Ventura, 2010; Shin & Shim, 2020). By means of these

data-driven approaches, distinct successful action patterns can be

identified and linked to performance. An overview of relevant studies

is given in the following.
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Liu and Bera (2005) investigated problem-solving patterns and

tool use within the problem-based learning (PBL) software Alien Res-

cue. Sixth graders learn and gain domain-specific knowledge about

the solar system and approaches that scientists typically apply (Liu

et al., 2002). To support learners in solving the problem of this sci-

entific topic, the environment provides different authentic cognitive

tools such as several databases with information about aliens or the

solar system, and a notebook for taking notes or solution forms to

test hypotheses (Liu & Bera, 2005). Based on user behaviour and a

cluster analysis on the above-mentioned cognitive tools in the

problem-based hypermedia environment, Liu and Bera (2005) exam-

ine tool use over time. They found that “tools supporting cognitive

processing and sharing cognitive load played a more central role

early in the problem-solving process, whereas tools supporting cog-

nitive activities that would be out of students' reach otherwise, and

hypothesis generation and testing were used more in the later

stages of problem-solving” (Liu & Bera, 2005, p. 5). Furthermore,

they found that high-performing problem solvers exhaust tools more

productively than less successful students. In sum, the tool use pat-

terns provided evidence that the tools support the students during

their problem-solving process as they are able to express their men-

tal problem approach externally (Jonassen, 2003). In another

research study on Alien Rescue, three clusters (high-, average- and

low-access cluster) based on the frequency of tool use were identi-

fied (Bera & Liu, 2006). Interestingly, the analysis revealed that the

tool access frequency rate relates negatively to the clusters' test

scores. However, students with the lowest frequency spent the

most time in the first half. Other researchers, like Dumdumaya

et al. (2018, p. 283), investigated persistence during the problem-

solving process based on clustering. The analysis of inferred process

indicators like time on task (‘Time on Tutored Problems’), ‘Time on

Resources’ and frequency of hint requests identified two clusters:

‘more persistent students’ and ‘less persistent students’. Other

researchers also investigate students' persistence (DiCerbo, 2014).

The indicator ‘total time spent on a task-relevant event’ or ‘time

spent for a solved problem’ might be evidence for persistence,

which turned out to be crucial for successful complex problem-

solving (DiCerbo, 2014, p. 18).

In another study, in Betty's Brain, a learning-by-teaching envi-

ronment developed by Biswas et al. (2005), students were asked to

construct the brain of the fictive agent Betty, which compromises

cause-and-effect relationships in the field of science such as the

Greenhouse effect. They were provided with information resources

and a notepad, and could evaluate their construction by letting

Betty take quizzes. The authors aimed to investigate cognitive and

metacognitive processes in self-regulative learning (SRL). By means

of combining sequence mining techniques they were able to distin-

guish the frequency patterns of high and low achievers (Kinnebrew

et al., 2013). The high-achievers typically tended to consider quizzes

with relevant readings or queries, whereas the low-performers

showed a tendency towards quizzes with unrelated reading

(Kinnebrew et al., 2013). In their study, Sabourin et al. (2012) reveal

that students with a higher SRL score exploit resources (such as

reading books and posters) in the game-based learning environment

Crystal Island more and also take notes in a more intensive manner

than students with a low SRL score while dealing with problems in

the domain of ‘microbiology’.
Within the project ‘Domain-specific Problem-Solving Competence

of Industrial Clerks’, an office simulation was developed with the aim of

assessing Vocational Education and Training (VET) students' problem-

solving competences. The design of the office simulation, including

authentic cognitive tools and real-world scenarios comprising a stack

of documents, was undertaken and derived from a comprehensive

domain analysis in the business field of ‘controlling’ (Eigenmann

et al., 2015; Rausch & Kögler, 2016), resulting in the integration of

three complex scenarios into a model company (a bicycle manufac-

turer). Based on descriptive analyses regarding the tool use and

information retrieval, they revealed that the group of more success-

ful problem solvers show a higher number of activities and tool use

dependent on the present problem scenario and performance

groups.

Until now, many problem-based environments have been devel-

oped and corresponding explorative data-driven approaches applied

to investigate students' problem-based behaviour. However, one

cannot generalize the findings of other domains on problem-solving

behaviour since problem solving is highly context-specific. Further-

more, simulation environments are difficult to compare because the

integrated tools are also domain-specific. Indeed, simulations are

widely spread in the field of VET. Nevertheless, to the authors'

knowledge, no study involving a data-driven approach exists that

focuses on profiling students in VET based on their information

retrieval and tool use while completing complex problem-based sce-

narios within the domain of controlling. The scarcity of research on

behaviour and timing regarding information retrieval in digital envi-

ronments (Li & Tsai, 2017; Molkenthin et al., 2008; Reich, 2015)

and a lack of scholarly consensus regarding the effectiveness of

tools (Clarebout & Elen, 2006; Liu & Bera, 2005) pose a need for

further explorative investigations. Therefore, in our article we rely

on a data-driven approach to investigate the research questions

posed above: (1) Can student clusters be identified based on tool

use and information retrieval? (2) How is tool use and information

retrieval behaviour distributed over time? (3) How is this tool use

behaviour and information retrieval related to their problem-solving

performance?

3 | METHOD

Our log data analysis is based on a dataset from the research project

“Domain-Specific Problem-Solving Competence of Industrial Clerks”
which was funded by the German Federal Ministry of Education and

Research (BMBF). The underlying office simulation was developed to

assess the domain-specific problem-solving competences of students

in VET (Rausch et al., 2016). Earlier process analyses relied on descrip-

tive approaches such as heat maps (Rausch et al., 2017). The present

paper uses cluster analyses to explore the data further.
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3.1 | Participants

In the present study, we analyzed log data points of 432 German stu-

dents in VET who participated in this study. The German VET system

is characterized by a combination of vocational school instruction and

workplace learning within a training company. The participants were

in their second or third year of a 3-year apprenticeship program and

showed a typical age distribution (M = 21.3 years; SD = 2.69;

min = 17; max = 44). They were enrolled in three similar commercial

apprenticeship programs (industrial business management assistants,

IT-system management assistants, and merchants in wholesale and

foreign trade; see Rausch et al., 2016).

3.2 | Office simulation and procedure

Data were collected in computer-equipped classrooms in vocational

schools. The researchers introduced the project, provided information

about data protection, and emphasized the voluntary nature of partici-

pation. All participants provided written, informed consent. After

completing a questionnaire on biographical data, the participants were

introduced to the fictive model company and the features of the

office simulation in a 15-minute tutorial (Rausch et al., 2016). After-

wards, they worked continuously, with only one short break, through

three scenarios from the domain of financial control. Participants had

30 min to complete each scenario. The office simulation provided typ-

ical tools and features of an office workplace such as an e-mail client,

a file system, spreadsheet software, a calculator, and a notepad (see

Figure 1). Altogether, the simulation is characterized by its broad tools

and solution space according to Behrens et al. (2012), which allows

students to work autonomously within the time constraint without

being given any further assistance or hints. Participants should have

some prior knowledge on the content and tools. This was ensured by

comprehensive domain and curriculum analyses.

Each work scenario included algorithmic, information and

decision-making problems. Solving these work scenarios required the

application of domain-specific quantitative algorithms (e.g., calculating

acquisition prices, carrying out a cost variance analysis) as well as

weighing up the relevance and credibility of qualitative information

(e.g., relevance of delivery times, effects of outsourcing). Therefore,

some of the provided tools were mandatory. In particular, carrying out

calculations in the spreadsheet application or composing an email

reply were indispensable to successfully process the scenario. Other

tools like the calculator and the notepad were voluntary. The informa-

tion provided in the form of documents was either relevant or irrele-

vant. The available tools and information sources can be classified

according to the definitions of cognitive tools introduced in the theo-

retical section (Table 1).

In scenario 1, the participants conducted a cost variance analysis

to compute target costs as well as the variances between target and

actual costs within a given spreadsheet table (application of algo-

rithms). Then they had to interpret the quantitative results on the

basis of a variety of business documents such as invoices, business

letters or file notes (information resources). Based on that informa-

tion, the participant needed to communicate possible consequences

and recommended actions (decision-making) to his or her supervisor

as an elaborated email response (Rausch et al., 2016). In scenario 2,

students selected an appropriate supplier based on a benefit analysis

(application of algorithms) considering quantitative and qualitative

characteristics (information resources) and proposed their solution in

an email (decision-making). In scenario 3, the student decided

between in-house production or purchasing from an external supplier

(make-or-buy decision). These scenarios differed in their sequences of

required activities and the extent of relevant information sources.

F IGURE 1 Screenshot of the office simulation (translated from German, Rausch et al., 2016, p. 8)
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Therefore, we expected scenario-specific patterns of tool use and

information retrieval.

3.3 | Performance measure (‘product perspective)

The participants' email replies (m = 150 words) and further calcula-

tions within the spreadsheet served as the basis for performance

assessment (please refer to Table A.1 in Appendix A.1 for exemplary

coding schemes). The problem-solving performance for each scenario

was assessed on four dimensions according to the theoretical frame-

work by Rausch et al. (2016) (Table 2). The procedure comprises the

following three steps (Seifried et al., 2020): First, a fine-grained analy-

sis of each proposed solution was conducted based on a comprehen-

sive coding scheme with scoring rubrics. This analysis resulted in a

huge variety of solution patterns. Second, in an iterative process,

experts assigned partial credit scores for each of these response pat-

terns. Third, a multidimensional model was calibrated based on these

partial credits to receive generalized competence scores. However, in

order to investigate the relation of tool use patterns and problem-

solving success, we used the scenario-specific partial credits (see

Appendix A.2 for the corresponding Figure A.2 outlining the three-

step procedure, and Appendix A.3 with Table A.3 for the descriptive

statistics on problem-solving performance).

3.4 | Log data analysis (‘process perspective’)

To be included in the analysis, log data and performance data for

each student and for all scenarios have to be complete. The log

file containing all time-stamped student interactions executed in

the office simulation were processed and assigned to a dataset. In

a first step, all mouse clicks and keystrokes that were made in

direct succession in a particular tool were combined into one

activity (e.g., several keystrokes in a notebook resulted in one

notebook activity, successive entries in a spreadsheet resulted in

one spreadsheet activity, etc.). The end of each activity led into a

new activity (e.g., finishing a notebook entry and beginning with a

calculation in the spreadsheet). This resulted in a dataset of

approximately 30,000 activities by 432 participants in three

TABLE 1 Categorisation of information sources and tools in the office simulation at hand

Rausch et al. (2016) Trafton & Tricket (2001) Van Merriënboer (2013) Lajoie (1993)

Information sources

Client for relevant Emails mandatory use strong method out-of-reach-tool

Client for irrelevant Emails voluntary use strong method out-of-reach-tool

Relevant documents (PDF-viewer) mandatory use knowledge-based method sharing tool

Irrelevant documents (PDF-viewer) voluntary use knowledge-based method sharing tool

Tools

Relevant spreadsheet program mandatory use strong method out-of-reach-tool

Irrelevant spreadsheet program voluntary use strong method out-of-reach-tool

Notepad voluntary use weak method supportive tool

Calculator voluntary use weak method supportive tool

[Correction added on 19 January 2023, after first online publication: The heading for column 1 in Table 1 has been updated in this version.]

TABLE 2 Partial credits for each subdimension of problem-solving performance

Subdimensions of problem-solving performance Description of the underlying performance

Maximum achievable score

Scenario

1

Scenario

2

Scenario

3

A1. Identification of needs for action and sources of

information

The participant identifies relevant sources of

information.

4 4 4

A2. Process of information The participant applies domain-specific processing

algorithms (e.g., correct calculations) and domain-

specific tools (e.g., functions of the spreadsheet

application).

6 4 5

A3. Making well-founded decisions The participant comes to a plausible decision by

weighing up and integrating the results of the

quantitative analyses and qualitative information.

6 4 5

A4. Communication of decisions in an adequate way The participant communicates the solution

appropriately by using correct technical language

and complying with typical communication standards

3 3 3

LUDWIG AND RAUSCH 623

 13652729, 2023, 2, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1111/jcal.12770 by U

niversitätsbibliothek M
annhei, W

iley O
nline L

ibrary on [02/03/2023]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



scenarios, that is, an average of 23 activities from each participant

in each scenario. In a second step, to investigate patterns of tool

use and information retrieval (RQ 1), we computed variables for

the frequency and duration of each participant's activity for each

scenario (Table 3). In the third step, we divided the processing

time into three equal intervals to gain a deeper understanding of

how tool use and information retrieval were distributed over time

within a scenario (RQ2). Each interval lasts 10 min in all three

scenarios.

Descriptive statistics of the data (Table 4) reveal that the partici-

pants spent the majority of their time on the Relevant Spreadsheets in

all three scenarios. Moreover, the average frequency of using the Rel-

evant Spreadsheets in two scenarios is at the top compared to the

other variables. The second most time was devoted to the use of Rel-

evant Emails.

3.5 | Cluster analysis of log data

Cluster analysis is an exploratory method of multivariate data

analysis and an unsupervised data mining method that provides

great potential for profiling students' navigation (Bera &

Liu, 2006; Kotsiantis et al., 2013; Lawless & Kulikowich, 1996). As

an extensively used clustering algorithm (Bharara et al., 2018), k-

means appears to be most appropriate for exploratory identifica-

tion of students' behaviour (e.g., Khare et al., 2018; Kotsiantis

et al., 2013). Numerous studies with similar research questions

have chosen a similar approach (e.g., Angeli & Valanides, 2013;

Bouchet et al., 2012; T�oth et al., 2014) and demonstrated success-

ful analyses.

The clustering algorithm ‘k-means’ groups similar data (called

clusters) so that participants or objects in the same cluster are

homogeneous. At the same time, there is heterogeneity across

clusters (Angeli & Valanides, 2013). K-means offers several advan-

tages. First, it is highly efficient compared to the hierarchical algo-

rithm since it does not compute all possible distances but reassigns

cases to clusters repeatedly. That means the same case can move

from cluster to cluster during analysis (Antonenko et al., 2012;

Xing et al., 2014). Second, the cases are exclusively assigned to

one cluster (Chandrasekaran et al., 2022), so no overlapping exists

compared to soft clustering.

The participants were clustered according to the behaviour-

related variables presented in Table 1 (RQ1). The optimal number

of clusters results from the Elbow method (Marutho et al., 2018;

Figure B in Appendix B). In order to investigate whether groups'

behaviour in general differs significantly in tool use over time and

information retrieval (RQ2) and performance (RQ3), and, if so,

which cluster differs from another cluster, a mean values compari-

son and Kruskal–Wallis tests with corresponding pairwise post-

hoc tests were conducted. The alpha level was 5%. Kruskal-Wallis

was preferred to an ANOVA because the clusters differ in size

and the considered variables are not always normally distributed

according to Shapiro–Wilk tests. Data analyses were conducted in

the statistical R studio (R Core Team, 2021). Essential packages

were “tidyverse” (R 4.1.0; R Core Team, 2021; “stringr” (R 4.1.0;

R Core Team, 2021), “stringi” (R 4.1.1, Gagolewski, 2021) and

“stats” (R 4.1.1; R Core Team, 2021).

4 | RESULTS

4.1 | Clusters of problem-solving behaviour
regarding frequency and duration (RQ 1)

Tool use and document retrieval allow student clusters to be identi-

fied. The k-means algorithm provides first indications of a possible

cluster solution. The Elbow criterion suggests a four-cluster-solution.

Tables 5, 6 and 7 illustrate the cluster solution and give the corre-

sponding mean values per cluster for each behaviour-related variable.

This allows a first insight into the unique characteristics of each cluster.

TABLE 3 Variables selected from the dataset with corresponding
description

Variables Description

Relevant Emails

freq

Absolute frequency or duration of viewing or

writing an email with relevant content such

as the task assignment within the domain-

specific tool email client (mandatory use)
Relevant Emails

dura

Irrelevant Email

freq

Absolute frequency or duration of viewing an

email with irrelevant content within the

domain-specific tool email client (voluntary

use)
Irrelevant Email

dura

Relevant

documents freq

Absolute frequency or duration of viewing

relevant pdf documents (with information

about the model company, its purchases

and expenses as well as technical and

economic information) within the domain-

specific document viewer (mandatory use)

Relevant

documents dura

Irrelevant

documents freq

Absolute frequency or duration of viewing an

irrelevant pdf document or images (with

information about the model company, its

purchases and expenses as well as technical

and economic information) within the

domain-specific document viewer

(voluntary use)

Irrelevant

documents dura

Relevant

spreadsheet freq

Absolute frequency or duration of working in

or viewing a relevant spreadsheet within

the domain-specific spreadsheet program

(mandatory use)
Relevant

spreadsheet dura

Irrelevant

spreadsheet freq

Absolute frequency or duration of working

with or viewing an irrelevant spreadsheet

within the domain-specific spreadsheet

program (voluntary use)
Irrelevant

spreadsheet dura

Notepad freq Absolute frequency or duration of using the

notepad (voluntary use)Notepad dura

Calculator freq Absolute frequency or duration of using the

calculator (voluntary use)Calculator dura

Note: Freq stands abbreviated for frequency; dura stands abbreviated for

duration.
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Based on their characteristics, we identified four student groups as

represented in the four profiles: (1) ‘Note Takers’, (2) ‘Spreadsheet
Users’, (3) ‘Calculator Users’, and (4) ‘Email Assignment Readers’. As
shown in Tables 5–7, participants from cluster 1 (n = 115 students)

show the highest number of activities (Mtotal_freq = 137.72). The stu-

dents' behaviour from cluster 1 differs significantly from the other clus-

ters in all three scenarios, showing the highest use of the notepad

regarding frequency (Msc1freq = 5.71; Msc2freq = 13.83; Msc3freq = 8.57)

and average time of notepad use (Msc1dura = 197.05 s;

Msc2dura = 585.6 s; Msc3dura = 365.5 s). Therefore, we label cluster 1 as

the ‘Note Takers’. Moreover, looking at the access of relevant

(Msc1freq = 1.96) and irrelevant (Msc1freq = 11.81) documents embedded

in the office simulation, students from cluster 1 (‘Note Takers’) with the

highest access in scenario 1, changed their behavioural pattern in sce-

narios 2 and 3. Cluster 2 (n = 152 students) overtook cluster 1 in view-

ing documents and became the top viewer of relevant documents

(Msc2freq = 1.23 and Msc3freq = 8.59) and irrelevant documents

(Msc2freq = 8.84 and Msc3freq = 8.59). Cluster 2 consists of students with

a moderate engagement regarding the frequency of activities

(Mtotal_freq = 133.37) and spent the most time within the scenarios in

comparison to the other clusters (Mtotal_time = 4265.73 s). In this cluster,

students demonstrate the most intensive use of the spreadsheet pro-

gram in all three scenarios regarding frequency (Msc1freq = 9.55;

Msc2freq = 16.96; Msc3freq = 16.25) and time spent (Msc1dura = 635.70 s;

Msc2dura = 739.38 s; Msc3dura = 584.3 s). Based on this unique behav-

iour profile, cluster 2 consists of Spreadsheet Users. The students of

clusters 3 (n = 84 students) and 4 (n = 81 students) are not as active as

those in clusters 1 and 2. Cluster 3 demonstrates high mean values of

duration of applying the calculation tool (for example

Msc1dura = 691.73 s; Msc2dura = 193.19 s). Cluster 4 showed the highest

total overall frequency (Mtotal_freq = 21.77) as well as highest total time

spent (Mtotal_dura = 1527 s) on reading emails with the task instruction

among others. Due to their tool use behaviour, we labelled cluster 3 as

‘Calculator Users’ and cluster 4 as ‘Email Assignment Readers’.

4.2 | Tool use and information retrieval distributed
over time (RQ2)

In order to investigate tool use and information retrieval over time

(RQ2), students' behaviour was examined at three different time inter-

vals (I–III). A students' dropout was noticed over time (please refer to

Table C in Appendix C).

As expected, tool use and information retrieval also varied over

time. However, it also turns out that behaviour patterns can be both

strongly scenario-dependent and scenario-independent.1

Focusing on voluntary notepad use, over all scenarios, this sup-

portive tool was used the least at the end of the scenarios (Figure 2a).

TABLE 4 Descriptive statistics of tool use and information retrieval according to frequency and duration

Scenario 1 Scenario 2 Scenario 3

Variable M SD Min Max M SD Min Max M SD Min Max

Relevant Emails freq 6.53 2.60 2.00 17.00 8.29 3.42 1.00 22.00 5.90 2.31 2.00 15.00

Relevant Emails dura 342.96 184.42 60.58 1065.52 348.07 179.01 47.76 1314.94 357.31 209.52 54.59 1263.58

Irrelevant Emails freq 1.41 0.88 0.00 6.00 na na na na 1.13 0.66 0.00 4.00

Irrelevant Emails dura 30.37 30.55 0.00 350.24 na na na na 41.58 71.48 0.00 545.5

Relevant documents freq 1.29 2.88 0.00 30.00 15.91 8.42 0.00 48.00 7.23 4.74 0.00 23.00

Relevant documents dura 15.47 29.84 0.00 204.60 173.5 98.93 0.00 586.7 135.74 92.30 0.00 616.22

Irrelevant documents freq 8.66 9.29 0.00 55.00 1.12 1.46 0.00 7.00 8.24 6.58 0.00 55.00

Irrelevant documents

dura

56.12 75.23 0.00 357.50 11.91 25.18 0.00 217.52 149.57 105.23 0.00 557.82

Relevant spreadsheets

freq

8.84 4.07 0.00 23.00 13.29 6.49 0.00 32.00 11.88 7.98 0.00 49.00

Relevant spreadsheets

dura

518.3 252.84 0.00 1337.7 538.0 259.11 0.00 1191.3 409.9 247.68 0.00 1169.6

Irrelevant spreadsheets

freq

na na na na 0.33 1.04 0.00 14.00 na na na na

Irrelevant spreadsheets

dura

na na na na 6.34 28.62 0.00 398.73 na na na na

Notepad freq 3.45 4.59 0.00 32.00 7.44 6.62 0.00 32.00 4.29 5.19 0.00 30.00

Notepad dura 105.30 164.27 0.00 971.94 273.2 266.93 0.00 1135.30 161.51 226.89 0.00 1275.71

Calculator freq 3.79 2.81 0.00 21.00 3.28 3.08 0.00 21.00 1.95 1.87 0.00 14.00

Calculator dura 287.23 271.89 0.00 1172.90 113.81 132.99 0.00 760.94 65.6 141.86 0.00 970.732

Note: ‘na’ means that this variable or cognitive tool was not available in the respective scenario; duration is given in seconds. Bold numbers indicate the

highest mean value for the given variable across the clusters.
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A closer look at the clusters for each scenario reveals additional

insights (Figures 2b–d). When solving scenario 1, students in clusters

1 and 2 used the notepad especially at the midpoint of the allotted

time while students in clusters 3 and 4 used it intensively in the first

ten min (Figures 2b). However, in scenarios 2 and 3 the clusters show

a different behaviour. In scenario 2, for all clusters, notepad use

occurred especially at the beginning and then decreased over time

(Figure 2c), whereas in scenario 3, in all clusters, the highest use

occurred in the middle of the time interval (Figure 2d).

Regarding the knowledge-based method, the use of the mandatory

tool document viewer also appears to be scenario-specific (Figure 3a).

Having a closer look at the clusters for each scenario gives additional

insights. Focusing on scenario 1, in clusters 1 and 2, activities increase

steadily over time (Figure 3b). However, in clusters 3 and 4, activities

increase slightly and stay constant more or less for the remaining time.

A different picture emerges in scenarios 2 and 3 (Figure 3c and d).

Retrieval of the relevant content in the mandatory cognitive tool docu-

ment viewer decreases equally over time across all clusters.

In contrast, use of the mandatory spreadsheet program (strong

method) shows that cognitive tool use is not always scenario-specific

(Figure 4a–d). Going in-depth over all clusters, the tendency to use the

spreadsheet program is at its highest at the second time interval in all sce-

narios. Interestingly, use of another strong method (email client) shows

the same pattern over time in all scenarios and clusters (see Figure D in

Appendix D).

Against this background, how the distribution of behaviour over

time is related to student performance will be investigated in the

following.

4.2.1 | Differences in terms of problem-solving
performance (RQ3)

The four clusters differ significantly in their problem-solving perfor-

mance (Table 8). The Note Takers (cluster 1) achieved the highest

mean score (Mtotal = 21.72), closely followed by the Spreadsheet

Users (cluster 2; Mtotal = 21.36). The two top-performing clusters do

not show significant performance differences, indicating that both

behaviour patterns can lead to high performance. The Calculator

Users (cluster 3) gained a moderate achievement level

(Mtotal = 17.24). The Email Assignment Readers (cluster 4) received

the lowest scores among the scenarios (Mtotal = 15.06).

The Kruskal-Wallis tests reported 10 out of 12 significant dif-

ferences among the clusters regarding the four subdimensions of

problem-solving competence A1-A4 (see Table 8). In all three sce-

narios, the Note Takers (cluster 1) achieved the highest partial

credit score of the performance subdimension A1. Students might

take actions by making notes after identifying and viewing relevant

resource documents. Students from cluster 2 (Spreadsheet Users)

met the requirement of applying domain-specific processing algo-

rithms such as correctly applied calculation schemes within the

domain-specific spreadsheet tool (performance subdimension A2)

the most and gained the highest score of A2 among the clusters.T
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Because cluster 1 made well-founded decisions in two scenarios,

they achieved the highest partial credit scores in subdimension A3.

Regarding A4 (adequate communication), none of the clusters

showed striking or unique performance characteristics in any sce-

nario, indicating that this subdimension is somewhat detached from

the other subdimensions.

5 | DISCUSSION

The cluster analysis based on behavioural data revealed significant

findings that will be discussed by framing them in context with the

above literature. The identification of four clusters indicates that stu-

dents follow unique problem-solving behaviours and methods (RQ1).

Both process indicators, frequency as well as duration of tool use and

information retrieval, give insights into different tendencies towards

different types of cognitive tools and information sources. Some stu-

dents prefer domain-specific tools (e.g., spreadsheet program) while

some solve their tasks by means of domain-general and weak

methods (e.g., note taking). In addition, the high provision of relevant

documents was embraced by certain students. In line with Sabourin

et al. (2012), for example, empirical evidence for different patterns of

self-regulated behaviour exists when approaching domain-specific

problems. The researchers confirmed that there are students that

indeed prefer an intensive use of resources (e.g., books and posters)

and the notebook compared with other students. This also implies

that the process indicators, frequency as well as duration of tool use

and information retrieval, give insights into different engagement

levels of performed activity across the clusters. These findings are

similar, for example, to the results of Bera and Liu (2006). They identi-

fied three student groups with an average, high and low tool access

rate based on the same process indicators used within the hypermedia

learning environment Alien Rescue. In line with the findings of Lust

and colleagues (2011), accessing those tools that contain information

material is the most frequently performed activity in computerized

environments. In our study, the document viewer and especially the

central mandatory tool, the spreadsheet program – both containing

information – recorded high use frequency. Problem solvers reach for

different tools, seek information from several sources, and apply dif-

ferent problem-solving strategies since (1) problems might have more

(a) Notepad use (scenarios 1–3; for total sample) (b) Notepad use (scenario 1)

(c) Notepad use (scenario 2) Notepad use (scenario 3)
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F IGURE 2 Notepad use distributed over time. (a) Notepad use (scenarios 1–3), (b) Notepad use (scenario 1), (c) Notepad use (scenario 2) and
(d) Notepad use (scenario 3)
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than one possible solution path (polytely) and (2) problem solvers may

have limited knowledge.

Findings regarding distributed tool use over time and informa-

tion retrieval (RQ2) are also similar to some findings revealed by

Bera and Liu (2006). Supportive cognitive tools, such as the note-

pad and calculator, as well as sharing cognitive tools, such as the

document viewer (with relevant content), were used in the earlier

and middle problem-solving stages. Collecting and organizing infor-

mation in the first and second third of the proposed time might be

an indicator for orientation and exploration phases, respectively.

However, because this finding does not count for the first sce-

nario, the cognitive procedure of how problems are solved is sce-

nario specific. This finding is in line with Behrens et al. (2012) who

argue that cognitive processes depend on the task design. More-

over, although some calculating functions are feasible in both the

voluntary and mandatory calculation tools, small cannibalistic

effects can be detected in the scenarios (see Appendix E). It might

be assumed that using the simpler calculator intensively in the first

10 min followed by an increased use of the more complex

spreadsheet mirrors a typical domain-specific problem-solving pro-

cedure in the workplace. When using the calculator first for simple

calculations due to its simplicity, problem solvers realized that a

spreadsheet might be more helpful and time-efficient due to its

extensive functions. Moreover, cluster 4 shows a notable behaviour

since they mainly read the emails that contained the task assign-

ment. This behaviour could be a sign that they did not get beyond

the initial phases such as the problem definition and planning

phase.

Tool-use behaviour and information retrieval influence

problem-solving performance (RQ3). Similar to other researchers

(e.g., Hung & Crooks, 2009, Hung & Zhang, 2008), we found sig-

nificant relations between problem-solving behaviour and problem-

solving performance. Our findings indicate that more intense inter-

actions between the problem solver and the business simulation

led to a better overall performance in general. In their study, Li

and Tsai (2017), who identified three clusters labelled as ‘consis-
tent use students’, ‘slide intensive use students’ and ‘less use stu-

dents’, show evidence that the two clusters with a higher activity
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F IGURE 3 Relevant document retrieval distributed over time. (a) Relevant document (scenario 1–3), (b) Relevant document (scenario 1),
(c) Relevant document (scenario 2) and (d) Relevant document (scenario 3)
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rate show higher performances than the ‘less use students’. Similar

findings were revealed by Sabourin et al. (2012) in their study that

found high SRL students to demonstrate higher resource retrieval

and note taking than lower SRL students. From an educator per-

spective, teachers should encourage their learners to interact more

often with the material. Moreover, DiCerbo (2014, S. 18) and

Dumdumaya et al. (2018) argue that the total time spent on task-

relevant events or ‘time spent for a solved problem’ are indicators

of student persistence, which might also have positive effects on

problem solving. Our study's results confirm this hypothesis as the

two top performing clusters showed higher time consumption on

the problem than weaker problem solvers. Having a closer look at

the tendency towards the different types of cognitive tools and its

impact on performance scores, we found similar results compared

to other researchers. In line with Trafton and Trickett (2001), tools

might be beneficial and supportive but not really necessary to suc-

cessfully solve a problem. Instead, in our study, note taking and

the calculator are assigned to voluntary use and are not relevant

to the solution. Voluntary note taking, however, proves itself to be

a helpful strategy for successful cognitive and meta-cognitive pro-

cessing (Nesbit et al., 2007; Trafton & Trickett, 2001) as it sup-

ports the problem solvers in reducing cognitive burden

(Moos, 2009). Within their study, Trafton and Trickett (2001)

found many competitive arguments for notepad use including the

advantage that participants who used the notepad solved the prob-

lems in a more outright manner.

To what extent the calculator still helped the weaker cluster

3 (Calculator Users) in our study, or prevented them from using the

more efficient spreadsheet program, is questionable (and should be

researched further). This potential cannibalism effect was also

touched upon by Zydney (2010) who found that tools with similar

functions could negatively influence behaviour. The ‘Calculator Users’
have an idea of what to do, but might not be able to master the cen-

tral tool, the spreadsheet application. Interestingly, Marasigan (2018,

p. 166) concluded that calculators facilitate students' learning in the

mathematics domain because the “calculators allow students to spend

less time on tedious calculations and more time on understanding and

solving problems. It helps students develop better number sense and
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F IGURE 4 Relevant spreadsheet use distributed over time. (a) Relevant spreadsheet (scenario 1–3), (b) Relevant spreadsheet (scenario 1),
(c) Relevant spreadsheet (scenario 2) and (d) Relevant spreadsheet (scenario 3)
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allow students to study mathematical concepts. It simplifies tasks while

helping students determine the best”. However, unlike our results, Mar-

asigan (2018) did not embed and consider the more sophisticated

spreadsheet in her study. According to Marriott (2004), spreadsheet

use fosters a holistic understanding of the business problem, which was

also observed for cluster 2 of this study, who solved the problem suc-

cessfully. As already formulated by Marriott (2004), educators should

encourage the use of domain-specific algorithms in spreadsheets.

When problems have more than one potential solution path and

problem solvers have limited knowledge of the problem, problem solvers

tend to seek and base reasoning on information from several sources

(Barzilai & Strømsø, 2018). Behaviour of the second highest performing

cluster 2 is – next to its high application of domain-specific algorithms

within the relevant spreadsheet – characterized by a high level of docu-

ment review of relevant information. In contrast, cluster 1 accessed the

documents less frequently than cluster 2 and might compensate for this

lower frequency with higher note taking behaviour. Interestingly, cluster

1 as the high-performing cluster visited irrelevant documents the most in

scenario 1 compared with cluster 2 who demonstrated discriminate read-

ing. However, due to its very low time investment on these, it might be

an indicator of the cluster's consciousness. The frequent but brief

retrieval of irrelevant documents in scenario 1 could suggest that these

students realize that irrelevant information is embedded within the sce-

narios and, hence, neglected them in the subsequent two problems.

In sum, given that the two high-performing clusters 1 and 2 show

that note taking as well as spreadsheet use leads to successful problem

solving, it can be concluded there is no ‘one best way’ (e.g., Rausch
et al., 2017) but rather two distinct methods leading to an accurate

problem solution. These findings regarding efficient cognitive tools and

information retrieval should be considered by teachers when designing

problem tasks in the classroom. In the context of task design, identify-

ing typical errors and difficulties through log data analyses linked to stu-

dent's performance enable successful individual learning. Therefore,

teachers could design automated prompts if the student did not open

the notepad or spreadsheet. Furthermore, these findings help to

improve the design of simulation environments. Using embedded

prompts and understanding the obstacles helps to make the simulations

adaptive and automated. Furthermore, for curricular designers the find-

ings might be interesting. The promotion and acquisition of problem

solving are anchored as important vocational training objectives in the

curriculum. Therefore, understanding problem-solving procedures of

the overall steps and where exactly problems lie helps to improve cur-

ricular requirements.

Despite these significant findings, the present research design has

its limitations. First, it is not evident whether students actively read

the provided documents or whether they were mentally absent and

unfocused. Second, it is still not clear whether students' behaviour,

such as tool use and information retrieval, affects problem-solving

performance or vice versa. This causality dilemma (‘chicken-and-egg’
problem) should be considered. Third, it should be taken into account

that the performance partial credit score of competence subdimen-

sion A1 (dependent variable) is composed and measured based on the

frequency of relevant document retrieval (independent variable).T
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6 | CONCLUSION

Log data analysis has evolved to be promising in problem solving by

bringing clarity to problem-solving processes that formerly remained a

black box. In particular, cluster analysis enables ways to analyze and

diagnose each unique problem-solving process. The given investigation

of specific process indicators takes advantage by finding noteworthy

patterns regarding (1) domain-specific and -general tool use, (2) the

retrieval of relevant and irrelevant information, and (3) different

problem-solving methods in an office simulation (RQ1). In addition, the

results provide evidence regarding the pathway that students follow

over time to solve problems. Problem solving is scenario specific (RQ2)

as different problems require different activities at different times. Most

importantly, different behaviours lead to greater performance (RQ3),

which provides new insights into students' problem solving in the busi-

ness domain and the hints that need to be promoted. In a nutshell,

although there is not one best way to solve problems within the busi-

ness domain, we found two effective tool use behaviours. Domain-gen-

eral, voluntary note taking, and domain-specific, solution-relevant

spreadsheet use, have been found to be performance enhancing. More-

over, our findings indicate that higher interactions in the business simu-

lation lead to a better overall performance, which supports the results of

many other researchers. This newly created perspective facilitates edu-

cators and trainers to adapt and extend their instructional approaches

such as encouraging students to take notes at the beginning or prefer-

ring the spreadsheet to calculators (He, Liao et al., 2019).

Lastly, future research on domain-specific problem-solving environ-

ments should be carried out to minimize the above-mentioned limita-

tions. First, analyses of multi-channel data including eye-tracking, facial

expression recognition, or thresholds of mouse movements can enlighten

and validate inferred interpretations made from the data (Azevedo

et al., 2018; Järvelä et al., 2019). Also, think-aloud studies provide addi-

tional accurate results (Cowan, 2019; Ericsson & Simon, 1984). Second,

further research should examine the content and structure of notes

made within the notepad by text mining techniques for a deeper under-

standing of the top performers – who proved to be the most frequent

note takers. Third, the need for further examination also exists for coun-

terparts showing lower performance. Accounting for almost 20% of all

participants in this study, more evidence is required to determine how

the weak ‘Email Assignment Readers’ gain a better understanding of the

task and how the ‘Calculator Users’ can leverage their engagement level

for the probably more efficient use of spreadsheets or note taking and,

thus, their performance. Therefore, the impact of interceding recommen-

dations and hints in general should be considered in curricular require-

ments. Also, the use of certain cognitive tools at a specific time should

be further investigated. Therefore, for future projects, instructional and

software designers should consider the question of how to leverage

adaptive learning and how to motivate students (e.g., via error detection

that triggers individual real-time feedback or, if necessary, turning off cer-

tain tools). Teachers should encourage them to explore the environment

efficiently and its repertoire of cognitive tools in its entirety. Fostering

students' use of cognitive tools efficiently in educational software or

classrooms to achieve their personal best is crucial for their development

of life-long, problem-solving competences and for facing future chal-

lenges in the workplace.
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TABLE A1 Exemplary coding schemes and scoring rubrics for cognitive phase A2 (scenario 1) (translated from Sembill et al., 2016)

Cognitive phase 2: Information processin

A2S1I1: Domain-specific processing algorithms

Variable Description Value label

A2S1I1a

(semi-auto;

manual)

Calculation of

target costs

In cells I26 to I28

9 = no entries have been made (it still says: “to be calculated”)
0 = only incorrect values have been entered

1 = at least one correct value, but not all of them correct

2 = three correct values (I26 = 485.90 AND 2 = three correct values) (I26 = 485.90 AND I27 = 12356.05

AND I28 = 3184.15)

A2S1I1b

(partial-

auto;

manual)

Calculation of

absolute

deviations

Mainly in cells J7 to J25

99 = no entries were made

00 = only wrong values entered

10 = Differences between actual costs and planned costs

(wrong!) calculated (e.g. J7 = 1467,46; J8 = �185.92; J9 = �174.91; J10 = �347.00; J11 = �1455.11), but

not necessarily in every cell (some cells empty in the first five or less than five possible)

11 = differences between actual costs and planned costs (wrong!) calculated with negative sign (e. g. B.

J7 = �1467,46; J8 = 185,92; J9 = 174,91; J10 = 347.00; J11 = 1455.11), but not necessarily in every cell

(some cells empty in the first five or less than five possible)

21 = Differences between actual costs and target costs calculated (correct; see values under code “30”), but
not necessarily in every cell (some cells empty empty or also single wrong values in the first five or less than

five)

22 = Differences between target costs and actual costs are calculated, so that in comparison to the values listed

under code “30” only the sign is wrong e.g. J is wrong (e.g. J7 = �13704.10; J8 = �47.30; J9 = �2.15;

J10 = �43.00; J11 = 763.25).

30 = Differences between actual costs and target costs correctly determined throughout

(e.g. J7 = 13704.10; J8 = 47.30; J9 = 2.15; J10 = 43.00; J11 = �763,25).

A2S1I1c

(partial-

auto;

manual)

Calculation of

relative

deviations

Mainly in cells K7 to K25

99 = no entries were made

01 = only implausible values were entered

02 = incorrect calculation with target/actual*100 (e.g. K7 = 83.12; K8 = 96.41; K9 = 99.78; K10 = 98.04;

K11 = 125,02)

11 = correct relative deviations on the basis of the incorrectly calculated column “J” (consequential error).
12 = Calculation of a change factor without correction as a quotient [“ = actual/target”] (e.g. K7 = 1.20;

K8 = 1.04; K9 = 1.00; K10 = 1.02; K11 = 0,80)

13 = Calculation of a change factor without correction in percent [“ = actual/target*100”] (e.g. K7 = 120.31;

K8 = 103.67; K9 = 100.22; K10 = 102,00; K11 = 79,98)

21 = Relative deviations correctly determined as a simple as a simple quotient (e.g. K7 = 0.203; K8 = 0.0368;

K9 = 0.0022; K10 = 0.020; K11 = �0,200)

22 = relative deviations correctly determined throughout in percent (e.g. K7 = 20.31; K8 = 3.68; K9 = 0.22;

K10 = 0.0022; K11 = �0.200).

APPENDIX A

A.1 | APPENDIX

Table A1(a) and A1(b).
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A.2 | APPENDIX

Figure A2.

TABLE A2 Exemplary coding schemes and scoring rubrics for cognitive phase A3 (scenario 1) (translated from Sembill et al., 2016)

Cognitive phase 3: Making a reasoned decision

A3S1I1: Quality of rationale and recommended consequences

Variable Description Value label

A3S1I1a

(part-auto)

Mention of causes

for the

deviations

Mention of e.g. the following four causes: (a) Double painting at Lack & Rahmen, (b) Anniversary discount at

Mohnhaupt, (c) rush orders

2011 model/model of seat post at Schr.

99 = no reply mail available or obviously

broken off due to the system (after or in the first sentence)

01 = no causes are mentioned at all

02 = wrong causes are mentioned

10 = one plausible cause is mentioned

20 = two plausible causes are mentioned

30 = three plausible causes are mentioned

40 = four plausible causes are mentioned

A3S1I1b

(manual)

Mention of

possible

consequences

due to the

causes of

deviation

Name e.g. the following four consequences: to (a) consider higher costs, if necessary look for another supplier

(accepting poorer quality would be quality would be wrong); to (b) lower costs were only one-off, therefore

not to be taken into account for the future; to (c) Optimize orders or increase stock; (d) keep old model if

possible or consider higher costs for new model

99 = no reply mail available or obviously aborted due to the system (after or in the first sentence)

01 = No consequences are mentioned at all.

02 = The consequences mentioned are not plausible.

10 = one plausible consequence is mentioned

20 = two plausible consequences are mentioned

30 = three plausible consequences are mentioned

40 = four plausible consequences are mentioned

F IGURE A2 Visualization of the three-step procedure from problem-solving performance to problem-solving competence (adapted from
Seifried et al., 2020)
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A.3 | APPENDIX

Table A3.

APPENDIX B

Figure B.

TABLE A3 Descriptive statistics of problem-solving performance

Cognitive phase of domain-specific problem solving
Maximum attainable
score (in each scenario) Scenario Mean

Standard
deviation Min Max

A1. Identification of needs for action and sources of

information

5 1 1.69 1.09 0.0 4.00

2 2.09 1.34 0.0 4.00

3 1.19 1.45 0.0 4.00

A2. Process of information 6 1 2.80 1.15 0.0 6.00

2 1.30 1.20 0.0 4.00

3 0.59 0.86 0.0 5.00

A3. Making well-founded decisions 7 1 0.80 1.21 0.0 5.00

2 1.65 1.48 0.0 4.00

3 1.44 1.51 0.0 5.00

A4. Communication of decisions in an adequate way 3 1 1.90 0.99 0.0 3.00

2 2.11 1.03 0.0 3.00

3 1.90 1.04 0.0 3.00

0

5000000

10000000

15000000

20000000

25000000

30000000

35000000

40000000

1 2 3 4 5 6 7 8 9 10

D
if

fe
re

n
ce

s 
o

f 
W

it
h

in
-C

lu
st

er
-S

u
m

 o
f 

S
q
u
ar

ed
 E

rr
o
rs

 (
W

SS
)

Cluster

Elbow Criterion

F IGURE B Elbow criterion with a four-cluster-solution. Note: The
four-cluster solution demonstrated a fair and reasonable compromise
of an interpretable number of clusters, i.e., as few clusters as possible,
but with fewer clusters, information is lost.
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APPENDIX C

Table C.

APPENDIX D

Lastly, the clusters share commonality with respect to viewing and

working with relevant emails. In all scenarios, emails are read at the

beginning (stage 1) and written especially at the end of the scenario

across all clusters.

In sum, the third question regarding whether the clusters differ in

terms of their tool use over time can be answered. On the one hand,

clusters differ in their behaviour over time depending on the scenar-

ios, but also show similar behaviour patterns, for example, calculation

repertoire or emails (Figure D).

Relevant Email (scenario 1–3; for total sample) Relevant Email (scenario 1)

Relevant Email (scenario 2) Relevant Email (scenario 3)
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F IGURE D Relevant email use distributed over time (mandatory tool). (a) relevant email (scenario 1–3; for total sample), (b) relevant email
(scenario 1), (c) relevant email (scenario 2), (d) relevant email (scenario 3)

TABLE C Students' dropout over time (N adjusted).

Scenario 1 Scenario 2 Scenario 3

0.-
10. Min

10.-
20. Min

20.-
30. Min

0.-
10. Min

10.-
20. Min

20.-
30. Min

0.-
10. Min

10.-
20. Min

20.-
30. Min

Note takers (Cluster 1) 115 112 92 115 114 91 115 104 70

Spreadsheet users (Cluster 2) 152 145 111 152 146 116 152 136 77

Calculator users (Cluster 3) 84 72 50 84 73 41 84 64 26

Email assignment readers
(Cluster 4)

81 80 66 81 81 58 81 70 31
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APPENDIX E

All clusters showed a high usage of the calculator at the beginning

across all scenarios. However, the usage decreases from the first to

the second time interval. In scenarios 2 and 3, the calculator use

increases again afterward. One reason for the behaviour could be the

increased tendency to use the other calculator tool, the spreadsheet

program, in the second time interval (Figure E).
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F IGURE E Calculator use over time (voluntary tool). (a) calculator (scenario 1–3; for total sample), (b) calculator (scenario 1), (c) calculator
(scenario 2) and (d) calculator (scenario 3)
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