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Abstract
User intervention against incivility is a significant element of democratic norm 
enforcement on social media, and feeling personally responsible for acting is a vital 
prerequisite for intervention. However, our insight into how users construe their 
sense of personal responsibility and expectations of other users remains limited. By 
theoretically foregrounding user perspective, this study investigates the boundaries and 
nuances of user responsibility to intervene against incivility. Empirically, it draws on 
20 qualitative vignette interviews with young people in Germany. The findings show 
that as contexts collapse in users’ newsfeeds, the imagined boundaries of personal 
public spheres and own social relationships with uncivil users serve as heuristics for 
hierarchizing and delimiting personal responsibility to intervene. Beyond abstract 
individual responsibility for the public discourse, practical responsibility is distributed 
among personal public spheres.
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Uncivil discourse online is a growing concern among citizens and scholars alike, as 
it pollutes the public discourse and has exclusionary implications for minority par-
ticipation (Anderson et al., 2014; Porten-Cheé et al., 2020; Ziegele et al., 2020). Of 
the numerous platforms available, users are most likely to encounter hateful content 
on Facebook (Reichelmann et  al., 2021). Although Facebook recently introduced 
measures such as automated content moderation (Meta, 2021, 2022), technological 
solutions for countering incivility and hate fall short when contextual interpretation 
is required (e.g. Gillespie, 2020; Meta, 2022; Siapera and Viejo-Otero, 2021). Given 
the amount of problematic content that remains on the platform (Giansiracusa, 2021; 
Timberg, 2021), ordinary users as co-constructors of social media environments 
remain relevant for restoring favorable conditions for political discourse (Friess 
et al., 2020; Kim, 2021; Masullo et al., 2019; Meta, 2022; Porten-Cheé et al., 2020; 
Ziegele et al., 2020).

A sense of personal responsibility is vital in prompting individuals to intervene 
against incivility (Latané and Darley, 1970; Ziegele et al., 2020). This has been illus-
trated by research into the social movement #iamhere, in which users are motivated 
to engage by a sense of responsibility for the public discourse (Ziegele et al., 2020). 
Other studies have indicated that some users intervene out of solidarity (Kunst et al., 
2021) or for altruistic reasons (Wang and Kim, 2020). However, user intervention 
against incivility is overall not that common. For example, repeated representative 
surveys in Germany have shown that while most people believe standing up to dis-
crimination and hate speech to be a sign of good citizenship, only a minority report 
intervening upon encountering these online (Emmer et al., 2021; Heger et al., 2022; 
Schaetz et al., 2020). This suggests that regular users either do not feel a concrete 
sense of personal responsibility to act or have a different understanding of responsi-
bility altogether. Nevertheless, despite studies demonstrating the pivotal role of per-
sonal responsibility for intervention (Latané and Darley, 1970; Ziegele et al., 2020), 
our understanding of how regular users make sense of their role in combating incivil-
ity is surprisingly limited. I argue that it is also obscured by our normative approach 
to studying user intervention, which is grounded in scholarly imaginaries of the online 
public sphere and a perspective on individual action as decoupled from the social 
context in which it occurs (cf. Dahlgren, 2006).

Since users experience public discourse on Facebook through their news feeds, 
where different public, private, political, and social contexts converge (Marwick and 
boyd, 2011), I theorize that understanding users’ perceptions of responsibility requires 
considering other everyday social media experiences known to shape sociability and 
informal political talk. Drawing on the literature on online boundary, relational and 
impression management, I investigate how Facebook users construe a sense of per-
sonal responsibility to intervene against incivility in the context of their everyday 
social media use. Based on 20 vignette interviews with students in Germany, this study 
shows that users feel most strongly compelled to intervene when incivility occurs in 
what they perceive as their personal public sphere—a delineated communicative space 
of their own that intersects with and is visible to others, which creates the need for 
impression management and a sense of personal accountability (John and Gal, 2018). 
In this space, an intervention is considered comparably more meaningful and 
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efficacious because it involves significant social ties, as opposed to intervening in 
news media comment sections that involve unknown users. Thus, the boundaries of 
one’s personal public sphere and social relatedness to uncivil users serve as heuristics 
for thinking about the practical and immediate responsibility to intervene. The findings 
remind us that not everything that we (both as scholars and social media users) deem 
normatively desirable is practically feasible, appropriate, or immediately important in 
the context of everyday social media use. This study contributes to a further under-
standing of discursive civic responsibility by offering a perspective on responsibility 
as distributed among proprietors of personal public spheres rather than as diffused 
among individual bystanders in the public sphere.

Literature review

Incivility and intervention in user comments

Social media platforms afford different opportunities for political talk and self-expres-
sion (Literat and Kligler-Vilenchik, 2021). On Facebook, in particular, informal political 
talk features prominently in user comments. Scholars have argued in support of com-
ments’ democratic benefits (Freelon, 2015), even when they do not conform to standards 
of rationality and politeness (Rossini, 2022). In contrast, an increasing amount of uncivil 
discourse in user comments has been seen as troubling (Anderson et  al., 2014; 
Reichelmann et al., 2021). As a mode of expression that “signals moral disrespect and 
profound disregard toward individuals or groups” (Rossini, 2022: 7), incivility can be 
viewed as disregarding democratic values such as pluralism (Rossini, 2022) and violat-
ing moral (Neubaum et al., 2021b) and/or communicative norms (Bormann et al., 2021). 
As a counter-normative behavior, incivility is likely to attract condemnation, censure, 
and punishment by relevant audiences (Watson et al., 2019).

Platforms offer different modalities for sanctioning incivility. Besides reporting 
uncivil content to Facebook as a violation of the platform’s Community Guidelines 
(Meta, 2022; Siapera and Viejo-Otero, 2021), users can voice their disapproval by 
reacting to uncivil comments with angry emojis or through counter-commenting 
(Masullo and Kim, 2021; Porten-Cheé et al., 2020). By engaging in such interventions, 
people are said to “seek to voice their own opinions to correct the ‘wrongs’ they per-
ceive in the public sphere” (Barnidge and Rojas, 2014: 136) and aim to “ensure an 
inclusive online public discourse” (Porten-Cheé et al., 2020: 519). In this context, the 
bystander intervention model postulates that feeling a sense of personal responsibility 
to act is a vital prerequisite for intervention, followed by a decision on how to inter-
vene appropriately (Latané and Darley, 1970; Ziegele et al., 2020). A prominent expla-
nation for user inaction is the so-called bystander effect, according to which the 
presence of others leads to a diffusion of responsibility and results in a disinclination 
to act (Latané and Darley, 1970).

To date, the most nuanced insights into users’ ideas of personal responsibility stem 
from research into the social movement #iamhere, in the context of which users engage 
in collective intervention to promote a cultivated discourse on Facebook (Buerger, 2021; 
Friess et al., 2020; Ziegele et al., 2020). These users report being motivated by a sense of 
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personal responsibility for the public discourse (Ziegele et al., 2020). Most people in 
Germany approve of this kind of engagement. Repeated representative surveys show that 
more than 70% of respondents believe that standing up to hate and discrimination is good 
citizenship (Emmer et al., 2021; Schaetz et al., 2020). However, only a minority of the 
survey respondents report actually having intervened upon encountering incivility 
(Emmer et al., 2021; Heger et al., 2022), underscoring that activists and non-activists 
differ in their mindsets and in their abilities to sustain a sense of responsibility and moti-
vation for (collective) action (Passy and Monsch, 2020).

From a normative point of view, #iamhere’s engagement appeals to some of the cen-
tral premises of research into bystander intervention against incivility: (1) news media 
comment sections are central spaces for public deliberation online, (2) users act in their 
role as citizens, and (3) users are equals in social media environments, entitled to sanc-
tion each other based on their horizontal relationship as citizens (Dishon and Ben-Porath, 
2018). However, there are good reasons to believe that other aspects of mediated social 
life on Facebook inform users’ ideas about responsibility for intervention. Extant litera-
ture suggests that users’ perceptions of self and others shape not only the choreography 
of social interactions online (Baym and boyd, 2012; Kligler-Vilenchik, 2021; Literat and 
Kligler-Vilenchik, 2021; McLaughlin and Vitak, 2012; Marwick and boyd, 2011) but 
also people’s notions of citizenship (Gagrčin et  al., 2022; Gagrčin and Porten-Cheé, 
2022). In the following, I consider how spatial and social aspects of everyday social 
media experience may shape regular users’ sense of personal responsibility to intervene 
against incivility.

Public sphere(s)

Studies have typically focused on incivility in user comments on news organizations’ 
websites and social media pages due to their attributed function as deliberative public 
spaces (e.g. Freelon, 2015; Kim, 2021; Stroud et  al., 2015; Watson et  al., 2019). 
However, this does not necessarily resonate with how users imagine and navigate 
social media environments. More than a decade ago, Papacharissi (2010) argued that 
social media would blur the boundaries between public and private spaces in a way 
that alters “the actual and imagined spaces upon which citizenship is practiced” (p. 
17). Studies have demonstrated that users are more likely to interact with their Friends’ 
news posts than posts on news pages (Wells and Thorson, 2017), which challenges the 
notion of the public sphere where political talk online occurs and, relatedly, user 
responsibility to intervene out of responsibility for the public discourse. Moreover, 
John and Gal (2018) have found that users do not necessarily imagine or experience 
Facebook as one big public sphere but rather as a more delineated personal public 
sphere—a communicative space of their own with specific boundaries. How users 
visualize these boundaries presumably differs between platforms (Literat and Kligler-
Vilenchik, 2021). On Facebook, the personal public sphere can include users’ profiles, 
news feed, and friends’ lists. Aware that their personal public sphere intersects with 
others’ personal public spheres, users believe they have both the right and the obliga-
tion to regulate and curate content and interactions based on their own norms and 
values (John and Agbarya, 2021; John and Gal, 2018; Schmidt, 2014).
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Face-work and relational work

The backbone of the personal public sphere concept is the centrality of face-work and 
relational work in the context of mediated social life (John and Gal, 2018; Schwarz 
and Shani, 2016). In everyday social interactions, individuals engage in face-work by 
acting according to their perceptions of audience expectations to maintain “the posi-
tive social value they claim for themselves” (Goffman, 1967: 5). Face-work is par-
ticularly laborious on Facebook. As different spheres of life converge, face-work is 
done before multiple audiences simultaneously: close ties, such as friends and family 
members, and more distant ties, such as acquaintances from school or friends of 
friends (Baym and boyd, 2012; Marwick and boyd, 2011; Schwarz and Shani, 2016). 
At the same time, however, the audience on Facebook is not visible to users. Instead, 
how users imagine their audience is crucial to their situational public self-awareness 
and perceptions of behavioral expectations (Litt, 2012; Mor et al., 2015). Here, users’ 
civic role is but one of many social roles that users may assume when thinking about 
what is expected of them.

A “mismanagement” of the online self may have real-life consequences—particularly 
for interpersonal relationships (John and Agbarya, 2021; Mor et al., 2015). Faced with an 
uncertain reception, some users preemptively engage in self-censorship or abstain from 
political talk and self-expression to avoid conflict and mitigate risks (Pearce et al., 2018; 
Thorson, 2014; Vraga et al., 2015). Others yet unfriend social ties for posting problem-
atic content—either because they do not want to see that kind of content anymore or 
because they do not want to be associated with those users (Gagrčin et al., 2022; John 
and Agbarya, 2021; John and Gal, 2018).

Interventions such as counter-speaking are arguably more confrontational than politi-
cal unfriending and can be seen as socially delicate endeavors. In contrast to the idea that 
users are entitled to sanction each other based on their horizontal relationship as citizens 
(Dishon and Ben-Porath, 2018), social relationships shape perceptions of who is respon-
sible for intervening (Moisuc and Brauer, 2019; Strimling and Eriksson, 2014). Research 
shows that in the presence of friends and strangers, friends—not strangers—are expected 
to sanction (Eriksson et al., 2017; Strimling and Eriksson, 2014). At the same time, our 
relationships influence how we judge and react to norm violations (McLaughlin and 
Vitak, 2012), and people tend to be harsher toward distant ties as opposed to close ones 
(Lieberman and Linke, 2007; Neubaum et al., 2021b). Thus, the need for face-work and 
relational work may motivate and/or constrain one’s sense of responsibility to act against 
incivility.

To better understand how personal responsibility compels users to counter incivil-
ity, I conceptualize responsibility not only in terms of desirability (what a good citi-
zen would do) but also in terms of behavioral expectations that individuals perceive 
and place upon themselves and others (Cialdini et al., 1991), and ask the following 
questions:

What is the role of personal public sphere(s) (RQ1), impression management (RQ2), and 
social relatedness (RQ3) in people’s expectations of user intervention against incivility on 
social media?
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Methods

Study context

In contrast to the United States, where the First Amendment to its constitution guarantees 
freedom of speech, the German Constitution perpetuates the idea that “to protect democ-
racy itself it may be necessary to forbid some forms of speech, namely speech that coun-
ters the very premises of the democratic system” (Riedl et al., 2021: 437). In addition, 
Germany’s Network Enforcing Act provides users with critical agency in social media 
environments by requiring platforms to delete problematic content, for example, when 
flagged by users (Heldt, 2019). Perhaps unsurprisingly, a recent study has indicated that 
Germans have comparably higher expectations of governmental regulation of hate 
speech and incivility online than Americans and assume comparably higher levels of 
personal responsibility for intervention (Riedl et al., 2021). Thus, Germany provides an 
ideal context for exploring how users practically construe this responsibility.

Facebook is a relevant case for several reasons. In addition to introducing artificial 
intelligence to detect hate speech, Facebook still relies on the idea of self-regulation, 
expecting users to proactively report content that they believe violates the Community 
Guidelines (Meta, 2022). After the reported success of automated hate speech detection 
was repeatedly called into question (most recently by whistleblower Frances Haugen), 
proactive norm enforcement on the part of users has become particularly important 
(Giansiracusa, 2021; Timberg, 2021). Finally, because users are more likely to encounter 
hateful content on Facebook than on other platforms (Reichelmann et al., 2021), users 
may feel that Facebook is a space in particular need of user intervention.

Participants

The study draws upon 20 semi-structured interviews with German university students, 
ages 20–25 years. The decision to study this sample was based on the following consid-
erations: First, young people use social media for political purposes more commonly 
than older adults (Andersen et  al., 2020; Emmer et  al., 2021). Second, studies have 
shown that younger and wealthier people are more likely to intervene (Watson et al., 
2019). The participants were recruited via university email lists, where they registered 
and filled out a pre-screening questionnaire. The questionnaire aimed to recruit a diverse 
sample of respondents and avoid intervention enthusiasts’ self-selection bias. In the final 
sample, most participants self-identified as rare interveners; only three identified as 
occasional interveners. The average age is 22 years, with 40% of participants self-identi-
fying as male and 60% as female. All participants used at least two social media plat-
forms daily and had Facebook profiles. I use pseudonyms chosen by the participants to 
report on the study, and I have translated the quotes used into English.

Interviews

Vignette interviews were employed as the standalone method in this study because the 
method is suitable for constructivist approaches that explore participants’ ethical frame-
works and moral codes (Gray et al., 2017; Wilks, 2004). The participants were presented 
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with two fictional Facebook posts with accompanying texts (see Supplemental Appendix). 
The first depicted incivility in the comment section below a news post on a user profile 
(representing personal space on Facebook). The second instance of incivility was situ-
ated in the comment section below a news post on a German news outlet’s page (repre-
senting public space). Based on the literature showing that people recognize impoliteness 
much more easily than incivility (Kalch and Naab, 2017), both uncivil comments were 
formulated as polite. Because I was interested in how people define their responsibility 
to intervene, I needed to ensure that participants perceived the comments as uncivil—a 
step that precedes defining responsibility in the bystander intervention model (Ziegele 
et al., 2020). As previous research has indicated that abusive language directed at social 
groups is considered particularly threatening (Naab et al., 2018; Wilhelm et al., 2020), I 
chose refugees and people with disabilities as targets of incivility, assuming most partici-
pants would likely condemn discrimination against these two groups. The vignettes were 
tested in five trial interviews to ensure that the situations appeared typical and realistic; 
following participant feedback, these were further adjusted.

After reading the vignettes, the participants assessed the situation, after which they 
were asked to take on several roles in different relationship constellations (Gray et al., 
2017; O’Dell et al., 2012). For example, I asked participants what they believed the 
post owner ought to do in a situation in which the uncivil user was their friend and 
whether it would make a difference if they were an acquaintance from school or a 
stranger. I encouraged participants to reminisce and reflect on similar situations that 
had happened to them or that they had observed. Although I had concerns about 
whether the participants would be able to switch from one role to another, it was sur-
prisingly effortless for most of them.

The interviews were conducted via video conferencing platforms and lasted approx-
imately 80 minutes. Only audio was recorded. Student assistants transcribed the inter-
views, and I coded them. The analysis was conducted according to Saldaña (2016). In 
the first step, I exploratively coded a subset of interviews (n = 5) using in-vivo and 
versus coding to develop the initial codes list. Because I was interested in responsibil-
ity not only in terms of desirability but also in terms of social expectations (Cialdini 
et  al., 1991), I coded the former as actions that participants wished would happen, 
would ideally happen, or were theoretically important, and the latter in terms of must, 
should, and ought to do. In the second stage, I consolidated the codes according to the 
roles, rules, and relationships in Saldaña and Omasta (2018) and applied them to the 
rest of the interviews.

Findings

Similar to the ideas about responsibility reported and conceptualized in the literature, 
participants recognized incivility as problematic and worrisome. Most shared the view 
that responding to incivility is, in principle, a civic responsibility, corroborating the find-
ings of other interview studies (Ziegele et al., 2020). However, participants stressed that 
this was, first and foremost, an abstract responsibility—something that one would ideally 
do—adding that there were many limitations and good reasons not to act upon this 
responsibility in practice. For example, participants believed the vignettes were likely to 
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produce conflict. Franziska (25 years) was certain, “It’s about to get a lot more unpleas-
ant .  .  . someone will feel attacked, especially if they know each other.” In this sense, 
participants frequently emphasized that intervention requires a great deal of time and 
emotional resources. However, of greater interest here are the instances in which partici-
pants felt that intervention was, in fact, a matter of personal responsibility.

Personal public sphere and the responsibility to intervene in public

Participants placed the strongest expectations for intervention against incivility on the 
profile or page proprietor on whose territory incivility occurred. They spoke in terms 
that concurred with the concept of the personal public sphere and the idea that one has 
both authority over, and obligations to, others in that delineated communicative space 
(John and Gal, 2018). Two quotes from participants neatly encapsulate this idea:

It’s simply how Facebook works—it’s your account, so whatever you post, it’s your platform. 
And everyone who sees your post in their news feed is exposed to it. So, I think you are 
responsible for trying to keep your page free of discrimination. (Naomi, 22 years)

If you post something about people with disabilities, like in this example, you are also taking 
on a role to speak for them and their rights. And if someone denigrates them, then I think you 
should stay on the ball and be able to defend this group and essentially your positions. (Henri, 
20 years)

Both illustrate that the desire to maintain a positive image of oneself creates an expec-
tation that one would and should defend and enforce one’s values and positions (John 
and Gal, 2018). Moreover, the perceptions of the personal public sphere reveal that user 
intervention is infused with several meanings. As Naomi articulated, the expectation is 
that users publicly signal to their audience that uncivil behavior is not tolerated in their 
public sphere. This signaling aims to show solidarity with the discriminated group, moti-
vated by the idea of preventing the presumed influence of discriminatory content on the 
audience (Wang and Kim, 2020; Wintterlin et al., 2021). Participants considered inter-
vention a form of social sanctioning that informs the uncivil user “that it’s not okay to 
spread hate and lies” (Mark, 21 years) so that the uncivil user “experiences public push-
back and maybe even realizes that what they said is wrong” (Charlotte, 25 years).

Despite having asserted that one should not leave incivility in one’s personal public 
sphere unanswered, participants generally bemoaned the hollowness of such interven-
tions. They often complained, “It’s not even a real discussion but a stringing together of 
statements, where people reduce each other to these single short sentences” (Rebeca, 
21 years). Sharing the same sentiment, many participants described how best to avoid a 
long discussion upon intervening publicly:

The problem is that once you comment, it goes back and forth forever [laughs]. And other 
people interfere as well. And that’s why I think it’s important to take time to formulate a 
response so as not to offer much room for further discussion, umm, so that it doesn’t drag on 
and get worse. (Franziska, 25 years)
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These responses indicate that participants were generally not interested in seeking 
conversation with uncivil users—at least not in the comment section. Instead, they were 
intervening “for the record”—so that “in case someone stumbles upon the post, [the 
uncivil comment is] not the only comment they see” (Rebeca). By intervening, users 
consciously create artifacts for the judgment of audiences, evoking the view of social 
interaction on social media as an exhibition rather than performance (Hogan, 2010).1

The underlying image of the public discourse as an exhibition of fragments from dif-
ferent personal public spheres that constantly flow in and out of our news feed (Marwick 
and boyd, 2011; Thorson and Wells, 2016) creates a sense of personal responsibility to 
combat incivility in the personal public sphere. As a means of impression management, 
participants felt the urge to intervene because an absence of intervention was seen as an 
artifact testifying to users’ failure to take care of their personal public sphere and stand 
up for themselves. They also acknowledged an obligation to other users: recognizing that 
fragments of their personal public sphere appeared in others’ newsfeed compelled them 
to enforce discursive norms and ensure a certain quality in their part of the public dis-
course (Gagrčin et al., 2022; John and Gal, 2018).

Social relations and responsibility to reform in private

Social relationships between vignette characters influenced how interviewees read the 
vignettes and how they formulated the need and appropriateness of intervention. As 
Mark poignantly stated, with more distant social ties, “[I]t’s so easy to reduce their whole 
life to this one post and to think that they are idiots or Nazis. But when you’ve known 
people, you want to know how they came to think this way.” Because friends are exten-
sions of the self, we generally expect similarity and reciprocity from them (e.g. Hall, 
2012). The closer the uncivil user was to the owner of the personal public sphere where 
incivility occurred, the more likely participants were to read the situation as an issue of 
disagreement and ground their normative irritation in the difference of opinions and the 
public display of this difference. Observing a situation in which a friend acts counter-
normatively produced a sense of cognitive dissonance, which people strove to mitigate 
by reinterpreting the situation (Festinger, 1957). Consider how May (24 years) read the 
situation and negotiated the need for intervention:

I think if it’s an entirely unknown person or just, I don’t know, a former acquaintance from 
school, then you can just delete it and forget it. Now, I‘d feel deep disappointment if it’s a good 
friend. I would be like, “Oh wow, am I friends with the wrong person?” or “Is this person 
having a bad day?” So many negative feelings come up .  .  . You’d rather teach them or at least 
try to understand them. With strangers or people who have become strangers to me, I wouldn’t 
give a damn .  .  . I would simply delete the comment and forget the person. But you want to get 
rid of the negative emotions you suddenly have for a friend.

Like May, participants typically emphasized the urge to reform the uncivil friend and 
believed they had an educational task (Hofmann et al., 2018; Neubaum et al., 2021a). 
Owing to the common ground they share with their close social ties, participants felt that 
the legitimacy and influence of their intervention might be comparably more significant 
to that of strangers.



10	 new media & society 00(0)

Social proximity with an uncivil user shapes not only the meaning but also the appro-
priateness of intervention. When directed at distant ties, intervention essentially sanc-
tions uncivil behavior (Tsfati and Dvir-Gvirsman, 2018). Making the uncivil user 
uncomfortable is arguably one of the goals of the pushback. In contrast, participants were 
wary of the face threat that a public pushback could cause to their close ties. Thus, par-
ticipants considered it more appropriate to manage public interventions “backstage” by 
talking to uncivil users privately, asking them to remove their uncivil comments, or 
informing them that they would remove the comments themselves. Mark described this 
rationale playfully:

If I knew [the uncivil commentator], I would definitely first seek a private conversation rather 
than exposing him so publicly! At the same time, he wrote [the uncivil comment] deliberately. 
He is accountable for it. But it’s like seeing your pal step in dog poop in public, and instead of 
just going to the person and quietly offering them tissues, you start yelling “Watch out, dog 
poop!” and pointing fingers at the person: “Look, he stepped in dog poop!” That doesn’t really 
help the cause.

Mark’s input also reveals a reinterpretation of the situation by framing the uncivil 
comment as a disagreeable “incident” that can be overcome if one reacts appropriately. 
Beyond being a function of relational and impression management, retreating back-
stage can be seen as an intervention strategy. To have a chance at reforming an uncivil 
user, the participants believed they must limit the scope of the audience. Lola (20 years) 
explained, “[I]f you know [the uncivil user] and you wanted to talk them out of their 
point of view, you should try to speak to them privately. If you do it publicly, people 
react with fright or act dismissively.” Taking a conversation backstage allows for a 
more intimate atmosphere where “both can display emotions and insecurities instead 
of demonizing each other” (Friedrich, 25 years). In this sense, while public interven-
tion prompts artifact creation, backstage interventions seek to bypass the exhibition 
character by “re-insert[ing] situational definition into the technically converged expe-
rience of political talk” (Papacharissi, 2010: 73).

Boundaries of the personal public sphere and displacement of 
responsibility

Finally, perceptions of the personal public sphere inform how people think about per-
sonal responsibility and the appropriateness of bystander intervention in others’ personal 
public spheres. Despite a shared belief that bystanders who care for the topic or the group 
addressed by the uncivil comment would be inclined to intervene (Kunst et al., 2021; 
Naab et  al., 2018), participants did not expect bystanders to intervene, nor did they 
express a sense of personal responsibility regarding their intervention when assuming a 
bystander role. Echoing Naomi’s and Henri’s input from the beginning of the section, 
participants’ sense of immediate personal responsibility and their expectations toward 
other users were most pronounced within the boundaries of the personal public sphere 
and decreased with the perceived social distance from the uncivil user and users whose 
personal public spheres had been affected.
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Research has shown that a fear of embarrassment and being negatively judged by other 
bystanders hinders intervention (Kim, 2021; Van Bommel et al., 2012). In this study, how-
ever, the participants were not worried about other bystanders. Instead, they focused on 
the proprietor of the personal public sphere that had been affected, expressing a great deal 
of relational discomfort with meddling in their personal public sphere. This was particu-
larly pronounced in relation to “unnuanced” social ties (Donath, 2007), and participants 
were hesitant to get involved without knowing the relationship between the users involved 
in the uncivil incident. One could easily dismiss an assertion such as “I wouldn’t neces-
sarily want to interfere in their relationship” (Timo, 25 years) as a mere excuse for non-
intervening. However, as a recurring explanation for non-intervention, it indicates that 
user intervention as a social sanction is itself subject to norms, where social proximity 
functions as a heuristic for construing a sense of responsibility and appropriateness to 
sanction misbehavior (Moisuc and Brauer, 2019; Strimling and Eriksson, 2014).

Following the logic of a delimited space of responsibility for norm enforcement, par-
ticipants did not feel responsible for intervening against uncivil comments below news 
media outlets’ Facebook posts when stumbling upon them in their news feed. Instead, 
they expected these pages to allocate sufficient resources to comment moderation and 
strongly disapproved of their failure to intervene:

I definitely have a different expectation [of news media pages] than private people. I mean, they 
are news providers! They are regularly confronted with [incivility], and they should have a 
strategy for dealing with that. I get furious when I see the comment section and feel like writing 
them, “Hey, what’s going on here, why are you allowing this comment? Why don’t you block 
this comment or delete it or whatever!?” (Franziska, 25 years)

In addition to construing personal responsibility along the boundaries of one’s per-
sonal public sphere, a lack of urgency to undertake impression management in settings 
where their actions were not observable by imagined audiences often facilitated inaction. 
Friedrich explained it this way:

I scroll through my news feed, see [something uncivil], don’t like what I see, but nobody sees 
that I was there. I don’t feel like society expects me to step in there. But, for example, on 
WhatsApp, people see that I could have reacted to it, so I have to intervene there. Otherwise, 
they might think I agree with an opinion because of my passive behavior. Or they might judge 
me: “Why didn’t you react to that if you disagree?”

This is not to say that participants disapproved of bystander intervention. Rather, most 
believed it was legitimate for bystanders to disengage, displacing responsibility onto the 
user, page, or a group of users perceived as responsible for a particular fragment of the 
public sphere.

Discussion

The present study investigated how Facebook users construe personal responsibility to 
intervene against incivility. In a field dominated by quantitative surveys and experimen-
tal research, this study offers a sociological and constructivist take on user intervention 
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in that it foregrounds the social in social media. Specifically, I explored how social, 
spatial, and situational aspects of everyday social media matter for users’ understandings 
of personal responsibility to intervene against incivility.

The study reveals that “civic territories along which citizens understand and practice 
their civic duties” (Papacharissi, 2010: 16) differ from scholarly modes of imagining the 
public sphere and formulating expectations of bystander intervention against incivility. 
As multiple personal public spheres intersect in users’ news feeds, rather than being 
responsible for intervention everywhere and at all times, those perceived as sovereigns 
in a delimited communicative space—their personal public sphere—are most strongly 
expected to intervene. Users are considered personally accountable for managing their 
personal public sphere to the best of their ability, enforcing norms that they consider 
worthwhile. This includes not only exercising invisible sanctions, such as unfriending 
(John and Agbarya, 2021; John and Gal, 2018), but also publicly silencing uncivil users 
(Tsfati and Dvir-Gvirsman, 2018). The pressure to react to incivility in one’s personal 
public sphere—where their intervention (or lack thereof) is publicly visible, and supervi-
sion by social ties is relatively high—seems to thwart the bystander effect by strengthen-
ing individuals’ public self-awareness (Van Bommel et al., 2012).

Social relatedness with uncivil users extends the idea of responsibility from discur-
sive to relational concerns (Gagrčin et  al., 2022; Gagrčin and Porten-Cheé, 2022), 
grounding the sense of personal responsibility to intervene in the relationship one has 
with the person rather than in the horizontal nature of civic relations (Dishon and Ben-
Porath, 2018). Social relatedness to uncivil users induces a hierarchization of responsi-
bility to enforce norms and shapes the quality of intervention (from sanctioning to 
reforming). Aiming to sustain the relationship by “clearing the air” (McLaughlin and 
Vitak, 2012: 311), users seem comparably more likely to engage in some sort of confron-
tation with close social ties. The relevance of social relatedness is evident also in the 
perceived appropriateness of intervention—the final step preceding the act of interven-
tion in the bystander intervention model. A close social connection with an uncivil user 
does not relieve users of the responsibility to intervene publicly but prompts them to 
insulate the reforming part of intervention from unwanted audiences by moving it to the 
virtual backstage.

The present study challenges the scholarly fixation on news media comment sections 
as central spaces for intervention on social media by highlighting personal public spheres 
as spaces of meaningful social influence. Thus, instead of treating users as social aggre-
gates, it becomes apparent that in the context of mediated social life, user intervention is 
not an isolated act of flagging or counter-speaking but a highly contextual matter with 
real consequences in the life worlds of users (Morey et al., 2012; Neubaum et al., 2021a, 
2021b). In this light, the study shifts the focus from bystanders as intervening actors to 
proprietors of personal public spheres.

Thereupon, I suggest an alternative frame of user responsibility in social media envi-
ronments. Moe (2020) argues that in the light of contemporary information abundance, 
digital citizenship “cannot be assessed based on individual citizens in isolation, but 
should be considered as distributed, and embodied in citizens’ social networks, with a 
division of labor” (p. 1). Given the amount of disruptive content on social platforms, I 
show that users rely on heuristics such as a delimited space of responsibility or the 
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involvement of meaningful social ties to determine when and how they are expected to 
intervene. Thus, building on Moe’s concept of “distributed readiness citizenship,” indi-
vidual responsibility for enforcing norms by intervening against incivility can be under-
stood as distributed among personal public spheres (cf. Draper, 2019). When 
responsibility is clearly attributed to the proprietor of a personal public sphere, interven-
tion becomes immediately important to the person in question because instances of inci-
vility create impression and relational management urgencies. Reframing responsibility 
as distributed in this way takes into account that users negotiate their role in the public 
discourse “via the nexus of a private sphere” (Papacharissi, 2010: 24), where social and 
civic responsibilities frequently overlap and are difficult to distinguish (Sinclair, 2012). 
In this sense, it enables us to consider the relevance of citizens’ social ties for enforcing 
norms in the public discourse online (Moisuc and Brauer, 2019; Sinclair, 2012)—an 
aspect thus far under-researched in the field of user intervention but likely to gain promi-
nence as informal political talk online increasingly moves into chat groups.

On a critical note, this study is limited to only one platform, and how users imagine 
and draw boundaries of their personal public sphere is likely to differ between platforms, 
contingent upon perceived norms and affordances (Literat and Kligler-Vilenchik, 2021). 
For example, platform-specific constellations that permit the mutual observability of 
actors and audiences, such as chat groups, may be more likely to produce a sense of 
personal responsibility for bystander intervention (e.g. Kligler-Vilenchik, 2022). 
Moreover, the adopted methodological approach to eliciting norms and expectations was 
admittedly likely to produce social desirability. Nonetheless, it is remarkable that 
respondents reasoned against a personal responsibility to intervene, adding nuance to the 
abstract idea of responsibility, which was arguably the study’s intention. Since the type 
of victim matters for perceptions of personal responsibility (Naab et al., 2018), it is also 
relevant to highlight that while I studied incivility directed toward social groups, the 
characters in the vignettes were explicitly not members of the targeted groups—an aspect 
that several participants mentioned as a condition for placing the responsibility to act on 
the proprietor of the personal public sphere.

Although the results support research conducted elsewhere (e.g. Schwarz and Shani, 
2016; Tsfati and Dvir-Gvirsman, 2018), the specificity of the context should be noted, par-
ticularly since the value of civil courage rates high in Germany. Future research could address 
these questions from a comparative perspective (e.g. platforms, countries), empirically test 
the propositions made in this study in an experimental design (e.g. using the bystander inter-
vention framework and varying the degree of social proximity to the uncivil users), and 
inquire how different groups (e.g. minorities typically targeted by incivility, illiberal individu-
als, other age groups) conceive of user responsibility to fight incivility in diverse situational 
settings. Future research would benefit from media sociological perspectives that treat inter-
action in social media environments as socially embedded and contextual.

Conclusion

Amid growing concerns about incivility on social media and deficient platform mod-
eration practices, democratic discourse on social media platforms depends on ordinary 
users’ sense of personal responsibility to (re)assert norms. This study shows that the 
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boundaries of one’s personal public sphere and social relatedness to uncivil users serve 
as heuristics for thinking about their personal responsibility to intervene against inci-
vility. The presence of relevant social ties and the desire to maintain face compel users 
to engage in intervening behavior. Counter to the popular focus on news comments as 
relevant sites for user intervention, users perceive their personal public spheres as 
comparably more important, efficacious, and appropriate sites for norm enforcement 
and peer influence. In the absence of personal responsibility for news media comment 
sections, the results underscore the need for organized comment moderation on news 
media outlets’ pages. If we are to foster civic intervention against incivility, we ought 
to employ more person-centric (in addition to discourse-centric) and socially embed-
ded approaches to users’ roles in online public discourse. Reimagining user responsi-
bility as distributed among personal public spheres is one way of delimiting the space 
of individual responsibility, making user intervention not only immediately important 
but also practically feasible in the context of everyday social media use.
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Note

1.	 Nevertheless, I may note that what participants bemoaned as “intervening for the record” in 
fact contributes to a more civil and deliberative discourse because it signals descriptive norms 
(Friess et al., 2020).
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