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1 Introduction

This dissertation is dedicated to advance the application of experimental methods
in survey methodology. In the first section of this dissertation I will give an in-
troduction to experimental methods and casual inference. I will then reflect on
the current state of experimental methods in the field of survey methodology, fol-
lowed by the motivation of this dissertation. Finally, I give an overview of the
main chapters.

1.1 Introduction to Experimental Methods

The experiment is one of the most important methods available to empirical re-
search. It is the only way of directly observing causal relationships and thus, it is
used in several disciplines like physics, medicine and the social sciences. While
applying experimental designs in the natural sciences is rather straightforward,
their use in social science disciplines is often problematic. Experiments can eas-
ily be confounded by a variety of effects such as the halo effect (Pohl, 2016) or
biases caused by social desirability (Krumpal, 2013). In other situations conduct-
ing experiments is not possible due to the complexity of social situations or the
inability to reproduce real life situations in a controlled environment.

In the realm of survey research, experiments are typically designed by randomly
splitting respondents into a variety of groups and confronting them with differ-
ent variations of a question or task (Sanders et al., 2002; Schuldt et al., 2011) or
by manipulating question order and questionnaire length (Dillman et al., 1993).
Common examples are incentive experiments where respondents receive a dif-
ferent amount of money for completing a task, or varying the position of two
questions to measure recency effects.

1.2 Causal Inference and Experimental Methods

Besides problems arising from the implementation of specific experiments in so-
cial sciences, deriving casual inference from the gathered data is still problematic.
Following Rubin (2005) all experiments are subject to the "fundamental prob-
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lem of casual inference" (Holland, 1986, p. 947), meaning that in an experiment
where subjects are assigned to various treatment and control groups, each individ-
ual can only be assigned to one treatment at the same time. However, to measure
the causal effect of the treatment, it would be necessary to measure the effects
of the other treatments on the same individual. Thus, causal inference on the unit
level cannot be observed. Therefore, when conducting an experiment, participants
are randomly assigned to the experimental groups which allows the estimation of
causal inference on the population level (Sekhon, 2008). This so called aver-
age treatment effect (ATE) represents the difference in mean outcomes between a
treatment and a control group (Rubin, 2005). However, if a random allocation of
participation is not possible, the average treatment effect cannot be calculated.

As this dissertation is dedicated to the application of experimental methods in sur-
vey methodology, the next section will give an overview of experimental research
in the field.

1.3 Experiments in Survey Methodology

The implementation of valid experiments is often limited or even impossible in
social science disciplines, due to practical needs or confounding factors, e.g. self-
selection into treatment. In many cases, data is gathered from already existing
sources such as large-scale population surveys. In survey methodology however,
the way in which surveys and questionnaires are designed, offers an ideal envi-
ronment for experimental research (Mullinix et al., 2015; Schuldt et al., 2011). To
start with, researchers often have complete control over the sampling procedure
and thus, can randomly allocate respondents to different treatment groups, e.g. let
respondents receive different incentives. Further, they can randomly allocate re-
spondents to different versions of a questionnaire or a specific question. However,
researchers have to consider that certain experimental conditions, e.g. when one
group receives a very burdensome condition, may introduce bias or even reduce
statistical power. Such bias can for example be created by forcing respondents
to use a specific device to answer an online survey, which might lead to a large
number of drop-outs amongst respondents allocated to a specific device, e.g. a
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smartphone. These factors can drastically bias findings from experiments and
pose a huge challenge to researchers.

A substantial amount of studies in the field of survey methodology already uti-
lizes experimental methods. Typically, three aspects of surveys can be investi-
gated. First, the general design of a survey can be researched. This encompasses
all aspects of the study design that are related to sampling and fieldwork, e.g. the
number of contacts, the survey mode or the amount of incentives given. Second,
the questionnaire itself can be investigated. Typical manipulations in this area in-
clude survey length or the wording of specific questions. Finally, the analysis of
survey data is an important field that can be studied. Studies focusing on this are
mainly located in the field of statistics. This dissertation will focus on the first two
aspects of experiments in survey methodology.

1.3.1 Survey Design Experiments

To date, different studies have investigated different subcategories of design choice
effects, such as incentive structures (Becker & Glauser, 2018; McGonagle &
Freedman, 2016; Mercer et al., 2015), contact mode effects (DeLeeuw, 2018; Mil-
lar & Dillman, 2011) or sampling frame effects (Blom et al., 2015; Scherpenzeel
& Das, 2010). In all these applications, in the most optimal case, researchers can
utilize an available and complete list of respondents and randomly split them into
the respective experimental groups, e.g. a control group receiving no incentive
and a treatment group receiving a 2e incentive. However, in many cases conduct-
ing design experiments is more difficult. Most often recruiting respondents from
a complete list is not possible and sampling is achieved through sophisticated pro-
cedures like the random route method (Bauer, 2014). In other cases respondents
may refuse to participate in the design they are allocated to, for example when
they are forced to participate using a specific device (Mavletova & Couper, 2015).

1.3.2 Questionnaire Design Experiments

Studies experimentally investigating the effects of questionnaire design, e.g. ques-
tion placement (Sakshaug et al., 2013) or question wording (Schuldt et al., 2011;
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Silber et al., 2018) are also common in the field of survey methodology. When
such studies are conducted online, respondents can be randomly split in the re-
spective groups shortly before the experiment, so that previous dropouts can not
affect the random allocation of respondents. In other modes however, the imple-
mentation of such experiments is more complicated. For practical reasons, fully
crossed experimental designs are often not implemented in mail surveys, as this
would lead to a large number of different questionnaire versions and thus increase
administrative costs. Furthermore, when respondents have to be allocated to an
experimental group before the start of the survey, e.g. when receiving a paper
questionnaire, experiments might be confounded by dropouts caused by differ-
ences between questionnaire versions. Additionally, especially in large scale sur-
veys, researchers worry about the comparability of results and thus, are hesitant
to implement experiments.

1.3.3 Analytical Experiments

Studies that focus on the analysis of experimental data to most parts examine dif-
ferent statistical methods used to analyze the data gathered beforehand. These
studies often compare different algorithms for data preprocessing, e.g. imputa-
tion methods (Shao & Sitter, 1996; Shao & Steel, 1999) or different data analysis
strategies. However, as these methods are not within the scope of this dissertation,
I will not focus on them further.

In the next section I will explain the motivation for this dissertation and exam-
ine how it will help advance the field of survey methodology.

1.4 Motivation

The experiment is the only scientific method that allows to draw causal conclu-
sions. While it is already widely used in the field of survey methodology, there are
often issues arising from implementation of experiments that can make drawing
casual inference impossible or prone to bias.

One reason for this can be that the intentionally induced difference between treat-
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ment and control condition itself can cause drop-out or non response. A treat-
ment can be perceived as more or less burdensome and thus, cause respondents
to not participate in or drop-out of the survey or to skip questions. The conse-
quences arising from this effect vary between experiments. A high drop-out or
non-participation rate can lead to a drastically reduced sample size and thus, to an
underpowered study, making it impossible to accurately estimate effects. How-
ever, it is also possible that a treatment such as smartphone participation causes
a specific group, e.g. the elderly to not participate in an experiment at all, which
then leads to non-response bias.

Similar issues can arise when implementing survey design experiments in small
samples. A high number of experimental variations might lead to an underpow-
ered study. This can be especially true when specific conditions are much more
attractive for participants than others. Such effects are especially problematic in
probability samples where compensating non-participation by drawing new par-
ticipants from the sampling frame is not unproblematic or sometimes even impos-
sible.

Another prominent issue when implementing experiments is the connection be-
tween stimulus and measurement. When respondents are subject to a stimulus,
researchers have to measure the effect in close temporal proximity to it. The
longer the time between treatment and measurement, the more likely the vanish-
ing or distortion of the effect becomes. Put differently, experimental research is
sensitive to the way in which stimulus and measurement are chained together.

When considering experiments in survey methodology, some phenomena such
as incentives (Singer & Ye, 2013) received a lot of attention while others (e.g.,
respondents willingness to consent to data linkage (Sakshaug et al., 2013; Wenz
et al., 2019) are less well researched so far. Therefore, this dissertation aims to
further contribute on applying experimental methods in order to generate new
knowledge in innovative areas of survey methodology. It will combine topics
of survey research with with in-depth study of the experimental methods used.
Overall, the studies presented in this dissertation will focus on the improvement
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of survey and questionnaire design through experimental methods. In addition,
from each applied method, conclusions are drawn in order to further advance the
use of these experimental methods.

Each of the three upcoming chapters will introduce a empirical study utilizing ex-
perimental methods. While each of them introduces a new research design, they
all share the commonality of using experimental designs while at the same time
introducing novel procedures hopefully fruitful to other social scientists. Briefly,
study 1 (chapter 2 of this dissertation) will focus on the effects of incentives as
well as survey mode in a self-administered mixed-mode survey. It poses an in-
novative approach of delivering incentives in one treatment group, namely a 2e
delayed incentive. Study 2 (chapter 3 of this dissertation) introduces a study that
experimentally investigates network name generators and recall aids on smart-
phones. The study in chapter 4 of this dissertation eventually uses experiments
to investigate respondents willingness to consent to the linkage of additional data
- a trend that has recently become more important in the social sciences. The fi-
nal chapter will summarize the results and discuss the experimental methods in
the light of new trends in survey methodology. Next, I will provide a detailed
description of the following three chapters.

1.5 Summary of Chapters

Chapter 2 ("The interplay of mode sequence and incentives in self-administered
mixed-mode surveys") introduces a study that focuses on optimizing the recruit-
ment of respondents in a probabilistic self-administered mixed-mode survey (i.e.,
mail and online). Two of the most popular survey design options which influ-
ence response rates and survey costs are incentives and mode sequence. While
incentives are known to increase response rates (Singer & Ye, 2013) they also
directly translate into survey costs, thus it is necessary to find the right incentive
height to optimize the balance between both factors. The same can be said about
contact modes (DeLeeuw, 2018). While offering a mail option besides an online
questionnaire in the initial contact can increase response rates, especially amongst
older respondents, it also adds additional costs. Further, different combinations of
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incentives and mode sequences might yield the best outcome for different demo-
graphic groups. In the study of Chapter 2, I randomly assigned 2,980 respondents
to one of four incentive conditions (no incentive, 1e prepaid, 2e prepaid, 2e de-
layed) and one of two mode sequences (concurrent, sequential). Results show that
a 2e delayed incentive combined with a sequential design worked best amongst
respondents younger than 50 years, while a 2e prepaid incentive combined with a
concurrent design was favourable for respondents above 50 years. I also found
these two designs to be cost effective for the respective groups. The chapter
concludes with implications for the design of self-administered mixed-mode sur-
veys. This chapter aims to improve the implementation of design experiments in
register-based probability surveys. While it shows how self-administered mixed-
mode surveys can be improved using experiments it also highlights issues arising
from self-selection bias.

The study in chapter 3 ("Effects of smartphone use and recall aids on network
name generator questions") focuses on the implementation of an experiment based
on a network name generator in a smartphone survey. Network name generators
are used to collect data on a respondents’ social network. In many cases, respon-
dents are asked to name their closest friends or relatives and specify their relation-
ship with them. To lower response burden respondents can be confronted with a
recall aid which triggers memories related to the network name generator and thus
making information regarding the social network more accessible. Furthermore,
the use of a smartphone is assumed to increase response burden due to worse pre-
sentation on a smaller screen or distraction by other applications. I used an online
access panel to randomly allocate 3,891 respondents to either use a Smartphone or
a PC to answer the question. Independently, respondents were randomly allocated
to receive an open-ended recall aid question before or after the name generator.
The results show no difference in the number of reported contacts between PC
and Smartphone respondents. Additionally, the network generator did not lead to
a higher number of contacts reported. However, the data generated by the recall
question could be used as an indicator of satisficing. I conclude with implications
for the design of survey experiments using smartphones and the use of open-ended
questions as recall aids for network name generators. This chapter focuses on the
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implementation of experiments to improve network name generators. It also aims
at helping to further innovate questionnaire experiments by trying to include vari-
ous devices used by respondents.

Chapter 4 ("Consent to Data Linkage for Different Data Domains – The Role
of Question Order, Question Wording, and Incentives") introduces a study that
uses an experimental design to generate knowledge on the willingness of respon-
dents to consent to the linkage of data from non-survey sources. It is assumed that
allowing researchers to access additional data sources comes with privacy costs
for respondents and thus increases response burden. However, researchers can
use known mechanisms such as incentives or a positive question wording to move
respondents towards sharing data. This study sampled 3,374 respondents from an
online access panel. Respondents were randomly allocated to one of three ques-
tion wordings (i.e., time saving benefit, scientific benefit, no benefit) and one of
two incentive conditions (i.e., promised incentive, no incentive). Additionally,
they received 7 consent requests regarding the linkage of additional data (i.e., ad-
ministrative data, smartphone usage data, bank data, biomarkers, Facebook data,
health insurance data, and sensor data) in random order. The results show that
respondents are more likely to share data from certain domains such as biomark-
ers, Facebook data and smartphone usage data then data from others, e.g. bank
account data. Considering the experimental manipulations made, only the ques-
tion order had a significant effect on consent rates. The chapter concludes with
a reflection on how to design multiple requests for additional data to achieve the
highest consent rates.

This chapter aims to improve experimental methodology by trying to estimate the
effect of experimental treatments on several questions presented in a sequence.
Thus, it helps to understand the effects that arise when treatment and measure-
ment are separated in a questionnaire.
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2 The interplay of mode sequence and incentives in
self-administered mixed-mode surveys

Under review in:
Bulletin of Sociological Methodology

Abstract

Self-administered mixed-mode surveys are increasingly regarded as a viable alter-
native to in-person interviews to collect data from the general population. How-
ever, little is known on how decisions on the incentive scheme and the mode se-
quence jointly effect key survey outcomes, like survey response, sample balance
and survey costs. To this end, we drew a probability sample of the residential pop-
ulation of the city of Mannheim, Germany (N = 2,980) and randomly assigned
target persons to one of four incentive conditions (no incentive, 1e or 2e pre-
paid, and 2e delayed) and one of two mode sequences (concurrent or sequential).
Results show that a sequential design (web only in the first contact) with a 2e de-
layed incentive primarily attracted younger target persons, whereas a concurrent
design (online and mail from the beginning) with a 2e incentive in the first contact
was favoured by target persons aged 50 and above. These two designs also turned
out to be most cost efficient for the respective age groups. Based on our results,
we recommend using available sample frame information to address different age
groups with different combinations of survey design features. This may help to
maximize response rates, realize a balanced sample, and minimize survey costs.

Keywords

mixed-mode surveys, web-push surveys, contact mode sequence, prepaid incen-
tives, survey costs
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2.1 Introduction

As response rates are falling and costs are increasing, the search for cheaper al-
ternatives to face-to-face surveys has been growing in importance in recent years.
This development was further accelerated by the spread of COVID-19, with so-
cial distancing as one of the key policies to limit the impact of the pandemic. Web
surveys comply with the needs to collect data cost-effectively and in physical dis-
tance to the respondents. However, they suffer from two important limitations:
First, in most countries representative surveys for the residential population can-
not solely rely on the online mode since it lacks an adequate sampling frame that
would allow researchers to draw probability samples and recruit their target per-
sons online (Blom et al., 2015; Scherpenzeel & Das, 2010). Hence, another mode
for contact is necessary. Second, although in developed societies internet penetra-
tion is close to saturation, empirical evidence still suggests that the online mode
predominantly attracts younger and well-educated persons. In contrast, older tar-
get persons prefer to fill in a paper questionnaire at higher rates and sometimes
struggle with participating online (Olson, 2020). Thus, combining the online with
the mail mode seems to be a promising avenue for collecting data cheaply while
increasing sample balance by also including offline populations (Messer & Dill-
man, 2011).

Data collection experiments implemented in the European Values Study (EVS)
2017 suggest that self-administered mixed-mode (web, online) surveys yield com-
parable response rates to face-to-face surveys, even for long questionnaires (Lui-
jkx et al., 2020). In the EVS-Germany, Wolf et al. (2021) implemented a sur-
vey mode experiment and found that the response rates in two self-administered
mixed-mode surveys even exceeded the one in the face-to-face survey while costs
were reduced by more than a half. At the same time, the study showed only mi-
nor differences in substantive answers to core items of the EVS questionnaire.
While such findings suggest that self-administered mixed-mode surveys might be
a viable alternative to face-to-face surveys, more research is required on the in-
terplay of key survey design decisions (like on the incentive scheme and on the
sequencing of survey modes) on response rates and sample composition. In our
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view, such research is especially required in countries like Germany where the use
of self-administered modes in general population surveys has only lately received
elevated attention (Wolf et al., 2021). In addition, little is known (or published)
on how key survey design elements effect survey costs and this shortcoming has
recently led to a call to unpack this black box (Olson, 2020). Thus, we argue that
not only is more research needed on the interaction between key survey design
elements on survey response and sample balance but also on their implications for
survey costs.

Our study addresses these research gaps by relying on a probability-based self-
administered mixed-mode (online, mail) survey carried out in the German city
of Mannheim (∼310,000 residents). We implemented an experimental design in
which we varied the mode sequence (concurrent vs. sequential) and the amount
of small prepaid incentives (no incentive, 1e, and 2e). Additionally, target per-
sons from two experimental groups received a 2e prepaid incentive only with the
second contact (delayed incentive).

The main objective of our analyses is to uncover the effects of combinations of
small prepaid monetary incentives and mode sequence on survey response, sam-
ple composition with regard to age and on survey costs. Therefore, in the fol-
lowing sections, we first review previous research on the effects of prepaid mon-
etary incentives and mode sequencing on these three outcome variables. Based
on this evidence, we discuss why incentive scheme and mode sequence might
evoke combined effects with respect to survey response, sample balance and sur-
vey costs. After presenting our data, methods, and empirical results, we conclude
with some recommendations on targeting strategies in self-administered mixed-
mode surveys deduced from our study.

2.1.1 Prepaid Monetary Incentives

In many interviewer-mediated and self-administered surveys, researchers use pre-
paid monetary incentives to motivate their target persons to take part in the sur-
vey. Mostly, prepaid incentives are provided with the initial contact, yet some
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researchers introduce them in subsequent contacts as a tool for refusal conversion
(McGonagle & Freedman, 2016).

Empirical evidence clearly suggests that prepaid monetary incentives offered with
the first contact attempt significantly improve response rates, and their effective-
ness has been reported as relatively stable over the past several years (Mercer et
al., 2015). This positive effect also holds for small prepaid incentives that seem to
work particularly well in mail surveys (Edwards et al., 2005; Pforr et al., 2015).
Small prepaid monetary incentives are supposed to work by triggering the reci-
procity norm and establishing trust, meaning that the incentive evokes the feeling
of a moral obligation for the recipient to comply with the survey request (Becker
& Glauser, 2018; Dillman et al., 2014; Gouldner, 1960). Compared to prepaid
monetary incentives offered with the initial contact, empirical evidence on de-
layed prepaid incentives is comparatively rare, albeit suggesting that they yield
similar effects on survey response (Blom et al., 2015; McGonagle & Freedman,
2016).

Findings on the effects of prepaid incentives on sample composition are far less
unambiguous than for survey response (McGonagle & Freedman, 2016; Petro-
lia & Bhattacharjee, 2009; Singer et al., 1999), with one study even reporting
null findings and questioning a general relationship between the two (Groves
& Peytcheva, 2008). For self-administered surveys, McGonagle and Freedman
(2016) found delayed prepaid monetary incentives to be more effective for older
than for younger adults, and also reported a reduction in nonresponse bias since
the incentive elevated the participation rates of people with low education. Simi-
larly, Petrolia and Bhattacharjee (2009) found prepaid incentives to predominantly
attract people with low education. On the contrary, Sun et al. (2020) showed that
a small prepaid incentive (2$) did not affect the survey response of groups that
are usually underrepresented in self-administered surveys. However, older target
persons were more inclined to respond when they received a prepaid incentive.

A potential drawback of prepaid monetary incentives in cross-sectional surveys
are their associated costs. When researchers decide to offer prepaid incentives,
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a part of their money is "wasted" in the sense that some target persons pocket
the incentive but do not comply with the survey request. However, since prepaid
incentives can strongly increase survey response and the speed of participation,
the associated costs can often be partly compensated because a smaller amount of
target persons needs to be contacted again (Mann et al., 2008).

2.1.2 Mode Sequence

In self-administered mixed-mode surveys, target persons are often offered a mail
and a web questionnaire. The mode sequence simply refers to the time when the
two modes are offered: While in concurrent self-administered mixed-mode sur-
veys, target persons can choose to respond via both modes in each contact attempt,
sequential self-administered mixed-mode surveys usually start with offering the
less costly online mode and introduce the mail mode only in subsequent contact
attempts (DeLeeuw, 2018; Hox et al., 2017).

Generally, including multiple modes for data collection can increase response
rates, as different parts of the population favour different survey modes. Older tar-
get persons, for instance, prefer a paper-based over a web questionnaire at higher
rates and are thus more likely to participate in a web-and-mail as opposed to a
web-only survey (Olson et al., 2012). However, a meta-analysis by Medway and
Fulton (2012) concluded that offering a concurrent web-based option in a mail
survey results in a reduction of response rates by around 3.8 percent. In contrast,
Millar and Dillman (2011) showed that when both modes are offered sequentially
starting with the online mode, response rates do not differ from the mail-only
condition. To explain this phenomenon, Dillman et al. (2014) and Tourangeau
(2017) argue that offering target persons multiple options simultaneously makes
things more complicated for them so that some target persons may be inclined
to postpone their decision to participate. However, recent studies by Wolf et al.
(2021) and Mauz et al. (2018) did not find the sequential design to outperform
the concurrent one in terms of survey response in surveys of the German general
population.
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When it comes to sample composition, there seems to be substantial empirical ev-
idence that the net samples of mixed-mode surveys are more balanced than those
from single-mode surveys (Cornesse & Bosnjak, 2018). More precisely, some
studies suggest a better demographic representation when a mail mode is offered
in addition to the online mode, since a single-mode web survey excludes certain
segments of the population, especially the elderly (Messer & Dillman, 2011). In
a similar vein, Bandilla et al. (2014) reported that complementing a web survey
with the mail mode brought their sample closer to a face-to-face reference sample.
However, to our knowledge, empirical evidence on the effects of mode sequence
on the sample composition in self-administered mixed-mode surveys is lacking.
On the one hand, it seems plausible to not expect the composition of the final
sample to differ strongly between a concurrent and a sequential self-administered
mixed-mode survey since target persons are offered both survey modes, albeit at
a different time. However, due to different mode preferences between the age
groups, one might at least expect the sample composition to vary significantly
between the different contact attempts depending on the mode sequence. This
might, in turn, also result in differences in the final net sample for the two mode
sequence designs with regard to sample composition.

When it comes to survey costs, sequential self-administered mixed-mode designs
are very appealing: Target persons with a high willingness to participate will do
so in the cheapest mode, while more resources are allocated to target persons with
a lower response probability. While this presumably pays off in surveys with a
small number of contact attempts targeting a web-prone population, it may turn
out differently in the general population. Here, relying on a concurrent design
may result in a substantially higher survey participation in the initial contact, as
target persons with a strong preference for the mail mode are much more likely
to respond. Consequently, fieldwork efforts in subsequent contacts and thus sur-
vey costs may be reduced. In essence, this front-loading effect in the concurrent
design may at least partly compensate the expected cost savings in the sequential
design.
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2.1.3 The Interplay of Prepaid Monetary Incentives and Mode Sequence

In self-administered mixed-mode surveys, the interplay of prepaid monetary in-
centives and mode sequence may yield effects on survey response, sample bal-
ance, and survey costs that differ from those of each survey design element on its
own. Since we do not have sufficient theoretical knowledge or empirical evidence
to propose a full set of hypotheses, we rather elaborate on selected expectations.
With respect to sample balance, we have initially focused on age and gender be-
cause we have been able to obtain this information also for non-participants from
the cities’ population registry. Since neither the literature nor our own analy-
sis (see Appendix Table A2.3) suggest relevant design effects on gender, in the
following we concentrate on age which is known to be highly related to mode
preferences.

Our first expectation is that the positive effect of small prepaid monetary incen-
tives on survey response is stronger in the concurrent than in the sequential design.
In line with the psychological processes stated above, target persons feel morally
obliged to comply with the survey request when they receive a small prepaid in-
centive (Becker & Glauser, 2018; Dillman et al., 2014; Gouldner, 1960). When
target persons are offered two modes simultaneously, this limits their options for
self-justification to dissolve cognitive dissonances evoked by their noncompliance
despite of the incentive. In contrast, in the sequential design, strong mode prefer-
ences may counteract the desired impact of the incentive. However, when a more
suitable mode is offered only in subsequent contact attempts some weeks later,
the feeling of a moral obligation evoked by the prepaid incentive received in the
first contact might have already disappeared. For the delayed incentive, we would,
however, not expect different effects on survey response depending on mode se-
quence because the offered mode alternatives in the second contact are the same
for both types of mode sequence at the time they receive the incentive.

With respect to sample composition, we expect older target persons to be more
attracted by prepaid monetary incentives. Supposedly, this is due to prepaid in-
centives addressing the recipients’ sense of trust and reciprocity with both, on
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average, is known to increase with age (Dohmen et al., 2008; Sutter & Kocher,
2007). Moreover, older target persons are more inclined to fill in a mail rather than
an online questionnaire (Olson et al., 2012). Thus, we expect substantial higher
response rates for older target persons in the concurrent design after the first con-
tact while the sequential design should succeed in bringing into the sample more
older target persons after the second contact when the mail mode is introduced.
Yet this may, again, depend on the incentive scheme: For older target persons with
a pronounced preference for the mail mode, the prepaid incentive may not help
to push them into the web mode, thus lowering their response probabilities in the
initial contact. When the suitable mode is introduced subsequently, however, the
effect of the prepaid incentive in the initial contact may have already disappeared.
In contrast, a prepaid incentive in the concurrent design may particularly attract
older target persons since this combination fits with their mode preference and
successfully addresses their sense of trust and reciprocity. Hence, we expect the
final sample to include the highest share of older target persons in the concurrent
design with the prepaid incentive offered in the initial contact.

The assumed combined effects of prepaid incentives and mode sequence on sur-
vey response should directly translate into survey costs. If, for instance, small
prepaid incentives offered in a concurrent mixed-mode survey yield the highest
survey response in the initial contact, this combination may turn out to be the
most cost-effective in terms of survey costs per realized case.

If we also take into account the assumed effects on sample composition, survey
costs may additionally differ between target persons from different age groups
with one combination being most cost-effective for younger target persons while
another being most beneficial for older ones. This holds especially true if mode
choice differs largely between the groups with varying incentive schemes and
mode sequence, since mode choice is crucial for survey costs. Generally, we
assume a sequential design to yield higher rates of web participation since re-
spondents who see the online mode as a viable option will answer online already
in the initial contact (Messer & Dillman, 2011). This effect should be especially
pronounced when incentives are offered, as the moral obligation evoked by the
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incentive might push target persons to answer online even when they prefer the
mail mode. This, in turn, may result in a cost advantage for the sequential design
with the prepaid incentive.

2.2 Methods

2.2.1 Data and Methods

The data for this study was collected with a self-administered mixed-mode survey
(mail, online) carried out between November 3rd, 2019 and March 16th, 2020 in
the city of Mannheim, Germany. A total of 2,980 residents (aged 18 and above)
were invited to participate. The gross sample was drawn randomly from the city’s
population register.

We contacted our target persons by mail and informed them about the purpose
and content of the survey. Respondents who did not participate after the initial
contact were contacted again five weeks later. The survey was framed as a com-
munity survey asking about life quality in Mannheim, and also included questions
on political attitudes and perception of surveys. The median response time was 27
minutes. For the web questionnaire, we used a responsive design optimized for
the various devices.

Our survey included an experiment with two fully crossed factors: mode sequence
and incentive scheme. We randomly assigned each target person to one of eight
experimental groups (see Table 2.1). In the sequential design, we initially pro-
vided our target persons only with login information (URL and password) for the
web questionnaire. In contrast, target persons assigned to the concurrent design
additionally received a paper-based questionnaire and a return envelope with the
first contact. In the second contact, a paper-based questionnaire and the login in-
formation for the web questionnaire were provided to all target persons who did
not respond after the initial contact.
The second experimental factor was the incentive scheme. Before the initial con-
tact, we assigned our target persons to one of three incentive conditions for the
first contact (no incentive, 1e, 2e). Moreover, the four experimental groups with
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Table 2.1: Overview of the Experimental Groups and the Design Elements

Group Incentive First Contact Incentive Second Contact Mode Sequence Sample Size
1 0e 0e Concurrent 373
2 1e 0e Concurrent 373
3 2e 0e Concurrent 373
4 0e 2e Concurrent 373
5 0e 0e Sequential 372
6 1e 0e Sequential 372
7 2e 0e Sequential 372
8 0e 2e Sequential 372

no incentive in the first contact were randomly split into two groups with either a
2e prepaid incentive in the second contact or with no incentive again.

2.2.2 Measures

The main dependent variable of our study is survey response. We treated ques-
tionnaires with a rate of item nonresponse exceeding 50 percent as cases of non-
response. Moreover, we created two dichotomous variables indicating whether
target persons took part after the first or after the second contact.

Our main independent variable is the experimental group to which each target
person was assigned. In order to estimate the effects of our experimental manip-
ulation on sample balance, we rely on the target persons’ age, provided by the
registration office. For our analysis, we standardized age around the mean.1 We
also created a mode variable indicating which mode a respondent chose to partici-
pate (0 = online mode, 1 = mail mode). The device respondents used to participate
online was measured relying on the user agent string information (Roßmann et al.,
2020). We differentiate between desktop computer, smartphone, and tablet.

Survey costs were measured as costs per complete case for each of our eight ex-
perimental groups. As Olson (2020) pointed out, reporting costs per complete is
one of the most generalizable methods of reporting costs across studies. For cal-
culating costs per complete, we specified the numerator as group-specific overall

1The registration office also provided information on gender. The respective results are shown
in Figure A2.1 in the Appendix A.
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survey costs and the denominator as completes per experimental group. The over-
all survey costs are the sum of (1) costs for material (e.g., envelopes), printing and
processing (e.g., folding) (2) costs for incentives (including costs for procuring
and affixing the coins on the invitation letters) (3) costs for postage (including
postage for returned questionnaires), and (4) costs for data entry of the returned
paper questionnaires.

In addition, we also calculated group-specific costs per complete separately for
two age groups, namely for target persons aged 50 and above, and for target per-
sons younger than 50 years.

2.2.3 Analyses

Our analysis consists of five steps. First, we start with estimating the isolated ef-
fects of incentive scheme and mode sequence based on logistic regression models
with survey response as the dependent variable.

Second, as we are interested in the interplay of prepaid monetary incentives and
mode sequence, we then compare survey response across our eight experimen-
tal groups, again based on logistic regression models with survey response as the
dependent and our experimental groups as independent variable. To gain further
insights on the processes of survey response over the course of the field time, we
estimate two additional models to predict participation in the first and second con-
tact, respectively.

Third, we extend these models by including the age of our target persons. In these
models, we allow for an interaction between age and the experimental groups, thus
enabling us to investigate whether design effects differ between target persons of
different ages. To illustrate the results, we plot predicted probabilities. We prefer
this for the ease of interpretation but are fully aware that predicted probabilities
represent the conditional effects of our experimental manipulations on age and do
not correspond with the regression coefficient of the interaction term, especially
in terms of statistical significance.
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Fourth, in addition to overall survey response, we analyze the mode of partici-
pation across the experimental groups and further investigate the devices respon-
dents used for online participation.

Fifth, we report survey costs (1) per experimental condition and (2) per condi-
tion and age groups to get a complete picture of the simultaneous effects of our
experimental manipulations on survey response and sample composition. This ap-
proach allows us to deduce recommendations on how to design a self-administered
mixed-mode survey that maximizes survey response, yields a solid sample com-
position with regard to age, and remains cost-effective.

2.3 Results

Independent of the incentive scheme, the mode sequence had no effect on over-
all survey response (see Table A2.2 in the Appendix). However, the concurrent
design yielded a significantly higher response rate in the first but a significantly
lower response rate in the second contact. With regard to our prepaid incentives,
we found the 2e incentive to significantly increase response rates in both contacts,
and the delayed incentive also improved the overall survey response.

2.3.1 The Effect of Incentive Scheme and Mode Sequence on Survey Re-
sponse

Figure 2.1 displays the response rates after the first contact, after the second con-
tact and overall by the experimental groups (the respective regression models on
survey response by experimental group are provided in the Appendix Table A2.3).
The blue lines represent survey response after the first contact and hint to a front-
loading effect in the concurrent mixed-mode designs. However, survey response
after the initial contact was only significantly higher for the concurrent design
with the 2e prepaid incentive provided with the first contact. In contrast, survey
response after the second contact (red lines) was generally higher in the sequential
design, thus compensating for its lower response in the initial contact. Again, we
find the highest survey response for the sequential groups in the condition with
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an enclosed monetary incentive (the delayed incentive). In terms of overall sur-
vey response (green lines), response rates substantially varied between 19.4 and
26.6 percent, with none of the conditions differed significantly from each other.
However, the sequential design with a delayed incentive and the concurrent design
with 2e prepaid incentive performed best.

Note. Figure displays a 95% confidence interval.

Figure 2.1: Survey Response by Contact

2.3.2 The Effect of Incentive Scheme and Mode Sequence on Sample Com-
position

Although our previous analysis did not show any experimental group to perform
significantly better than the others in terms of overall response, survey response
may differ dependent on the age of the target persons. This is because target
persons of different ages may be attracted differently by certain combinations of
prepaid monetary incentives and mode sequence as outlined above.

Figure 2.2 displays the predicted probabilities for survey response after the ini-
tial contact, after the second contact, and for overall survey response by the ex-
perimental groups and the age of the target persons.2 For the first contact, the

2The results of these models can be found in the Appendix, Table A2.4.
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sequential design was successful in motivating younger target persons, as all four
graphs on the top share a negative gradient (first panel of Figure 2.2). In contrast,
survey response after the initial contact was far less affected by the target persons’
age in the concurrent designs. However, the 2 e prepaid incentive group poses a
remarkable exception since here we can see a strong positive gradient. This means
that older target persons were particularly inclined to initially respond when they
received a slightly more valuable prepaid incentive as well as a paper-based ques-
tionnaire already with the initial contact.

The predicted probabilities of survey response after the second contact (second
panel in Figure 2.2) also offer some interesting insights into the combined ef-
fects of prepaid and delayed monetary incentives and mode sequence on survey
response conditional on age. Although one would expect the sequential designs
to now show a positive gradient (as older target persons may have welcomed the
paper-based questionnaire more warmly as opposed to younger target persons),
this was only the case in two out of four experimental groups. Interestingly, these
were the groups in which the target persons received a prepaid incentive with the
initial contact. In contrast, the delayed incentive rather attracted younger target
persons, irrespective of mode sequence.

These differences in survey response by contact and age yielded in two designs
emerging superior to the others for target persons of different ages (third panel in
Figure 2.2): The first one was the sequential design with a delayed incentive since
this combination yielded the highest response rate among younger target persons.
The second one was the concurrent design with the 2e prepaid incentive which
realized a particularly high response rate among older target persons.

25



(a) First Contact (b) Second Contact

(c) Overall

Figure 2.2: Predicted Probabilities of Survey Response by Age

As one of the sequential and one of the concurrent designs emerged superior for
target persons from different age groups, we now have a closer look on respon-
dents’ mode choice. Figure 2.3 shows that the sequential designs yielded a re-
markably higher overall online participation rate (51.8% to 65.3%) compared to
the concurrent designs (18.6% to 28.2%). This resonates well with our previous
findings that younger target persons were more likely to respond in the sequential
design. As expected, respondents in the online mode were younger compared to
respondents in the mail mode (mean age = 38.6 compared to 53.2 years for mail
response).
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Note. Figure displays a 95% confidence interval.

The online participation rate for the first contact of the sequential design was omitted because it is

100 percent since the mail mode was only offered in the second contact.

Figure 2.3: Online Participation by Mode Sequence

We also explored the device choice for our web respondents. The analysis re-
vealed no significant differences between the sequential and the concurrent de-
sign, with smartphone and tablet each ranged around 10% (see Appendix Figure
A2.2). These results further emphasize the importance of designing the question-
naire in a feasible way for all kinds of devices to motivate respondents to complete
the questionnaire after starting on their device of choice. However, the results also
suggest that desktops and laptops are still the predominant devices when people
take part in an online survey.

2.3.3 Survey Costs

The survey costs per complete are displayed in Table 2.2. For the initial con-
tact, not surprisingly, fixed costs were considerably lower for the sequential de-
sign groups and for experimental groups without prepaid incentives. For instance,
costs per unit for material, printing, and processing were only 0.40e in the se-
quential design but 1.08e in the concurrent design. This is mainly due to the
absence of costs for printing the questionnaire (0.48e per unit) but also to cost-

27



savings for processing (folding), postage (since smaller envelopes were used for
letters without a paper questionnaire) and because no envelopes for returning the
questionnaire were needed in the sequential design. Costs related to the incentives
do not simply equal their monetary value but also include costs for procuring and
affixing the coins on the invitation letter as well as costs for additional efforts for
folding (in total, 0.25e per unit). In the sequential design groups, no variable
costs incurred since these only comprise costs for the return postage (1.55e per
unit) and efforts for data entry for each returned mail questionnaire. For data en-
try, we calculated with 2.50e per unit which roughly corresponds to a quarter of
the hourly wage of a student research assistant, assuming that data entry for each
mail questionnaire took approximately 15 minutes. When calculating overall sur-
vey costs by multiplying costs per case with the group-specific gross sample (i.e.,
372 in the sequential groups and 373 in the concurrent groups, respectively), we
found overall survey costs in the first contact to be lowest in the two sequential
design groups without prepaid incentives while the concurrent design with the 2e
prepaid incentive yielded roughly fourfold higher costs.
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Table 2.2: Survey Costs by Experimental Group and Age

Con, 0, 0 Con, 1, 0 Con, 2, 0 Con, 0, 2 Seq, 0, 0 Seq, 1, 0 Seq, 2, 0 Seq, 0, 2

Fixed Costs: 1st contact
Material 403.96 403.96 403.96 403.96 148.06 148.06 148.06 148.06
Incentives 0 466.62 839.62 0 0 465.37 837.37 0
Postage 623.28 623.28 623.28 623.28 310.25 368.65 368.65 310.25

Variable Costs: 1st contact
Return postage 52.70 52.70 85.25 52.70 0 0 0 0
Data entry 85.00 85.00 137.50 85.00 0 0 0 0

Total Costs: 1st contact 1164.94 1631.56 2089.61 1164.94 458.31 982.08 1354.08 458.31

Fixed Costs: 2nd contact
Material 318.09 303.09 273.11 320.23 325.58 319.16 322.37 311.66
Incentives 0 0 0 673.05 0 0 0 655.04
Postage 496.29 472.89 426.11 499.63 507.98 497.96 502.97 486.26

Variable Costs: 2nd contact
Return postage 32.55 26.35 23.25 43.40 38.75 44.95 38.75 63.55
Data entry 52.50 42.50 37.50 70.00 62.50 72.50 62.50 102.50

Total Costs: 2nd contact 899.43 844.83 759.97 1606.31 934.81 934.57 926.59 1619.01

Overall Costs 2064.37 2476.39 2849.58 2771.25 1393.12 1916.65 2280.67 2077.32
n (respondents) 69 71 86 86 66 63 72 85

Costs per Complete
(full sample)

29.92 34.88 33.13 32.22 21.11 30.42 31.68 24.44

Costs per Complete
(under 50 yrs.)

30.99 37.18 41.10 30.44 20.57 28.02 32.06 20.46

Costs per Complete
(50 yrs. and above)

28.75 32.64 27.29 33.99 21.79 33.07 31.24 31.34

For the second contact (rows 7 to 12 in Table 2.2), the fixed costs per unit in
each group were multiplied with the gross sample minus the number of initial
responses, the number of non-eligible target persons, and the number of explicit
refusals. In this contact attempt, the fixed costs were highest for the two groups re-
ceiving a delayed incentive but also showed a higher level in the sequential design
groups. This finding is the result of an, on average, lower initial response in the
sequential designs leading to more cases that had to be contacted again. Moreover,
the higher number of mail responses in the second contact also increased variable
costs.

The overall survey costs (row 13 in Table 2.2) were lowest for the sequential
design with neither a prepaid nor a delayed incentive, and roughly twice for the
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concurrent design with the 2e prepaid incentive. If we finally relate overall survey
costs to the overall number of respondents and thus calculate costs per complete
(row 13 in Table 2.2), results slightly changed with the concurrent design with a
1e prepaid incentive now yielded the highest costs.

In the final step, we took the age-related differences in survey response by exper-
imental group into account by calculating costs per complete for target persons
aged below 50 and aged 50 and above. The last two rows in Table 2.2 show that
group-specific costs per complete differed remarkably from costs per complete for
the full sample. While the concurrent design with the 2e prepaid incentive in the
first contact was one of the most expensive designs for the entire sample, for older
target persons it was one of the cheapest (27.29e). This is important since this
group performed especially well in bringing older target persons into the sample.
For younger target persons, the sequential design with the delayed incentive even
turned out to be the cheapest (20.46e). Here, costs per complete were less than
half compared to the most expensive design in this age group (the concurrent de-
sign with a prepaid incentive in the first contact).

Overall, our results clearly hint at promising targeting strategies for self-administered
mixed-mode surveys. Thus, in a model calculation, we estimated overall survey
response and overall survey costs if we had pursued such a strategy by implement-
ing a concurrent design with a 2e prepaid incentive for target persons aged 50 and
above and a sequential design with a 2e delayed incentive for target persons aged
below 50 years. The results revealed that the response rate would have increased
by almost 42 percent (actual response rate: 22.4 percent vs. predicted response
rate: 31.8 percent), while overall survey costs would have only slightly increased
by 11 percent.

2.4 Discussion

In this paper, we analysed the combined effects of mode sequence and prepaid
monetary incentives offered in the initial and second contact on survey response,
sample composition, and survey costs. With regard to the isolated effects of the
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survey design elements on survey response, we were able to replicate empiri-
cal evidence, suggesting that even small prepaid monetary incentives increase
response rates (Edwards et al., 2005; Mercer et al., 2015; Pforr et al., 2015).
However, given that survey response in the 1e condition hardly differed from the
condition with no incentive, our study also suggests that incentives should exceed
a minimum value in order to yield the desired effects on response rates.

Additionally, our study adds new evidence on the effectiveness of delayed, pre-
paid incentives in self-administered mixed-mode surveys. The 2e offered in the
second contact significantly improved survey response. With regard to mode se-
quence, we did not find any difference in overall response rates between both
conditions. However, the concurrent condition led to a higher response rate in the
first contact, while the sequential condition produced a higher response rate in the
second contact. This indicates that for survey managers it might be worthwhile to
relocate more resources to subsequent contacts after having collected responses
from those target persons who do not need additional extrinsic motivational cues
for their participation.

We set out to derive best practice recommendations on how to design a self-
administered mixed-mode survey in a way that maximizes survey response, min-
imizes survey costs, and realizes a balanced sample composition. In our case, we
were able to identify two optimal designs. The first one was a concurrent mixed-
mode design with a prepaid incentive provided with the first contact while the
second one was a sequential design with a delayed incentive. These two combina-
tions of mode sequence and prepaid incentives can be regarded as optimal since
they proved to be particularly cost-effective in two different age groups. These
age-related differences in survey response are likely the result of varying combi-
nations of design elements attracting different age cohorts.

In following our recommendations, researchers can expect a high share of online
participants, especially among younger target persons. Therefore, we strongly
suggest to use a responsive questionnaire design to allow respondents to easily
answer the questionnaire on their device of choice and to avoid drop outs. How-
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ever, if researchers aim to further increase the share of online participants by com-
pletely relying on a sequential mixed-mode design, they have to be aware of the
potential exclusion of older target persons.

Although these recommendations for targeting in self-administered mixed-mode
surveys appear promising, our study has limitations that offer avenues for future
research. First, our survey was conducted in Germany and only comprises urban
citizens. Hence, it is unclear whether our results are applicable to the residen-
tial population of Germany as a whole and generalize even further. Second, we
varied mode sequence and incentive strategies, but there are numerous additional
ways of varying the same or other design elements (e.g., higher prepaid incen-
tives, more contact attempts, or different intervals between the contacts). Third,
our community survey was framed in terms of local issues like the perceived qual-
ity of life in Mannheim. It seems interesting to replicate our findings in different
settings with different survey topics (e.g., election studies, general population sur-
veys, family research) and different target populations (e.g., older people, stu-
dents). Fourth and foremost, our recommended strategies for targeting are only
applicable if survey managers have information from their sampling frame re-
garding their target persons’ age. Since self-administered mixed-mode surveys
are likely to increase in importance in the survey landscape (e.g., Luijkx et al.,
2020; Wolf et al., 2021), our results may stimulate further research that specifi-
cally addresses the question on how to design these surveys in a way to optimize
various survey outcomes. In this sense, we hope to encourage researchers to use
the information from their sampling frame to further elaborate targeting strategies
for self-administered mixed-mode designs.
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Appendix

(a) First Contact (b) Second Contact

(c) Overall

Figure A2.1: Predicted Probabilities of Survey Response by Gender
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Note. Figure displays a 95% confidence interval.

Figure A2.2: Device Choice in the Online Mode
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Table A2.1: Interactions between Experimental Manipulations and Gender

First Contact Second Contact Overall

(Intercept) −2.60∗∗∗ −2.07∗∗∗ −1.56∗∗∗

(0.30) (0.25) (0.20)
Sequential, 1, 0 −0.56 0.04 −0.16

(0.49) (0.35) (0.29)
Sequential, 2, 0 0.74∗ −0.26 0.25

(0.37) (0.38) (0.27)
Sequential, 0, 2 0.13 0.58 0.45

(0.42) (0.33) (0.27)
Concurrent, 0, 0 0.74 −0.40 0.19

(0.38) (0.40) (0.28)
Concurrent, 1, 0 0.86∗ −0.22 0.34

(0.37) (0.38) (0.27)
Concurrent, 2, 0 1.27∗∗∗ −0.97∗ 0.44

(0.35) (0.49) (0.27)
Concurrent, 0, 2 0.82∗ 0.49 0.67∗

(0.37) (0.33) (0.26)
Gender: Female 0.52 0.13 0.32

(0.39) (0.36) (0.28)
Sequential, 1, 0*Gender: Female 0.68 0.03 0.26

(0.60) (0.50) (0.40)
Sequential, 2, 0*Gender: Female −1.07∗ 0.41 −0.30

(0.53) (0.51) (0.38)
Sequential, 0, 2*Gender: Female −0.22 −0.02 −0.13

(0.55) (0.46) (0.38)
Concurrent, 0, 0*Gender: Female −0.88 0.36 −0.28

(0.52) (0.53) (0.39)
Concurrent, 1, 0*Gender: Female −0.64 −0.31 −0.47

(0.50) (0.56) (0.38)
Concurrent, 2, 0*Gender: Female −0.48 0.59 −0.11

(0.48) (0.63) (0.37)
Concurrent, 0, 2*Gender: Female −1.00 −0.44 −0.72

(0.52) (0.48) (0.37)

AIC 1924.32 1707.79 2838.55
BIC 2018.42 1799.84 2932.64
Log Likelihood −946.16 −837.90 −1403.28
Deviance 1892.32 1675.79 2806.55
Num. obs. 2646 2328 2646

∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05
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Table A2.2: Isolated Effects of Experimental Manipulations

First Contact Second Contact Overall

(Intercept) −2.45∗∗∗ −2.01∗∗∗ −1.43∗∗∗

(0.12) (0.10) (0.11)
Concurrent 0.54∗∗∗ −0.35∗∗ 0.10

(0.12) (0.13) (0.09)
1 e First Contact 0.08 0.02

(0.15) (0.14)
2 e First Contact 0.50∗∗∗ 0.22

(0.14) (0.13)
2 e Second Contact 0.60∗∗∗ 0.33∗

(0.14) (0.13)

AIC 1919.38 1691.43 2828.27
BIC 1942.90 1708.69 2857.68
Log Likelihood -955.69 -842.72 -1409.14
Deviance 1911.38 1685.43 2818.27
Num. obs. 2646 2328 2646

∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05
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Table A2.3: Effects of Experimental Manipulations on Response Rates

First Contact Second Contact Overall

(Intercept) −2.32∗∗∗ −2.01∗∗∗ −1.40∗∗∗

(0.19) (0.18) (0.14)
Sequential, 1, 0 −0.12 0.05 −0.02

(0.28) (0.25) (0.20)
Sequential, 2, 0 0.22 −0.02 0.09

(0.26) (0.25) (0.19)
Sequential, 0, 2 0.01 0.57∗ 0.38∗

(0.27) (0.23) (0.19)
Concurrent, 0, 0 0.29 −0.18 0.05

(0.26) (0.26) (0.19)
Concurrent, 1, 0 0.52∗ −0.37 0.11

(0.25) (0.28) (0.19)
Concurrent, 2, 0 1.01∗∗∗ −0.63∗ 0.38∗

(0.23) (0.31) (0.19)
Concurrent, 0, 2 0.33 0.28 0.32

(0.25) (0.24) (0.19)

AIC 1924.19 1699.13 2832.24
BIC 1971.24 1745.16 2879.29
Log Likelihood -954.10 -841.57 -1408.12
Deviance 1908.19 1683.13 2816.24
Num. obs. 2646 2328 2646

∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05
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Table A2.4: Interactions between Experimental Manipulations and Age

First Contact Second Contact Overall

(Intercept) −2.34∗∗∗ −2.01∗∗∗ −1.41∗∗∗

(0.20) (0.18) (0.14)
Sequential, 1, 0 −0.22 −0.01 −0.00

(0.30) (0.26) (0.20)
Sequential, 2, 0 0.21 −0.06 0.11

(0.27) (0.26) (0.19)
Sequential, 0, 2 −0.10 0.57∗ 0.36

(0.30) (0.23) (0.19)
Concurrent, 0, 0 0.30 −0.19 0.06

(0.26) (0.26) (0.19)
Concurrent, 1, 0 0.55∗ −0.38 0.12

(0.25) (0.28) (0.19)
Concurrent, 2, 0 1.03∗∗∗ −0.68∗ 0.38∗

(0.24) (0.32) (0.19)
Concurrent, 0, 2 0.35 0.24 0.32

(0.26) (0.24) (0.19)
Age −0.25 −0.12 −0.19

(0.21) (0.19) (0.15)
Sequential, 1, 0*Age −0.46 0.41 0.12

(0.32) (0.26) (0.20)
Sequential, 2, 0*Age 0.00 0.52∗ 0.29

(0.28) (0.26) (0.20)
Sequential, 0, 2*Age −0.30 −0.07 −0.13

(0.31) (0.24) (0.20)
Concurrent, 0, 0*Age 0.13 0.36 0.24

(0.27) (0.27) (0.20)
Concurrent, 1, 0*Age 0.23 0.31 0.24

(0.26) (0.28) (0.20)
Concurrent, 2, 0*Age 0.44 0.59 0.45∗

(0.25) (0.32) (0.20)
Concurrent, 0, 2*Age 0.23 −0.20 −0.01

(0.27) (0.25) (0.19)

AIC 1917.27 1695.67 2832.59
BIC 2011.36 1787.72 2926.68
Log Likelihood −942.63 −831.84 −1400.30
Deviance 1885.27 1663.67 2800.59
Num. obs. 2646 2328 2646

∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05
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3 Effects of smartphone use and recall aids on net-
work name generator questions

Published in:
Beuthner, C., Silber, H., Stark, T. H. (2020). Effects of smartphone use and

recall aids on network name generator questions. Social Networks, 69, 45-54.

Abstract

The increasing use of smartphones around the world provides new opportunities
for network data collection with smartphone surveys. We investigated experimen-
tally whether the use of smartphones and of a recall aid affects the number of
reported names in a network name generator question. In a German online access
panel (N = 3,327), respondents were randomly assigned to answer the survey on
their PC or on their smartphone and were randomly assigned to receive an open-
ended recall aid question before the name generator question or after. Results
showed that respondents on PCs and smartphones reported the same number of
network contacts. This suggests that smartphone surveys have no negative effect
on the network sizes in ego-centered network studies. However, requiring peo-
ple to answer on smartphones resulted in a selection bias due to non-compliance,
which may have led to an overrepresentation of persons with larger network sizes.
The recall aid question did not lead to more reported names, but it proved to be an
indicator of respondents’ motivation and response quality. In sum, the study sug-
gests that smartphones can effectively be used for network research in tech-savvy
populations or when respondents can choose to complete the survey on another
device.

Keywords

ego-centered social networks, web surveys, smartphones, experiment, response
quality, recall aid
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3.1 Introduction

Past research has documented important survey design effects on the size of the
network elicited from name generator questions in ego-centered network studies.
Such name generator questions ask respondents to self-report the names of people
in their personal network (Burt, 1984; Marsden, 2011). With respect to survey
mode, there is mixed-evidence whether switching from traditional face-to-face
interviews to online surveys reduces (Matzat & Snijders, 2010) or increases the
network size (Fischer & Bayham, 2019), or has no effect on the number of names
reported (Vriens & van Ingen, 2018). Within online surveys, the placement of
a name generator question (Yousefi-Nooraie et al., 2019), the number of name
boxes provided (Vehovar et al., 2008), and the use of name recall aids (Hsieh,
2015) can considerably affect network sizes. Regarding repeated measurement,
Silber et al. (2019) showed that panel conditioning had only minor effects on the
size of social networks in a German web survey.

Interestingly, the aforementioned study found that the network size of respon-
dents who answered the questionnaire on their smartphones was slightly higher
(3.48 friends) than that of respondents who answered on their PCs (3.32 friends,
Silber et al. (2019)).3 While the difference between the devices was statistically
non-significant, this result is an encouraging signal for researchers who consider
administering their entire survey on smartphones. Perhaps the use of smartphones
has a positive effect on the size of ego-centered networks, despite the smaller dis-
play and keyboard of smartphones. Such a conclusion, however, cannot be drawn
with confidence from that study because respondents were not randomly assigned
to a device. Thus, there is no way of telling whether the results emerged because
respondents who answer on smartphones have actually slightly more friends than
respondents who answer on PCs or because respondents are motivated to report
slightly more friends on smartphones. It could even be that respondents who an-
swer on smartphones have more friends but tend to underreport their network size
due to the device they use for participation.

3PC includes desktop computers as well as laptops, running windows, macOS, Linux, and
other operating systems.
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Previous methodological research showed that certain groups of respondents are
more likely than others to use a smartphone to participate in an online survey when
they can freely choose to do so. Specifically, younger (de Bruijne & Wijnant,
2013; Toepoel, 2017) and higher educated respondents (Fuchs & Busse, 2009)
were overrepresented among smartphone participants. One study found women
to be more likely than men to participate in smartphone surveys (de Bruijne &
Wijnant, 2014) but other research could not replicate this finding (de Bruijne &
Wijnant, 2013; Keusch & Yan, 2017).

Selective participation of certain groups in smartphone surveys may bias results
of network studies if these groups differ in their sociability and thus have smaller
or larger networks. For instance, women have been found to have larger social
networks than men (Goodreau et al., 2009; Lewis & Kaufman, 2018; McLaugh-
lin et al., 2010) and employed people have more social contacts than unemployed
(Edin et al., 2003; Munshi, 2003). Likewise, people with a good health seem to
have larger networks than those suffering from medical conditions (Michael et al.,
1999; Schaefer et al., 1981). Moreover, some studies found that members of vol-
untary associations have larger social networks than people who are not members
of such associations (Farkas & Lindberg, 2015; Putnam, 2000; Rotolo, 2000; but
see Bekkers et al., 2008 who found no effect). Additional research has shown that
inhabitants of urban areas are less likely to participate in voluntary association
and show less community engagement (Oliver, 2000; Remmer, 2010). Hence,
it can be assumed that inhabitants of urban areas are likely to have smaller so-
cial networks. If members of such groups are more or less likely to participate
in network studies conducted on smartphones, the conclusions about the average
network size in the population may be biased.

So far, little is known about the relationship between smartphone use to conduct
ego-centered surveys and the elicited network size. To help close this research
gap, the present research explored experimentally how the use of smartphones to
answer online surveys affects the number of names elicited from name generator
questions. Such insights are important because researchers will be inclined to col-
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lect network data on smartphones in the near future given the wide-spread use of
smartphones globally (Poushter et al., 2018) and the rapid improvements made in
the development of new visual tools to collect ego-centered network data online
such as GENSI (Stark & Krosnick, 2017), OpenEddi (Eddens & Fagan, 2018), or
Network Canvas (Hogan et al., 2016).

This study reports results of an experimental online study in which respondents
were randomly assigned to complete the same web survey either on a PC or a
smartphone. Despite the encouraging findings of Silber et al. (2019) in their non-
experimental study, we expected to elicit fewer names on smartphones than on
PCs when respondents cannot self-select the device on which they answer. This
is because, we hypothesized that respondents may be discouraged from thinking
about and entering additional names because of smaller screen sizes of smart-
phones compared to PCs and the accompanying necessity to scroll down to see
the entire name generator question. Additional technical issues, such as longer
page loading times or the difficulty to click with the finger on answer boxes, may
negatively affect the number of names reported on smartphones. Finally, peo-
ple are much more likely to use their smartphones than their PC in a distracting
environment outside of their home, such as while waiting for public transporta-
tion or in line at the grocery store (Couper et al., 2017). This may further reduce
respondents’ motivation to repeatedly enter contacts in a name generator question.

Respondents were also randomly assigned to answer a recall aid question before
or after reporting names in a name generator question. A general challenge of
ego-centered network studies is that people tend to forget to mention a substan-
tive number of their personal contacts (Brewer, 2000). Previous work found that
providing recall aids can increase the number of names reported in ego-centered
network studies, both in face-to-face interviews (Marsden, 2011) and in online
surveys on PCs (Hsieh, 2015). However, to our knowledge, no research has ex-
plored the effect of recall aids in smartphone surveys. We hypothesized that seeing
a recall aid before the network prompt would counter the expected negative effect
of the added difficulty of answering a smartphone survey because the names of
network contacts are already available in the active memory.
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3.2 Methods

The data for this study were collected with a web survey conducted between the
15th of July and the 31st of August 2018. Respondents were recruited from a Ger-
man nonprobability online access panel using quotas for gender, education, age,
and federal state. Before receiving the invitation via email, respondents were ran-
domly allocated to either use a PC or a smartphone to complete the survey (device
manipulation). All respondents were asked for their gender, age, and education
at the start of the survey. After these questions, respondents violating the device
assignment were screened-out.

Our two experiments were in the first part of a larger questionnaire and not pre-
ceded by any other experimental manipulation. Respondents had the possibility
to proceed in the survey without answering a question but could not to go back in
the questionnaire to change an answer they had already given. The questionnaire
layout was optimized for smartphones and displayed similarly on both devices.

A total of 50,063 panel members were invited, from which 6,750 opened the
invitation link. 538 (8.0%) broke off, and 2,838 (42.0%) were screened-out.
The majority of those screened-out were respondents assigned to the smartphone
condition but who tried to use a PC to complete the survey (2,563). The other
275 respondents were assigned to use a PC but were screened-out for trying to
use a smartphone. Given these high numbers of screened-out respondents, we
test below for a selection bias by comparing the characteristics of respondents
who completed the survey with those who were screened-out using demographics
and supplementary information obtained from the panel provider for all invited
panel members. The final sample consisted of 3,327 respondents (completion rate
49.3%) of which 1,787 answered using a PC and 1,540 using a smartphone. The
median response time for the survey was 29.6 minutes and the median response
time for the network name generator question was 2.5 minutes.

Randomized Experiments
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In the first experiment, half of the respondents were randomly assigned to use
a smartphone for answering the survey and the other half was randomly assigned
to use a PC. Both groups received the information about the device usage in the
invitation email. In the second experiment, we randomly assigned respondents to
one of two orders in which the name generator question and the recall aid question
were asked. Half of the sample saw the open recall aid question first and answered
then the name generator, and the other half saw first the name generator and then
the recall aid question. This placement experiment allowed us to evaluate if the
open question served as a memory trigger and helped respondents to recall more
friends. The random assignments within the two experiments were independent
of each other.

3.2.1 Measures

Name Generator

Number of Friends

The name generator question asked respondents to provide the first names of up
to twenty friends: “Now we are interested in your closest circle of friends. Please
enter the first names of your close friends here". Respondents could enter names
in up to 20 vertically arranged separated answer boxes. A screenshot of this ques-
tion is provided in the Appendix A3.1. No other instruction on how to complete
the name generator was given. To avoid that a few respondents (10.1%) who
named an exceptionally high number of friends have a high impact on the results,
we truncated the measure and recoded all respondents that named 10 and more
friends in a 10 category. Respondents who entered no names were considered
to have a network size of 0 after our analysis revealed no significant differences
between the PC and smartphone condition, suggesting that these were substantive
answers (see Figure 3.1).
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Figure 3.1: Number of Friends entered in the Network Generator Question by
Device

Response Time

We calculated two measures for response time. Response time was measured as a
relative timestamp in relation to the start of the survey for every question. There-
fore, the total response time for the name generator question was calculated by
subtracting the timestamp of the name generator question from the time stamp of
the subsequent question. To account for response effort, the response time needed
per name was calculated as a second indicator by dividing the total response time
for the name generator question by the number of friends reported.

Recall Aid

The recall aid asked respondents: “When you think of your friends, what is im-
portant to you?”. Respondents could type their answer in a single answer box (see
Appendix Figure A3.2). This question is different from typically used recall aids
that ask respondents to think about friends in certain foci, such as friends from
school, from work, or from leisure activities (Belli et al., 2001; Glasner & Van
der Vaart, 2009). We worried that explicitly mentioning certain foci might prime
respondents to think only about friends from these foci, ignoring anyone else. The
idea of our research aid was to activate general retrieval cues that might help re-
spondents access memories of their friends (Yan & Tourangeau, 2008), without
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priming them to a certain group of friends.

Quality of Answer

For the analysis, two coders independently coded the answers to the open recall
aid question into ten categories dependent on their content. For further analysis,
we combined the categories into two categories: (1) “no answer” or “answer not
meaningful” and (2) “meaningful answer". The category “answer not meaning-
ful” refers to an answer that is either not related to the question or not meaningful
at all (e.g., ‘xxx’, ‘abc’, and ‘no idea’).2 As an indicator of inter-coder reliabil-
ity, we calculated Cohens Kappa for the binary coding and found high reliability
(textitk = 0.81).

Control Variables

Because gender, age, and education were used for the quotas during the recruit-
ment process, all respondents were asked about these characteristics as the very
first questions of the survey, even before the screening by device took place. Skip-
ping those three demographical questions was not possible. Therefore, these vari-
ables were also available for all respondents who were later screened out because
they failed to use the device to which they were randomly assigned.

Gender

Respondents were asked for their gender. Possible answers were male or female.

Age

Each respondent was asked: “How old are you?”. Respondents had to give an
open numeric answer.

2A total of 65.4% of respondents named values or emotions such as “trust,” “honesty,” or
“happiness.” 18.2% of the answers given referred to support, such as “they help me solving my
problems.” A further 10.8% were associated with activities like “going out together” or “meeting
them to have fun.” All other categories were represented in less than 5% of the answers; those
included: having regular contact with friends (“people I have regular contact with”), answers that
were focused on the friends themselves (“they are nice”), answers which refer to common interests
(“we have the same hobbies”), or such referring to the amount of friends (“there are only a few real
friends”). Finally, non-meaningful answers (e.g., responses such as “.....” or “Xxx”) represented
less than 5% of the cases.
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Education

Education was asked as a closed-ended question: “What is your highest general
school degree?”. Respondents could select one of 9 response options representing
German school degrees. It was also possible to enter a different school degree
in an open format. For our analysis, we recoded education into three categories
from low to high, in accordance with the tripartite school system of Germany (9-,
10-, and 12/13-year high school tracks). A screenshot of the question, showing all
answer categories can be found in the Appendix A3.

Smartphone Skills

To measure how experienced respondents were with their smartphone, we asked
all respondents, “How do you generally assess your ability to use your smart-
phone?”. Respondents could answer on a 5-point rating scale with the end-points
labeled as “Beginner” and “Expert” (Keusch & Yan, 2017).

Supplementary Information for Selection Bias Analysis

To test for a selection bias of groups that differ in their sociability, we requested
supplementary information about the respondents from the panel provider. Those
measures had been collected in a welcome survey, shortly after the registration
of each new panel member. The requested indicators had been found to correlate
with social network size in previous studies: employment status (Edin et al., 2003;
Munshi, 2003), living in an urban or rural area (Oliver, 2000; Remmer, 2010), the
number of medical conditions (Michael et al., 1999; Schaefer et al., 1981), and
participating in voluntary organizations (Farkas & Lindberg, 2015; Putnam, 2000;
Rotolo, 2000), which we tried to measure with the number of team sports respon-
dents exercised.

Employment Status

Being unemployed was coded as 1 and employed as 0.

Urban Area

We divided panel members into two groups: those living in cities with more than
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100,000 inhabitants were considered to live in an urban area (coded 1) and those
living in cities or towns with less than 100,000 inhabitants were coded to live in a
rural area (coded 0).

Number of Medical Conditions

The panel provider supplemented 15 dichotomous variables indicating whether
the panel members had reported to suffer from each of 15 different medical con-
ditions such as hearing problems or asthma (response categories: yes, no). These
variables were summed to create an additive index ranging from 0 to 15. A com-
plete list of medical conditions can be found in the Appendix B3.1.

Practiced Sports

The panel provider supplemented 25 variables describing whether or not a panel
member participated in 25 different types of sports such as soccer, tennis, or vol-
leyball (response categories: yes, no). We selected 18 sports, which are mainly
practiced with others or in teams, as participation in such sports may be related to
the network size. These variables were summed to create an additive index rang-
ing from 0 to 18. A complete list of all 25 variables, including an indication of
which variables were selected, can be found in Appendix B3.2.

Descriptive statistics for all variables are shown in Table 3.1. Bivariate corre-
lations can be found in Table C3.1 in the Appendix.
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Table 3.1: Descriptive Overview for all Measures

Variable Range Median Mean Standard Deviation Missing Values

Metric
Age 44 43.8 13.9 0
Smartphone skills 1-5 4 3.6 1.0 364
Number of medical conditions 0-14 1 1.2 1.6 339
Practiced sports 0-18 2 2.8 3.6 1,120
Number of friends 0-20 4 4.1 2.6 0
Ordinal

Low Education Medium Education High Education
Education 15.0% 42.5% 42.5% 0
Nominal

Male Female
Gender 42.8% 57.2% 0

Unemployed Employed
Employment Status 5.7% 94.3% 32

Urban Non-Urban
Urban Area 65.2% 34.7% 157

Desktop/Laptop Smartphone
Device 51.8% 48.2% 0

Meaningful Non-meaningful
Quality of answer to recall aid 93.0% 7.0% 0

3.2.2 Analysis

We use multiple imputation (predictive mean matching with 10 samples) to re-
place missing values in all regression models (van Buuren & Groothuis-Oudshoorn,
2011). Analyses using listwise deletion instead of multiple imputation lead to very
similar results (see Appendix Table C3.1 to Table C3.3). Since more people were
screened-out in the smartphone sample than in the PC sample, we test for selec-
tion bias by comparing respondents who completed the survey with those who
were screened-out separately for both devices. We then examine if the random
allocation of respondents to the experimental conditions worked and investigate
the influence of the device used to answer the survey on item nonresponse in the
form of not entering any names. As a next step, we compare the distribution of
the number of friends who were entered between the two devices. We also exam-
ine response times to uncover potential differences. Afterward, we focus on the
effect of the recall aid experiment and on the combined effect of the device used

52



and the recall aid on the number of names entered. Finally, we conduct five OLS
regression models, to examine possible interactions between the independent vari-
ables and to control for demographics, smartphone skills, and the supplementary
measures. In these regression models, the number of friends named in the name
generator question serves as the dependent variable.

3.3 Results

3.3.1 Selection Bias and Network Size

The results of the multivariate logistic regression model in Table 3.2 show that
respondents who were older, male and those who were unemployed were more
likely to be screened-out in the smartphone group because they tried to complete
the survey on a computer. Also, those who suffered from more medical conditions
were screened-out more often. However, we did not find significant differences
regarding other factors, namely living in an urban area, the number of sports prac-
ticed, or education. In contrast to the smartphone screen-outs, respondents who
were female, younger, and those with low or medium education were more likely
to be screened-out in the PC group.

These results suggest that smartphone surveys are preferred over PC surveys by
female respondents, those who are healthier, and those who are younger. Accord-
ingly, a survey that is only conducted with smartphones could overestimate the
average network size, as being female (Goodreau et al., 2009; Lewis & Kauf-
man, 2018; McLaughlin et al., 2010) and being healthy (Michael et al., 1999;
Schaefer et al., 1981) are both associated with larger social networks. At the same
time, allowing only the usage of PC’s could lead to an underestimation of the net-
work size, as men have been shown to have smaller social networks than women
(Goodreau et al., 2009; Lewis & Kaufman, 2018; McLaughlin et al., 2010).
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Table 3.2: Logistic Regression Analyses Predicting Being Screened-out or not in
the Smartphone Condition and the PC Condition

Screen-out smartphone Screen-out PC

Gender femalea -0.48*** 0.30*
(0.06) (0.14)

Low educationb -0. 16 0. 54*
(0.10) (0.23)

Medium educationb -0. 13 0. 60***

(0.07) (0.15)

Age 0.03*** -0.04***

(0.00) (0.01)
Employment status: unemployedc -0.32* 0.07

(0.14) (0.29)

Urban aread 0.11 0.18
(0.07) (0.14)

Medical conditions 0.05* 0.00
(0.02) (0.03)

Practiced sports 0.02 0.04
(0.02) (0.03)

N 4,494 2,309
Pseudo-R2 (McFadden) 0.34 0.34

Note: Logistic regression model with unstandardized coefficients and standard errors in parentheses.
*p < .05; **p < .01; ***p < .001.
a Reference category is male.
b Reference category is high education.
c Reference category is employed.
d Reference category is Non-Urban Area.

3.3.2 Randomization

To draw firm conclusions about the effects of the experimental manipulations, it is
important that respondents were randomly allocated into experimental conditions.
To check that the assignment worked, we used logistic regressions to predict the
experimental group, separately for device and recall aid question placement for
those who were not screened-out. The results in Table 3.3 show systematic differ-
ences between respondents who participated using a smartphone and those using
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a PC. As can be expected based on the selection bias analyses, smartphone re-
spondents were more likely to be female, younger, had a higher ability to use their
smartphone, were less likely to have a medium education level, and less likely
to suffer from a medical condition. It is thus crucial to keep these group differ-
ences in mind when interpreting the results of the device experiment. However,
the assignment worked well for the recall aid question placement experiment as
shown in Column 2 of Table 3.3. Specifically, there was no significant difference
between respondents completing the survey under both placement conditions.

Table 3.3: Logistic Regression Analysis Testing Randomization to Device As-
signment and Recall Aid Placement

Assignment to Mobile Question Placement Recall Aid first

Gender femalea 0.39*** -0.08
(0.07) (0.07)

Age -0.02*** 0.00
(0.00) (0.00)

Education low 0.07 0.07
(0.11) (0.10)

Education medium -0.26*** 0.04
(0.08) (0.07)

Smartphone skills 0.04*** 0.00
(0.04) (0.04)

Employment status: unemployedb 0.19 0.08
(0.15) (0.14)

Urban areac -0.08 0.03
(0.07) (0.02)

Medical Condition -0.04* -0.03
(0.02) (0.02)

Practiced Sports -0.01 0.02
(0.02) (0.01)

Note: Logistic regression model with unstandardized coefficients and standard errors in parentheses.
*p < .05; **p < .01; ***p < .001.
a Reference category is male.
b Reference category is high education.
c Reference category is employed.
d Reference category is non-urban area.

3.3.3 Item Nonresponse and Response Time

To evaluate how to treat respondents who did not enter a single name into the name
generator, we tested for a potential item nonresponse bias caused by the device.
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Table 3.4 shows that 166 respondents did not enter any friend. They were nearly
equally distributed between PC respondents (n = 80, 0.02%), and smartphone
respondents (n = 86, 0.02%). A Chi-squared test (χ2 = 1.141, p = 0.285) did
not reveal any relationship between the device and item nonresponse. This means
that there is no device-related item nonresponse bias originating from the name
generator. This can be seen as first evidence for smartphones being an equally
feasible device to generate ego-centered networks – at least for the respondents
who complied with the device assignment. Completing a name generator with a
smartphone did not lead to increased nonresponse in the name generator.

Table 3.4: Amount of Item Nonresponse to the Name Generator Question

Device Number of Item Nonresponse Proportion of nonresponse n total

PC 80 0.04 1,931
Smartphone 86 0.05 1,747
Total 166 0.04 3,681

Note. ChiSq-test: relationship item nonresponse and device: (²= 1.134, df = 1, p= 0.29).

Besides the number of friends, the time a respondent needed to answer also
poses an important element to evaluate the viability of smartphones for conduct-
ing ego-centered name generators. The median for answering the name genera-
tor was 9.0 seconds in total or 3.0 seconds per name across all respondents. A
smartphone respondent needed on average 12.0 seconds in total or 3.5 seconds
per name, compared to a PC respondent who needed on average 7.0 seconds in
total or 2.7 seconds per name. A Mann-Whitney-U test revealed a significant dif-
ference for the overall time (W = 1,373,700; p < 0.001) and the time per name
(W = 1,448,100; p < 0.001), indicating that answering the network name gen-
erator question on a smartphone was more time consuming. The greater amount
of response time needed for smartphone respondents could have led to a greater
response burden and thus potentially fewer reported names in the network name
generator question.
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3.3.4 Device Experiment: Number of Reported Names

Our next research question addresses whether the device affects the network size.
Figure 3.1 shows the distributions of the number of friends entered for smart-
phones and PCs. Both distributions show a peak for respondents who entered 3
friends. The majority of respondents in both groups entered 1 to 5 friends. Figure
3.1 suggests that PC respondents entered 1 or 2 friends more often, while smart-
phone respondents were more likely to enter higher numbers of friends. However,
a Kolmogorov-Smirnov test did not reveal a statistically significant difference be-
tween both distributions (D = 0.15; p = 0.978). These results suggest that smart-
phones are equally viable as PCs for collecting social network data – at least for
groups that are willing to participate with a smartphone.

While the majority of respondents entered 10 or fewer friends, only a small group
entered the maximum of 20 friends (0.9%). This group was two times larger in
the PC condition than in the smartphone condition. When conducting the analysis
without truncating at 10 names, we found that smartphone respondents entered on
average 4.40 friends, which was not significantly more than the 4.25 friends’ re-
spondents entered when using a PC (t = -1.49; p = 0.14).4 When truncating at 10,
to avoid giving the few outliers a large impact on the results, smartphone respon-
dents entered on average 4.25 names, while PC respondents entered significantly
fewer (4.02) names on average (t = -2.67; p = 0.01).

In sum, smartphone respondents entered equally many or more friends than PC
respondents. This result emerged despite the longer response time per name en-
tered of smartphone respondents, indicating that the added difficulty of answering
a smartphone survey did not have a negative impact on the number of friends that
respondents reported. These preliminary results suggest that smartphones are in-
deed a viable option to use for ego-centered network name generators – at least

4Additionally, we ran a post-hoc power analysis using the distribution of our sample and as-
suming an alpha of 0.05 and a power level of 0.95. Under these assumptions the mean difference
between both samples would need to be at least 0.12 names on average. To find an effect with an
alpha of 0.01 and a power of 0.99 the mean difference would need to be at least 0.14 names.
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for respondents who are willing to use a smartphone to fill in a survey.

3.3.5 Recall Aid Experiment: Number of Reported Friends and Quality of
Answer

Our second research question focuses on the use of a recall aid, to help respon-
dents complete the name generator question. Comparing respondents who saw
the recall aid before completing the name generator to those who did not, did not
reveal a significant difference in the number of friends entered (t = -0.73; p =
0.47). This means that there was no statistical evidence for the recall aid helping
respondents to report a larger social network.

Since it is likely that the recall aid has no effect on respondents who did not seri-
ously consider the recall aid question, we conducted a t-test to compare only those
respondents who gave a meaningful answer and saw the recall aid first, to respon-
dents who saw the name generator first. As can be seen in Table 3.5, respondents
who saw the recall aid first and gave a meaningful answer entered on average more
friends (4.41) than those who did not see the recall aid before answering the name
generator question (4.10). This difference was statistically significant (t = 3.55;
p < 0.001). This could be seen as evidence for the recall aid helping respondents
who gave a serious answer to think of more friends when answering the network
name generator question.

Table 3.5: Effect of the Quality of the Recall Aid Answers on the Mean Number
of Friends Reported

Quality of answers to recall aid Recall aid seen first Recall aid seen second

Only non-meaningful answers 2.05 (142) 2.11 (109)
Only meaningful answers 4.41 (1,651) 4.30 (1,690)
All answers 4.16 (1,793) 4.10 (1,799)

Note. Mean values and total numbers in parentheses.
N = 3,592.
Number of friends entered was truncated at 10.

However, our fully crossed experimental design allows us to also exclude respon-
dents who gave non-meaningful answers from the group who saw the recall aid
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after completing the name generator. Interestingly, when comparing only respon-
dents who gave at least one meaningful answer to the recall aid question and saw
the recall aid question first to those respondents who gave at least one meaningful
answer to the recall aid question and saw the name generator question first, the
previously found significant difference vanishes (t = -1.27; p = 0.20). This sug-
gests that the difference was not caused by the recall aid functioning as a memory
trigger. Instead, respondents who gave meaningful answers to the recall aid ques-
tion reported larger network sizes, independently of whether they first answered
to the recall aid or first answered the name generator question. This means that
the recall aid did not help respondents to remember their friends, but it functioned
instead as a general indicator of response quality.

3.3.6 Combining Both Experiments: Number of Reported Friends and Qual-
ity of Answers

Table 3.6 present the combined analysis of both experiments. There was no sig-
nificant difference in the number of names reported between respondents who
completed the name generator before the recall aid. Independently of whether a
meaningful or non-meaningful answer was given to the recall aid, respondents on
PCs and smartphones reported similar numbers of names (see the first three rows
in Table 3.6). However, differences emerged in the group of respondents who
saw the recall aid first. Row 6 shows that smartphone respondents entered signifi-
cantly more friends (4.33) than PC respondents (4.01), when seeing the recall aid
first. This pattern emerged no matter if they gave a non-meaningful or a mean-
ingful answer to the recall aid (see Rows 4 and 5), although the difference was
only marginally significant in the latter group (t = -1.84; p = 0.07). This suggests,
again, that the smaller screen of smartphones and the smaller digital keyboard
did not negatively affect the number of network contacts elicited from the name
generator question. In sum, the difference between devices was only significant
when analyzing respondents who were asked the recall aid before entering their
friends. This suggests that seeing the recall aid first has a slight positive effect on
the number of friends entered on smartphones.
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Table 3.6: Effect of the Recall Aid and Device on the Mean Number of Friends
Reported

Seen first Quality of answer to recall aid PC Smartphone Overall T-test Smartphone vs. PC (p-value)

Name Generator Non-meaningful answers 2.09 2.10 2.11 0.98
Meaningful answers 4.25 4.34 4.30 0.46

Total 4.03 4.18 4.10 0.23
Recall Aid Non-meaningful answers 1.74 2.52 2.05 0.01**

Meaningful answers 4.29 4.53 4.41 0.07
Total 4.01 4.33 4.16 0.01**

Overall 4.02 4.25 - 0.01**
T-test name generator vs. recall aid seen first (p-value) 0.96 0.24 0.47 -

Note. Mean values and total numbers in parentheses.
N = 3,592.
Number of friends entered was truncated at 10.

Finally, we ran five OLS regression models to control for socio-demographic vari-
ables, smartphone skills, and the supplementary variables obtained from the panel
provider. This was necessary considering the fact that the random allocation of
respondents to either use a smartphone or a PC did not work properly given the
selection bias.

Model 1 in Table 3.7 shows a significant effect of device on the number of friends
entered when controlling for the effect of the recall aid. In line with the previous
results, there is no significant effect of the recall aid.
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Table 3.7: OLS Regressions Predicting Number of Friends Reported

Model 1 Model 2 Model 3 Model 4 Model 5

Device smartphonea 0.23** 0.09 0.10 0.07 -0.02
(0.08) (0.09) (0.09) (0.09) (0.34)

Recall aid placement: firstb 0.07 0.08 0.08 0.00 -0.109
(0.09) (0.08) (0.09) (0.32) (0.08)

Gender femalec 0.48*** 0.49*** 0.36*** 0.36***
(0.09) (0.09) (0.86) (0.09)

Age 0.00 0.00 0.00 0.00
(0.00) (0.00) (0.00) (0.00)

Smartphone skills 0.18*** 0.17*** 0.12*** 0.11*
(0.05) (0.05) (0.05) (0.06)

Low educationd -0.77*** -0.67*** -0.58*** -0.58***
(0.13) (0.13) (0.13) (0.13)

Medium educationd -0.36** -0.30* -0.25* -0.24*
(0.10) (0.10) (0.01) (0.10)

Employment status: unemployede -0.34* -0.30 -0.31
(0.19) (0.19) (0.19)

Urban areaf 0.10 0.12 0.19
(0.09) (0.09) (0.09)

Medical conditions -0.01 -0.01 -0.01
(0.03) (0.03) (0.03)

Practiced sports 0.07** 0.08*** 0.08***
(0.02) (0.02) (0.02)

Quality of answer: meaningfulg 2.08*** 2.15***
(0.25) (0.16)

Smartphone*Recall aid placement: first 0.03
(0.09)

Recall aid placement first*Quality of answer: meaningful 0.12
(0.33)

Constant 3.99*** 3.25*** 3.06*** 1.42*** 1.27***
(0.07) (0.28) (0.29) (0.36) (0.37)

N 3,891 3,891 3,891 3,891 3,891
R2 0.002 0.034 0.029 0.074 0.074
Adjusted R2 0.015 0.023 0.027 0.071 0.071

Note: Logistic regression model with unstandardized coefficients and standard errors in parentheses.
*p < .05; **p < .01; ***p < .001.
Number of friends entered was truncated at 10.
a Reference category is PC.
b Reference category is name generator seen first.
c Reference category is male.
d Reference category is high education.
e Reference category is employed.
f Reference category is non-urban area.
g Reference category is non-meaningful answer.

When adding demographic variables and smartphone skills in Model 2, the in-
fluence of the device becomes smaller and is no longer significant, while being
female has a strong positive significant effect and low and medium education
have negative significant effects. In addition, respondents’ ability to use a smart-
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phone shows a positive significant effect. This means that women and respondents
who are experienced using their smartphone were more likely to report a greater
number of friends compared to men and those with less smartphone experience.
Moreover, low and medium educated respondents entered fewer friends than high
educated respondents.

Thus, Model 2 provides clear evidence that the previously found positive effect of
using a smartphone on the number of names reported is not caused by the device
but by several factors that differentiate smartphone respondents from PC respon-
dents in our sample. The selection bias discussed above prevented a successful
random allocation but increased the number of women, higher educated, and re-
spondents with better smartphone skills in the smartphone sample. The device
effect thus appeared because these respondents reported more names than men,
those who were lower educated, and those with fewer smartphone skills.

Model 3 additionally includes the variables we received from the panel provider.
While the previously entered variables remain largely unchanged, unemployment
has a significant negative effect on network size and the number of practiced sports
a significant positive one. This means that employed respondents were more likely
to report a larger network size than the unemployed, which is in line with re-
sults found earlier (Edin et al., 2003; Munshi, 2003). Similarly, respondents who
practiced more sports were more likely to report more friends. This finding is
supported by previous research that found larger social networks among people
who were members of voluntary organizations (Farkas & Lindberg, 2015; Put-
nam, 2000; Rotolo, 2000).

Model 4 additionally includes a measure indicating whether a respondent gave
a meaningful answer to the open question and an interaction of this variable with
the recall aid experiment. The results show that whether a meaningful topic was
named has a strong positive influence on the number of friends entered. In con-
trast, the interaction between the position of the recall aid and reporting a mean-
ingful topic is non-significant. This confirms the previous conclusion (Table 3.6)
that the recall aid did not lead to reports of more network contacts. Respondents
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who gave a meaningful answer did not enter more friends because of the recall
aid, but because they showed a higher motivation to complete the questionnaire
effortfully.

Finally, in Model 5 the interaction is replaced by and interaction between the de-
vice used and the placement of the recall aid because Table 3.6 suggested that such
an interaction effect may exist. Model 5 reveals no significant interaction effect
between the placement of the recall aid and device used, showing that seeing the
recall aid before the generator did not help smartphone respondents to complete
the name generator to a greater extent than PC respondents. Again, our regression
findings imply that the differences between the devices found in Table 3.6 were
caused by respondent’s characteristics, and not by the device used.

In sum, these results show that smartphones are an equally feasible option as PCs
to conduct ego-centered social network research, as least for tech-savvy popula-
tions who are willing to answer online surveys on smartphones. Furthermore, the
results suggest that respondents’ likelihood to report a larger number of names is
strongly related to their motivation and that this motivation can be measured by
comparing meaningful and non-meaningful answers in an open-ended question.

3.4 Discussion

3.4.1 Selection Bias and Network Size

The study has several important implications for future network research using
smartphones regarding selection effects, network sizes, usage of recall aids, and
satisficing response behavior. Particularly noteworthy is our finding that 62.5% of
participants who were randomly assigned to complete the survey on a smartphone
and not on a PC did not comply with this request and were screened-out. As a
consequence of this non-compliance, smartphone respondents were more likely
to be female, younger, had a higher ability to use their smartphone, and were less
likely to have a medium education level or to suffer from medical conditions com-
pared to the PC group.
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Such a selection bias can have severe consequences for social network research
making use of smartphone surveys. In particular, many people who completed our
survey on a smartphone belonged to demographic groups that are associated with
having larger social networks. For instance, woman tend to report larger network
sizes than men (Ajrouch et al., 2005; Goodreau et al., 2009; Lewis & Kaufman,
2018; McLaughlin et al., 2010) and younger people are more likely to report larger
networks than older persons (Ajrouch et al., 2005). Moreover, previous research
has shown that larger and more functional social networks are associated with
better health (e.g., Michael et al., 1999; Schaefer et al., 1981). As people with
fewer medical conditions, woman, and younger people were overrepresented in
our smartphone sample, the average network size of our smartphone respondents
may have been overestimated. This suggests that we had found a smaller average
network size in the smartphone sample, if our experimental assignment would
have worked as planned.

However, not all results point to an overestimation of the network size in the
smartphone sample. We found that employed people were less likely than unem-
ployed to complete the survey on a smartphone, whereas employed people have
been found to report larger social networks than those without a job (Edin et al.,
2003; Munshi, 2003; Rollins et al., 2011). Considering this finding, it is also pos-
sible that we would have found a larger average network size among smartphone
respondents under fulfilled experimental conditions. However, a smaller network
size seems more likely, as we found three factors that hint at an overestimation of
the network size on smartphones and only one factor that hints at an underestima-
tion. This “true” network size could be more similar to the one of PC respondents
or even slightly smaller. In sum, it is thus not certain whether the selection bias
led to an overestimation of the network size among smartphone respondents, and
more research on the impact of selection effects on network sizes in smartphone
surveys is needed.

It should be noted that we also found a selection bias in the PC group. Those
who followed the instruction to complete the survey on a PC were more likely to
be male, had a higher education, and were older. Since some of these character-
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istics are associated with smaller networks (e.g., Goodreau et al., 2009; Lewis &
Kaufman, 2018; McLaughlin et al., 2010), conducting ego-centered network sur-
veys only with PCs may introduce a selection bias that leads to an underestimation
of the average network size in a population. This selection bias illustrates that PCs
cannot be seen as the gold standard to conduct ego-centered social network stud-
ies. Neither can responses of PC respondents be seen as entirely accurate. In
line with previous studies on mode effects (Fischer & Bayham, 2019; Matzat &
Snijders, 2010; Vriens & van Ingen, 2018), we have to conclude that none of the
devices is clearly superior to the other when it comes to generating ego-centered
social networks.

3.4.2 Device Effects

When comparing the network size in a PC survey to the one elicited on smart-
phones, we found that the use of smartphones to complete the name generator
of an ego-centered network study did not negatively affect the reported network
sizes. Previous work found mixed-evidence on whether respondents in an online
(PC) survey name fewer or more network contacts than respondents in a face-
to-face survey (Fischer & Bayham, 2019; Matzat & Snijders, 2010; Vriens &
van Ingen, 2018). Our results initially suggested that more names were elicited
in the smartphone condition than the PC condition. However, this was due to
the overrepresentation of certain groups that tend to report larger networks, in-
duced by the selection bias. Thus, this study concludes that moving from PC to
smartphone does not increase the number of reported names but it also does not
negatively affect it. This finding is quite remarkable considering the increased
difficulty of answering a survey on smartphones that have considerably smaller
displays and keyboards than PCs. Thus, at least among those respondents who are
willing to complete a smartphone survey, using smartphones for data collection
of ego-centered social network data seems to be an excellent opportunity com-
pared to more traditional online methodologies. In fact, allowing smartphones as
a response device could even be an option to reduce nonresponse of groups in PC
surveys that may prefer to answer on a smartphone, such as tech-savvy popula-
tions.
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A possible reason for the promising results regarding the implementation of net-
work name generator question on smartphones could be that smartphones, as
highly personalized devices used for private communication, help respondents
to more easily recall their friends and therefore reduce cognitive effort. Respon-
dents could also easily and quickly open their address books or recent conver-
sations on the smartphone to recall important contacts, which can increase the
number of names reported (Hsieh, 2015). While PC respondents may likewise
access their contacts (e.g., recent email conversations), the majority of personal
communication nowadays takes place via smartphones (e.g., via direct messen-
ger apps). These factors might compensate for a longer response time that we
found on smartphones, most likely due to the less comfortable input mechanics.
It is also possible that a longer response time emerged from respondents leaving
the survey to check their contact lists or social media apps for contacts. Another
reason that could possibly have influenced the reported network size on smart-
phones is that some smartphone keyboards are able to autocomplete frequently
written names, such as those of close friends. Future research could make use of
para- and meta-data on respondents’ behavior to investigate whether these factors
are more relevant on smartphones than on PCs and test whether such behaviors
increase the number of reported names.

3.4.3 Open Question as Data Quality Indicator

We did not find a positive effect of providing a recall aid before the name genera-
tor on the reported network size. This was the case for respondents who answered
the questionnaire on their PC and for those who answered on their smartphones.
Earlier studies suggest that reminding respondents of various social settings in
which they could have interacted or of different types of relationships through
asking multiple network generator questions leads to the reporting of more names
(Brewer, 2000). A potential explanation for our null finding could thus be that the
recall aid question was too general as we simply asked what respondents consid-
ered important with regard to their friends. Future research might thus be better
advised to use more specific recall aids and probes that remind people of particu-

66



lar contexts and relationships.

When examining the responses to the open recall aid question more closely, we
found their quality to be a strong predictor for reporting a larger number of friends
to the name generator question. Specifically, whether respondents gave meaning-
ful answers to the recall aid question or not was the strongest predictor of reported
network size in our study. This suggests that the open question can serve as a
proxy for a respondent’s motivation to put effort into accurately engaging with
a survey. The open question is therefore a potential tool to identify respondents
who show satisficing response behavior. According to the theory of survey sat-
isficing (Krosnick, 1991), some respondents are not willing to invest sufficient
cognitive effort into answering a survey question adequately, but instead “satis-
fice” by providing an easily accessible answer such as selecting the first response
option or saying “don’t know” (Krosnick, 1991, 1999). This effect manifested
itself in our survey in the form of respondents skipping the recall aid without an-
swering at all or delivering a non-meaningful answer and also by providing no or
only a few names to the name generator. Hence, this study suggests that including
an open question previous or close to a network generator, can help to evaluate
respondents’ mindfulness (Vannette & Krosnick, 2014), which may be directly
connected to the response quality.

In our study, when using the open-ended question as a proxy for response quality,
only 7.1% of the respondents showed problematic response behavior, by giving
non-meaningful answers (which compares to other studies on survey satisficing,
e.g., Gummer et al., 2021). However, this group of respondents significantly re-
duced the average number of names reported in the network generator question
on both devices, so that researchers cannot simply ignore respondents who try to
shorten the response process and provide an answer that requires less considera-
tion and thinking. Asking an open-ended question previous to a name generator
can help identifying such respondents in future studies.
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3.4.4 Limitations

While our results provide first evidence that ego-centered network studies on
smartphones are feasible, further research is necessary for several reasons. Our
survey was based on a non-probability sample, drawn from an online access panel.
Such panels are prone to several biases, such as selection biases caused by the
non-probability nature of the selection of panel members and the large number of
surveys in which most panel respondents take part (Hillygus et al., 2014; Matthi-
jsse et al., 2015). Further, we detected a large selection bias caused by the de-
vice assignment. While our analyses corrected for the bias to some extent by
including relevant demographic and supplementary variables that were obtained
from the panel provider, such an approach can never completely rule out the bias.
Screened-out respondents may differ on other potentially important variables that
are associated with people’s sociability. For instance, research found that person-
ality traits are associated with network size (Kalish & Robins, 2006; Tziner et al.,
2004) and future studies could account for those.

In addition, the selection effects we found may imply a general reluctance of
certain groups to complete surveys on smartphones (de Bruijne & Wijnant, 2014;
Fuchs & Busse, 2009; Toepoel, 2017) but it may also be a consequence of the way
in which people were invited to participate in the survey. The link to the survey
was sent via email and many people may still read their email on their computer
and not on a smartphone. Network researchers should thus consider inviting their
respondents in ways that are more likely to be read on the device the survey is
supposed to be completed such as, for instance, via text messages or scannable
Quick Response (QR) codes.

Finally, it should be recognized that our experimental study used only a single
network name generator question but did not employ a complete social network
module. Further methodological research should examine effects of smartphone
use on additional indicators, such as multiple name generator questions, name
interpreter questions, and questions about the network structure. Repeatedly an-
swering the same question about all alters and reporting on the existence of all
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alter-alter ties can reduce respondents’ willingness to effortfully answer all ques-
tions in a PC survey (Matzat & Snijders, 2010). This may be even worse on the
small displays of smartphones. The small displays of smartphones also restrict the
use of visual tools to collect ego-centered network data (Hogan et al., 2016; Stark
& Krosnick, 2017), which have been found to increase respondents’ motivation
(Stark & Krosnick, 2017). Thus, while our results suggest that the network size is
not lower in smartphone surveys in populations that are willing to complete such
surveys, it remains unknown how smartphones affect the response quality of other
network characteristics in ego-centered network studies.

3.4.5 Conclusion and Recommendations

Despite the limitations, our results suggest that smartphones are a feasible de-
vice to conduct ego-centered social network research and could help to increase
response rates and measurement accuracy by including groups that are unlikely
to participate in surveys on a regular computer. Thus, based on our results, we
recommend allowing the usage of smartphones as an additional option to answer
web surveys, as the free device choice is likely to reduce nonresponse bias and
increase measurement quality. At the same time, our results also imply that forc-
ing respondents to use smartphones to complete a survey can result in selection
biases, as specific groups of people may be unwilling to use this device. Hence,
forcing respondents to make use of a specific device to complete the survey is not
recommendable. This is true for both smartphones and PCs since we also found
evidence of a selection bias in the PC sample.

A potential strategy to deal with selection biases due to the selected device may be
post-stratification weighting. However, we recommend using such weights only
in cases were bias in the data was detected and not as a general data handling
strategy. Our study shows that identifying appropriate weighting variables be-
yond demographics is not trivial and that information on such variables, such as
the individual health status or personality traits, is often not available. Thus, it
appears best to try to minimize selection bias by improving the study design in
the survey planning phase and by that avoiding the necessity of post-stratification
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weighting.

Nevertheless, our results also suggest that a smartphone-only survey is a feasible
option for tech-savvy populations since tech-savvy respondents were particularly
likely to take part in our survey on their smartphones. In addition, if researchers
need their respondents to answer a survey on smartphones, for example, because
the study includes additional measurements via an app, we recommend inviting
respondents to the survey through a method that is likely read on smartphones,
such as text messages or QR codes. This should prevent non-response caused by
people’s unwillingness to switch to a different device than the one on which they
have read the invitation to the survey.

Lastly, our study suggests that an open-ended question about the network can be a
valuable tool to identify respondents that are satisficing and not answering effort-
fully. Including such a question can help researchers to evaluate response qual-
ity efficiently. Given the wide-spread use of smartphones among people around
the world (Poushter et al., 2018) and people’s rapid adjustment to new technolo-
gies, researchers will soon be tempted to routinely collect network information
on these devices. Our study suggests that this endeavor might be fruitful, but it
also encourages more work on name interpreter questions as well as selection ef-
fects to uncover the full potential of this methodological avenue of social network
research.
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Appendix

Appendix A. Screenshots of the Online Questionnaire [in German]

Figure A3.1: Network Generator Question

Figure A3.2: Recall Aid Question
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Figure A3.3: Question on Education
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Appendix B. Lists of Supplementary Information from the Panel Provider

B3.1 List of Medical Conditions (all medical conditions were included in the ad-
ditive index)

1. Asthma/chronic Bronchitis

2. Diabetes mellitus

3. Epilepsy

4. Erectile Dysfunction

5. Skin Complaints

6. Hearth Complaints

7. Hearing Problems

8. Incontinence

9. Migraine

10. Rheumatism

11. Back Problems

12. Thyroid (overactive/underactive)

13. Sleeplessness

14. Thrombosis

15. Stomach Complaints
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B3.2 List of Sports Practiced (sports not included in the additive index are dis-
played in italic)

1. Aerobics

2. Badminton

3. Basketball

4. Dancing

5. Diving

6. Fitness

7. Football

8. Handball

9. Hockey

10. Jogging

11. Judo

12. Karate

13. Pilates

14. Horse riding

15. Swimming

16. Squash

17. Tennis

18. Volleyball

19. Yoga

20. Cycling
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21. Golf

22. Sailing

23. Skiing

24. Surfing

25. Other sports
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Appendix C. Correlation Plot and Tables showing Regression Analysis using
Listwise Deletion

Note. The table displays Pearson’s Product-Moment correlations between all variables used in

our study. Correlations above .10 and below -.10 are highlighted. As the legend at the right of the

figure shows, positive correlation coefficients are highlighted in blue, and negative correlation

coefficients are highlighted in red. The size and the darkness of the circle for specific correlation

coefficients display the strength of the correlation. For instance, the strongest correlation

coefficients in this study appeared between smartphone skills and age (r = -.37). That circle is

displayed darker and in a larger size as for instance, the correlation between sports practices and

age, which was -.17.

Figure C3.1: Number of Friends entered in the Network Generator Question by
Device
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Table C3.1: Logistic Regression Analyses Predicting Being Screened-out or not
in the Smartphone Condition and the PC Condition when using Listwise Deletion

Screen-out Smartphone Screen-out PC

Gender female a -0.50*** 0.24
(0.08) (0.16)

Low educationb -0.01 0.43
(0.12) (0.27)

Medium educationb -0.06 0.78***

(0.09) (0.19)
Age 0.04*** -0.03***

(0.00) (0.01)
Employment status: unemployedc -0.34** 0.06

(0.17) (0.36)
Urban aread 0.08 0.18

(0.08) (0.17)
Medical conditions 0.07*** 0.04

(0.02) (0.05)
Practiced sports 0.01 0.04

(0.02) (0.03)

N 3,249 1,660
Pseudo-R2 (McFadden) 0.34 0.34

Note: Logistic regression model with unstandardized coefficients and standard errors in parentheses.
*p < .05; **p < .01; ***p < .001.
Number of friends entered was truncated at 10.
a Reference category is male.
b Reference category is high education.
c Reference category is employed.
d Reference category is non-urban area.
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Table C3.2: Logistic Regression Analysis Testing Randomization to Device As-
signment and Recall Aid Placement when using Listwise Deletion

Assignment to Mobile Question Placement Recall Aid first

Gender femalea 0.39*** -0.01
(0.27) (0.06)

Age -0.02*** 0.00
(0.00) (0.00)

Education low -0.13 0.05
(0.13) (0.13)

Education middle -0.26*** 0.09
(0.09) (0.09)

Smartphones skills 0.0*** -0.2
(0.05) (0.04)

Employment status: unemployedb 0.27 0.14
(0.19) (0.18)

Urban areac -0.06 0.00
(0.02) (0.08)

Medical condition -0.06** -0.05*
(0.03) (0.03)

Practiced sports 0.00 0.02
(0.02) (0.02)

N 3,249 1,660
Pseudo-R2 (McFadden) 0.34 0.34

Note: Logistic regression model with unstandardized coefficients and standard errors in parentheses.
*p < .05; **p < .01; ***p < .001.
Number of friends entered was truncated at 10.
a Reference category is male.
b Reference category is employed.
c Reference category is non-urban area.
d Reference category is non-urban area.
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Table C3.3: OLS Regressions Predicting Reported Number of Friends using List-
wise Deletion

test Model 1 Model 2 Model 3 Model 4 Model 5

Device smartphonea 0.26** 0.12 0.13 0.11 0.03
(0.10) (0.11) (0.11) (0.10) (0.14)

Recall aid placement: firstb 0.01 0.03 0.02 -0.25 -0.02
(0.10) (0.10) (0.10) (0.38) (0.13)

Gender femalec 0.48*** 0.49*** 0.39*** 0.39***

(0.10) (0.10) (0.10) (0.10)
Age 0.01 0.01* 0.01 0.01

(0.00) (0.00) (0.00) (0.00)
Smartphone skills 0.19*** 0.18*** 0.15*** 0.15***

(0.05) (0.05) (0.05) (0.05)
Low educationd -0.72*** -0.62*** -0.54*** -0.54***

(0.16) (0.16) (0.16) (0.16)
Middle educationd -0.26** -0.19* -0.14 -0.14

(0.11) (0.11) (0.11) (0.11)
Employment status: unemployede -0.28 -0.22 -0.22

(0.23) (0.23) (0.23)
Urban areaf 0.15 0.15 0.15

(0.11) (0.10) (0.104
Medical conditions -0.02 -0.02 -0.02

(0.03) (0.03) (0.03)
Practiced sports 0.06*** 0.07*** 0.07***

(0.02) (0.02) (0.02)
Quality of answer: meaningfulg 1.90*** 2.08***

(0.29) (0.20)
Smartphone*Recall aid placement: first 0.16

(0.20)
Recall aid placement first*Quality of answer: meaningful 0.32

(0.39)
Constant 4.12*** 3.14*** 2.96*** 1.41*** 1.27***

(0.09) (0.33) (0.34) (0.42) (0.37)

N 2,547 2,547 2,547 2,547 2,547
R2 0.003 0.025 0.029 0.071 0.071
Adjusted R2 0.002 0.022 0.025 0.066 0.066

Note: Logistic regression model with unstandardized coefficients and standard errors in parentheses.
*p < .05; **p < .01; ***p < .001.
Number of friends entered was truncated at 10.
a Reference category is PC.
b Reference category is name generator seen first.
c Reference category is male.
d Reference category is high education.
e Reference category is employed.
f Reference category is non-urban area.
g Reference category is non-meaningful answer.
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4 Consent to Data Linkage for Different Data Do-
mains – The Role of Question Order, Question
Wording, and Incentives

Under review in:
International Journal of Social Research Methodology

Abstract

As our modern world has become increasingly digitized, various types of data
from different data domains are available that can enrich survey data. To link sur-
vey data to other sources, consent from the survey respondents is required. This
article compares consent to data linkage requests for seven data domains: ad-
ministrative data, smartphone usage data, bank data, biomarkers, Facebook data,
health insurance data, and sensor data. We experimentally explore three factors of
interest to survey designers seeking to maximize consent rates: consent question
order, consent question wording, and incentives. The results of the study using a
German online sample (N = 3,374) show that survey respondents have a relatively
high probability of consent to share smartphone usage data, Facebook data, and
biomarkers, while they are least likely to share their bank data in a survey. Of
the three experimental factors, only the consent question order affected consent
rates significantly. Additionally, the study investigated the interactions between
the three experimental manipulations and the seven data domains of which only
the interaction between the data domains and the consent question order showed
a consistent significant effect.

Keywords

consent, data linkage, online surveys, experiment
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4.1 Introduction

With the help of emerging digital technologies, the ability to easily record and pro-
cess information on people’s everyday life offers new possibilities for researchers
(Link et al., 2014). Linking additional data with traditional survey data provides
an opportunity for survey methodology, a field that permanently tries to reduce
survey costs and measurement error. Data linkage could help increase data qual-
ity by delivering more reliable data and substituting missing data and therefore
increase the value of datasets. As surveys are also used in an increasingly in-
terdisciplinary environment and across different fields of science, including pub-
lic health, economics, and education, the linkage of additional data might help
researchers to generate new knowledge by enriching datasets with information
not obtainable from surveys (e.g., linking medical records to self-assessments).
Some studies already exist that link survey data to additional data sources, such as
biomarkers (Avendano, 2018; McFall et al., 2014) and administrative data (Baker
et al., 2000; Christoph et al., 2008).

However, scientists cannot simply link additional data but have an ethical and
legal obligation to obtain respondents’ consent before implementing data linkage
procedures. As some data domains (e.g., financial data) are often seen as sensi-
tive by respondents (Walzenbach et al., 2022), asking for and obtaining consent to
link these data can be rather difficult. While various factors can influence consent
rates, only some can be manipulated by researchers, including incentives, ques-
tion wording, and the position of the consent request in the questionnaire (Keusch
et al., 2019; Revilla et al., 2019; Sakshaug et al., 2012; Sakshaug et al., 2013). So
far, only a few studies have compared consent decisions with respect to different
data domains (Revilla et al., 2019; Wenz et al., 2019). By investigating contextual
factors and different data domains in one study, we will be able to give practical
advice to practitioners on how to increase consent rates for data linkage requests
in surveys.

In this study, we investigate respondents’ willingness to consent to the linkage of
data from various data domains, and we experimentally test the influence of con-

86



textual factors that can be optimized to achieve higher consent rates. In particular,
we are interested in answering the following research questions: (1) Do consent
rates for data linkage differ by data domain? (2) How do contextual factors (i.e.,
question wording, incentives, and question order) influence consent rates? (3)
How do data domains and contextual factors interact with respect to willingness
to share additional data?

In the next section of this paper, we discuss previous research on data linkage and
develop hypotheses. Afterward, we describe the methods used in our study and
present our results. Finally, we discuss the theoretical and practical implications
of our findings.

4.2 Background

With their consent to data linkage, survey respondents allow the researcher fur-
ther access to additional personal information. Thus, the act of consenting to data
linkage is always associated with a certain amount of previously agreed privacy
intrusions (Martin & Shilton, 2016; Nissenbaum, 2018, 2019). As the perceived
sensitivity of data domains might differ, consent rates between data domains might
differ. However, researchers can try to increase consent rates by varying certain
methodological elements within the consent request(s). In the following, we pro-
vide an overview of how the consent decision can differ by data domain and which
measures researchers can implement to potentially increase consent rates.

4.2.1 Do consent rates for data linkage differ by data domain?

As data domains might vary in sensitivity, allowing access to them might be as-
sociated to higher or lower costs for respondents. Only a few studies confront
survey respondents with consent requests regarding different tasks or data do-
mains, which can largely vary regarding the task difficulty and related burden for
respondents (Silber et al., 2021). With respect to comparing different data do-
mains, Revilla et al. (2019) conducted a study where Spanish respondents in a
nonprobability online panel were given a list of 20 different tasks that went be-
yond responding to a web survey. Consent rates ranged from 74% for receiving
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a product at home and testing it to 6% for letting respondents’ children wear a
small device that delivers real-time information about the child’s stress levels. The
results show that respondents were more likely to accept additional tasks if they
were able to report the information themselves (e.g., provide a self-report of blood
cholesterol levels) compared to when data was shared automatically (e.g., share
GPS location via smartphone automatically). Respondents also were less likely
to consent when they were asked for measures that allow drawing conclusions
about their behavior (e.g., share all information on Facebook profile) compared to
other tasks. Wenz et al. (2019) used the Understanding Society Innovation Panel
in the UK to ask smartphone respondents for their willingness to perform addi-
tional tasks with their smartphones. 65% of the participants stated that they were
willing to take photos or scan barcodes, 61% would use the built-in accelerometer
to record movements, 39% would share their location via GPS, and 28% would
install an app that tracks their phone usage anonymously.

While no study compared the different data domains that we include in our study,
previous studies showed that different consent requests indeed yielded different
consent rates. This might be because survey respondents consider data from some
domains more sensitive than others and thus are less willing to share this infor-
mation. Therefore, we assume that a respondent’s willingness to consent might
differ between different data domains.

H1. Consent rates differ between data domains.

4.2.2 How do contextual factors (i.e., question order, consent question word-
ing and incentives) influence consent rates?

Consent Question Order Effect

Linking several data domains to survey data in one study can help to explore re-
search questions from various angles. This can be necessary in interdisciplinary
contexts, for example, when assessing health risks using both information from
biomarkers and fitness apps. Nevertheless, research on order effects deriving from
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multiple requests is rare.

To our knowledge, only one study has yet explicitly investigated consent question
order effects. Walzenbach et al. (2022) conducted two experiments in two surveys
using an access panel in the UK comparing five different data domains. In the
first experiment, they tested two question orders (starting with the most sensitive
data domain (health data) vs. starting with the least sensitive data domain (tax
data)). They found that asking a less sensitive consent request first yields higher
average consent rates. Additionally, they could not find an increase or decrease
in consent rates associated with question order of the following questions. How-
ever, the effects found in the first study could not be replicated in the second study.

Research conducted by Keusch et al. (2019) can deliver further evidence on con-
sent question order effects. In a vignette experiment, web survey respondents had
to rate their willingness to participate in studies that involved installing a research
app to their smartphone that passively collected data about smartphone usage and
geolocation. Respondents received eight study descriptions that experimentally
varied several features of the study (e.g., sponsor, incentive, length of data collec-
tion period). The stated willingness of respondents to participate in the described
study was significantly higher for the first vignette seen compared to all the other
seven vignettes regardless of the study description.

Another study by Sakshaug et al. (2019) focused on the position of a single con-
sent request within the questionnaire. The authors found a consent request placed
at the beginning of the survey to increase consent rates by 15.5 percentage points
in a telephone sample and by 11.6 percentage points in a web sample, compared
to when the question was placed at the end.

Based on these earlier findings, we assume that every additional consent request
asked in a survey is associated with additional costs. Thus, respondents should be
more likely to consent to earlier consent requests and be less likely to consent to
later ones. We hypothesize that a ceiling effect could decrease consent probability
for later consent requests drastically (Wang et al., 2008).
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H2.1 The earlier a respondent is confronted with a data linkage request in the

sequence of consent questions, the higher the likelihood to consent.

Consent Question Wording

Going beyond research that compared consent rates for different data domains,
there is a growing body of literature that investigates how consent rates to data
linkage can be increased. In particular for cases when linkage requests pertain
to data domains that are perceived as sensitive by many respondents, for exam-
ple, financial information or information about social behavior, the wording of
the request seems especially important (Tourangeau & Yan, 2007). However, the
empirical evidence on how much influence question wording actually has on the
consent decision is mixed. Pascale (2011) found no significant differences in data
linkage consent rates for administrative records in a telephone survey between the
stated benefits of reduced costs, reduced time, and better data accuracy. Similarly,
Sakshaug et al. (2013) found no differences in consent rates between a neutral
and a time savings framing when conducting an experiment in a telephone survey.
However, in another experimental study, Sakshaug and Kreuter (2014) found a
6 percentage points higher consent rate for linking the web survey responses to
administrative records if a time saving framing was used compared to a neutral
framing. In a telephone survey, Kreuter et al. (2015) tested a gain against a loss
framing using an experimental setup. The gain framing stated that the information
provided by the respondent would gain value if the respondent consented to data
linkage, whereas the loss framing stated that the information would lose value.
They found consent rates to be 10 percentage points higher for the loss than for
the gain framing. In another study by Struminskaya et al. (2020), the authors com-
pared a neutral consent request against one emphasizing time savings arising from
the linkage of sensor data using the Dutch LISS panel. However, they did not find
a significant effect of the framing.

Using beneficial wording in a consent request can help to balance out privacy
costs by associating a benefit (e.g., time savings or added scientific value) with
the act of data sharing. In that way, a beneficial statement can help reduce costs
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arising from sharing information. Therefore, we assume that consent rates can be
increased by accompanying the request with a statement that emphasizes specific
benefits when consenting.

H2.2 When presented with a stated benefit in the context of a consent request, re-

spondents are more likely to give consent than when the benefit is not explicitly

stated.

Incentive

An incentive might be an efficient way to motivate respondents to give linkage
consent. The most straightforward way to do so is to link the consent decision to
a financial incentive. With respect to survey participation, incentives have been
successfully used to increase response rates and data quality (Singer & Ye, 2013).
The influence of consent-related incentives, however, has not been studied ex-
haustively. Jäckle et al. (2017) found no significant difference between incentives
of two and six British Pounds for downloading a spending app in the UK Under-
standing Society Innovation Panel. In their experimental vignette study, Keusch
et al. (2019) found that the willingness to download a research app that would pas-
sively collect sensor and log file data from participants’ smartphones increased by
18, 19, or 26 percentage points, respectively, when a 10 Euro incentive for down-
loading the app, a 10 Euro incentive for leaving the app installed until the end
of the field period, or when both an incentive for downloading and at the end of
the field period were promised compared to when no incentives were announced.
We expect to find a similar beneficial effect by providing a financial incentive to
respondents for making a consent decision.

H2.3 When promised a financial incentive respondent are more likely to give con-

sent, then when no incentive is given.
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4.2.3 How do data domains and contextual factors interact with respect to
willingness to share additional data?

We assume that the mechanisms of question order, question wording, and incen-
tive influence consent to all seven data domains. However, it is possible that the
size of the effect differs between domains. For some data domains, where the
perceived costs of data linkage for the respondents are relatively high, the bene-
ficial effects of the contextual factors might be relatively low, as question order,
question wording, and incentive might not provide enough of a push for people
to give consent. At the same time, for data domains where the perceived costs of
data linkage are rather low, and the baseline consent rates are relatively high, the
contextual factors might not have a strong additional effect either. As we do not
know which consent decisions are more or less costly for respondents, we will not
formulate any interaction hypotheses but instead, conduct exploratory analyses.

4.3 Methods

To study our research questions and test the stated hypotheses, we gathered data
from a web survey conducted between July 15 and August 31, 2018. Respondents
were recruited from a German nonprobability online access panel. Quotas accord-
ing to the general population of Germany were set for gender, education, age, and
federal state.

In addition to the experimental set-up that allows us to test our hypotheses, the
questionnaire also included questions and experiments on other topics (e.g., con-
cerning the device used to respond to the survey, misreporting, attentiveness, and
social networks). For example, before receiving the invitation, panel members
were randomly allocated to a desktop/laptop computer group and a smartphone
group, and in the invitation, panel members were instructed to complete the sur-
vey on the assigned device. Violations of the requirement were checked by asking
the respondent for the device they used and by analyzing the user agent string.
Respondents violating the device assignment were screened out. While this ex-
periment is not the main focus of this study, we do control for the device as part
of our analyses. Additionally, questions regarding trust, attitudes, smartphone us-
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age, socio-demographics, and other variables were included. Respondents had
the possibility to proceed without answering a survey question but could not to
go back in the questionnaire. The questionnaire was optimized for smartphones,
meaning that questions and question formats were optimized to be displayed on
smaller screens. For example, larger grids were split and presented as individual
questions on subsequent screens so that the questionnaire was shown in a similar
design on both desktop/laptop computers and mobile devices.

A total of 50,063 panel members were invited of which 6,750 opened the on-
line questionnaire by clicking on the invitation link. 2,838 or 42% of the panel
members who started the survey were screened out because they used a device to
which they were not assigned, and 538 (8%) broke off the survey before the last
question. The final sample consists of 3,374 completed interviews, of which 1,826
completed the survey on a desktop/laptop computer and 1,548 using a smartphone.
The median response time for completing the questionnaire was 29 minutes and
36 seconds.

In this paper, we focus on the consent to data linkage module of our question-
naire (for an overview of the question sequence in this module, see Figure 4.1).
The module started with an introductory page, providing information about data
protection, and preparing respondents for the consent to data linkage part. At
this point, respondents were randomly assigned to one of three different framing
conditions. Independent of the framing manipulation, all respondents were also
randomly assigned to receive information about an additional incentive or not (the
exact wording of the introductory page can be found in Appendix A). One the next
seven pages, we asked a sequence of seven consecutive consent requests referring
to data linkage regarding the seven data domains, which were shown on separate
pages and ordered randomly for each respondent to allow experimental compar-
ison. All respondents who consented to the linkage of Facebook data received a
page delivering detailed instructions for the actual data linkage after replying to all
seven requests. The remaining respondents were shown a debriefing page, thank-
ing them for their willingness to share data and informing them that no additional
data would be gathered. If respondents declined the consent to certain domains,
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they were asked to explain their decision. Similarly, if respondents consented to
the linkage of Facebook data, they were asked to provide a reason for why they
did so. Finally, all respondents were asked if they participated in a survey asking
for data linkage of one of our domains before. The wording of all instructions and
questions can be found in Appendix A.

Figure 4.1: Steps of the Consent for Data Linkage Module

4.3.1 Measures

Summary statistics for all variables can be found in Table 4.1.

Experimental Manipulations

Consent Requests

Respondents were confronted with seven consent requests regarding different data
domains in random order resulting in 5,040 unique possible question sequences.
All of the requests named the type of data which would be collected and gave ex-
amples of why these data are of interest (e.g., the number of friends for Facebook
data to investigate social interactions on social media platforms). These seven re-
quests, which were placed on separate survey pages, were (1) the installation of
an app that tracks smartphone usage behavior, (2) the linkage of administrative
data (employment records), (3) the collection of biomarkers, (4) the linkage of

94



bank account data, (5) the linkage of data from a respondent’s Facebook account,
(6) the linkage of health insurance data, and (7) the gathering of data measured by
smartphone sensors (e.g., GPS and barometer). The exact wording of the requests
can be found in Appendix A. For each of the seven requests, respondents could
select “Yes, I agree” (coded 1) or “No, I do not agree” (coded 0).

Incentives

Respondents were randomly assigned to one of two incentives groups (no incen-
tive vs. incentive). When answering the consent requests, respondents were only
informed that they would receive an incentive or that they would not, but they
were not informed about the concrete incentive amount. For our analyses, we
coded the no incentive group with 0 and the incentive group with 1.

Question Wording

Respondents were randomly assigned to one of three question wording groups.
Based on the experimental groups, respondents were coded with 0 if they received
no beneficial framing, with 1 for the scientific benefit framing (emphasizing the
scientific use of the data) and 2 for the time saving benefit framing (emphasizing
the possibility to shorten the questionnaire by consenting).

Control Variables

Gender

At the beginning of the questionnaire, we asked respondents if they were male or
female. It was mandatory to answer the question since it was used for screening
to meet the defined quotas. Female was coded as 1, and male was coded as 0.

Age

Respondents had to provide their age in years, and skipping this question was not
possible.

Education

Education was also used for screening, and thus, another mandatory question that
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was asked in a closed-ended format. For our analysis, we recoded education into
three categories from low to high, in accordance with the German school system
(9-, 10-, and 12/13-year school tracks).

Device

The device variable was coded as 0 for respondents using a desktop/laptop com-
puter to complete the survey and as 1 for respondents using a smartphone.

Table 4.1: Overview of Measures

Variable Missing Values

Age Range Median Mean Standard Deviation
18 - 70 44 43.8 13.9 16

Education Low Education Medium Education High Education
14.3% 41.7% 44.0% 0

Gender Male Female
42.8% 57.2% 16

Incentives No Incentive Incentive
41.8% 58.2% 0

Question Wording Neutral Scientific Benefit Time Saving
33.5% 33.0% 33.5% 0

Device Desktop/Laptop Smartphone
53.7% 46.3% 0

Note. Mean values and total numbers in parentheses.
n = 3,327.

4.4 Analyses Plan

All analyses were conducted in R version 3.6.2 (R Core Team, 2018). For data
analysis, we created a dataset consisting of all respondents who gave an answer to
all seven consent requests, reducing the dataset to 3,327 cases to ensure compara-
bility across data domains. We then transformed the dataset into the long format
using each consent decision as an observation that is nested within a respondent.
To answer Research Questions 1 and 2, we specified a logistic multilevel model
predicting the probability of consent, including data domains and experimental
manipulations nested in the respondent (Model 1). These manipulations are ques-
tion order, incentive, and question wording. The regression model allows us to
estimate the main effects of the data domain and our experimental manipulations
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on linkage consent. To answer Research Question 3, we added interactions be-
tween the data domains and the experimental manipulations to our model (Model
2). This allows us to identify differences in the effects caused by a manipulation
based on the data domain. In both models, control for device, gender, and edu-
cation. To estimate the multilevel regression models, we used the lme4 library
(Bates et al., 2015).

4.5 Results

4.5.1 Does consent rates for data linkage differ by data domain?

In Model 1 (see Table B4.1 in the Appendix), where administrative data is the
reference category, we see that consent rates significantly differ for app data (p =
.01), biomarker (p < .001), Facebook (p = .002), and bank (p <.001) data, thus
supporting H1. Figure 4.2 displays the predicted probabilities of consent by data
domain. Except for the linkage of bank account data (19%), 95% CI [14.1, 24.4],
all consent probabilities ranged between 45% for sensor data, 95% CI [39.0, 55.4]
and 54% for biomarkers, 95% CI [46.0, 62.0]. It should be noted that predicted
probabilities do not resemble regression coefficients but result out of a specific
configuration of the regression model where reference categories are held constant
for the calculation. Thus, significant differences as displayed in Table B4.1 might
not be visible in the graph.
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Figure 4.2: Predicted Probabilities by Data Domain (see Model 1 in Table B4.1)

4.5.2 How do contextual factors (i.e., question order, consent question word-
ing, and incentives) influence consent rates?

To answer Research Question 2, we again use Model 1, including main effects
only. Our regression model shows significant effects comparing position 1 to all
other positions, thus supporting H2.1. As shown by the predicted probabilities of
consent displayed in Figure 4.3, the consent probability drops when a question is
asked in the second (22%, 95% CI [16.6%, 28.2%]) instead of the first position
(46%, 95% CI [38.0%, 54.5%]). This trend continuous throughout all 7 positions
with a declining strength. Eventually, consent probabilities stay nearly consistent
between the fourth (10%, 95% CI [7.3%, 13.4%]) and the seventh position (6%,
95% CI [4.5%, 8.5%]).
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Figure 4.3: Predicted probabilities of consent to data domain by consent question
position (see Model 1 in Table B4.1)

Concerning the influence of consent question wording, we do not find a signifi-
cant effect for any of the variations (p > .1, see Table B4.1). Therefore, H2.2 is
not supported. Similarly, the incentive condition did not significantly influence
consent probability (p > .1, see Table B4.1), leading to a lack of support for H2.3.

4.5.3 How do data domains and contextual factors interact with respect to
willingness to share additional data?

To examine how the effect of our experimental manipulations differ by data do-
mains, we specified a multilevel logistic regression model including interaction
terms between domains and manipulations (Model 2 in the Appendix Table B4.2).

When looking at the interaction between data domain and question order, we find
several significant effects. Figure 4.4 shows the predicted probabilities of con-
sent by question order by data domain. All seven data domains show a common
pattern of the probability of consent continuously declining between the first and
seventh positions. However, for some domains, the effect between the first and
the second position is more pronounced (administrative data, bank data, biomark-
ers, Facebook data, health insurance data) than for others (app data, sensor data)
where the 95% confidence intervals overlap.
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Figure 4.4: Predicted probabilities between Data Domain and Question Order (see
Model 2 in Table B4.2)

None of the interactions between data domain and question wording are sig-
nificant (p >.1, see Table B4.2). Concerning the interaction between data domain
and incentive, we find significant interactions between Facebook data and incen-
tive group (p = .014, see Figure 4.5 and Table B4.2) and between app data and
incentive (p = .031, see Figure 4.5 and Table B4.2).
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Figure 4.5: Predicted probabilities between Data Domain and Incentive (see
Model 2 in Table B4.2)

4.6 Discussion

In this paper, we investigated respondents’ willingness to consent to data link-
age for seven different data domains in a web survey. We found variation in the
likelihood to consent depending on the data domain and the position at which the
data linking request was asked. We found that asking for consent to link app data,
biomarker data, and Facebook data to the survey responses created higher consent
rates (all larger than 50%) compared to administrative data (63.0%), which did
not significantly differ from consent likelihood to health insurance (46.5%) and
sensor data (46.3%). By far the lowest likelihood to consent was observed for
bank account data (33.8%). This finding is in line with research on the sensitivity
of certain survey topics (Singh & Hill, 2003; Tourangeau & Yan, 2007), e.g., that
financial information, in general, is considered to be more private and sensitive
than for other data domains.
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Furthermore, the results showed that the likelihood to consent to data linkage is
negatively associated with question position. All data domains achieved signifi-
cantly higher consent rates when the request came first in a sequence compared
to when the same question was asked at a later position. Our result is in line with
the findings by Keusch et al. (2019). The likelihood to consent further decreased
with each additional request, showing that respondents may have the feeling of
increasing privacy costs with every additional linkage of data they allow. This
might be caused by the feeling that researchers can get a more complete picture
of the respondent with every additional data domain linked. Interestingly, the de-
cline in the consent rate with every additional request was not consistent across
data domains, with some domains showing a steeper decline from the first to the
second request than others. Together with findings from Walzenbach et al. (2022),
we see a first indication that starting with a less sensitive data domain might be
advantageous.

We further analyzed the influence of consent question wording and incentive on
the likelihood to consent to data linkage. When considering the effect of consent
question wording, we found that neither outlining the scientific benefit of the data
linkage nor the time savings for respondents increased the consent rate compared
to not providing any beneficial argument. We also found no interaction between
question wording and data domain. Similar findings were reported by Sakshaug
et al. (2013) and Pascale (2011), while other research found variations of question
wording to increase consent rates Kreuter et al. (2015) and Sakshaug and Kreuter
(2014). A possible explanation for this null effect could have been the separa-
tion of stimulus and question in our study, as the beneficial phrase was written on
the introductory page of the consent module before the specific consent request(s)
and not on the same page as the request(s). Additionally, we found no effect of an
incentive, contradicting our assumptions. A similar null finding was reported by
Jäckle et al. (2017), while Keusch et al. (2019) reported a positive effect of provid-
ing an incentive. Similar to the null effect of question wording, we assume that the
separation between stimulus and consent question could have weakened the effect
of the incentive. Additionally, the information about the incentive might not have
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been specific enough, as we did not state the exact amount that participants would
receive upon data linkage, which may have further reduced its effect. However,
while the main effect of the incentive was non-significant, we found significant
interactions between the incentive treatment and data domain. The willingness to
consent to the linkage of Facebook data and app data was positively affected by
the incentive.

Our study is not without limitations. First, we conducted our experiments with
members of a non-probability online access panel. Even though quotas for so-
ciodemographic characteristics were used, we do have to acknowledge that our
respondents may differ from the general population in Germany in other charac-
teristics, including their likelihood to consent to data linkage requests. While we
might overestimate general consent rates, because members of a nonprobability
online panel who have volunteered to regularly respond to surveys and are thus
used to share a lot of information might be more willing to consent to a data link-
age request, our goal was not to produce population estimates with this study.
In contrast, we were mainly interested in identifying casual relationships through
our experimental variations, and we assume that the effects of data domain and
question order we found here may also hold for the general population. Second,
the questionnaire we used was about 30 minutes long, with the consent and data
linkage part being located toward the end of the questionnaire. This could have re-
sulted in an underestimation of respondents’ willingness to consent and may have
had a negative effect on their response behavior in general due to respondents’
fatigue (Sakshaug et al., 2013).

Nevertheless, we think that our study provides valuable insights for researchers
who want to implement data linkage requests in a web survey. Understanding
how respondents react to different consent requests and how different factors such
as the data domain or question wording can affect consent decisions will help re-
searchers to design the consent process in a way that maximizes consent rates. Our
study is one of the first to compare consent to data linkage requests for a variety
of different data domains. Considering our results, we recommend confronting
respondents with a single consent request or, if necessary, to sort the consent re-
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quest by sensitivity and/or importance for the researcher, starting with the ones
that are least sensitive and in which the researcher is most interested. We further
recommend, to continue the research on the effect of specific question wording
and incentives, but to put this information closer to the consent request, as this
design improvement will likely increase the effectiveness compared to our study.
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Appendix

Appendix A: Questionnaire Wording

Introductory Text

[In addition to your responses/ For scientific purposes/ In order to shorten the
survey duration and save you some questions,] we would like to collect some data
in addition to your answers that are of interest for our evaluation. In this way, you
support our research and make a valuable contribution to scientific progress.

In order to combine these data with your survey data, we will ask for your consent
in each case. When evaluating the data, we absolutely ensure that all data pro-
tection regulations are complied with and that the data are not passed on to third
parties.

Your consent is, of course, voluntary. You can revoke it at any time at onlines-
tudie2018@gesis.org.

In the following, you will be asked in each case for your consent to the use of
this data. You will then be randomly selected for certain data and will receive
detailed information on the further course of the study. [As compensation for the
additional effort, you will receive additional mingle points from us.]

Consent Requests

Administrative Data

We would like to collect some data which we can obtain from the competent
authorities. These include, for example, information on previous employment
relationships, periods of unemployment and participation in measures during un-
employment, and characteristics of your employer. We use these data to explore
the increasing complexity of work in our society.
Do you agree?
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Yes, I agree
No, I don’t agree.

App Data

We would like to collect some data that we collect with a program (an "app") on
your smartphone. For example, we may collect information about the frequency
of smartphone use, the number of apps used, or other aspects of usage behavior.
With the help of this data, we investigate human behavior in an increasingly digi-
talized world.
Do you agree?
Yes, I agree
No, I don’t agree.

Bank Data

We would like to collect some data that we request from your bank with your
consent. This includes, for example, information on consumption and savings
behavior as well as income levels. With the help of this data, we investigate con-
sumption and saving behavior.
Do you agree?
Yes, I agree
No, I don’t agree.

Biomarker

We would like to collect some data, which we determine with the help of saliva
and blood samples. This includes, for example, information on environmental
pollution as well as data on hormonal values. We use these data to investigate the
relationship between environmental conditions and health status.
Do you agree?
Yes, I agree
No, I don’t agree.
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Facebook Data

We would like to collect some data from your Facebook account. This includes
key data such as the number of friends or the number of posts on your own or
on other people’s walls. With the help of this data, we investigate the changes in
interaction through digital media and the Internet.
Do you agree?
Yes, I agree
No, I don’t agree.

Health Insurance Data

We would like to collect some data, which we request from your health insur-
ance company with your consent. This includes, for example, information such as
prescribed medication, examinations performed or the frequency of visits to the
doctor. With the help of this data, we investigate differences between statutory
and private health insurance companies.
Do you agree?
Yes, I agree
No, I don’t agree.

Sensor Data

We would like to collect some data that using the sensors on your smartphone.
These include GPS location data, ambient brightness information, and air pres-
sure measurements. With the help of these data we investigate the influence of
your environment on your behavior.
Do you agree?
Yes, I agree
No, I don’t agree.
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Appendix B: Supplementary Tables

Table B4.1: Estimates and standard errors (in parentheses) from multilevel regres-
sion predicting consent to data linkage (Model 1)

Estimate (S.E.)

H1: Data Domain (Reference: Administrative Data)
App Data 0.201*** (0.078)
Bank Data -1.319*** (0.086)
Biomarker Data 0.326*** (0.077 )
Facebook Data 0.237*** (0.078)
Health Insurance Data -0.065 (0.079)
Sensor Data 0.038 (0.078)

H2.1: Question Position: (Reference: Position 1)
Position 2 -1.121*** (0.072)
Position 3 -1.724*** (0.075)
Position 4 -2.052*** (0.077)
Position 5 -2.250*** (0.079)
Position 6 -2.374*** (0.080)
Position 7 -2.567*** (0.081)

H2.2: Question Wording (Reference: No Benefit)
Science Benefit 0.081 (0.141)
Time Benefit -0.078 (0.141)

H2.3: Incentive (Reference: No Incentive) 0.058 (0.118)
Female 0.741*** (0.117)
Education (Reference: High)
Medium 0.234* (0.126)
Low 0.416** (0.176)

Device Mobile (Reference: Desktop/Laptop) -0.228* (0.117)
Constant -0.153 (0.171)

Observations 23,177
Log Likelihood -9,589.202
Akaike Inf. Crit. 19,220.400
Bayesian Inf. Crit. 19,389.470

∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05
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Table B4.2: Estimates and standard errors (in parentheses) from multilevel regres-
sion predicting consent to data linkage including interactions (Model 2)

Estimate (S.E.)

H1: Data Domain (Reference: Administrative Data)
App Data -0.791*** (0.257)
Bank Data -1.647*** (0.265)
Biomarker Data -0.135 (0.252)
Facebook Data -0.378 (0.252)
Health Insurance Data -0.720*** (0.255)
Sensor Data -0.788*** (0.254)

H2.1: Question Position: (Reference: Position 1)
Position 2 -1.443*** (0.211)
Position 3 -2.272*** (0.221)
Position 4 -2.756*** (0.222)
Position 5 -2.882*** (0.232)
Position 6 -2.935*** (0.235)
Position 7 -3.335*** (0.233)

H2.2: Question Wording (Reference: No Benefit)
Science Benefit 0.134 (0.192)
Time Benefit 0.086 (0.193)

H2.3: Incentive (Reference: No Incentive) -0.204 (0.160)
Female 0.739*** (0.117)
Education (Reference: High)
Medium 0.228* (0.126)
Low 0.415** (0.176)

Device Mobile (Reference: Desktop/Laptop) -0.235** (0.117)
Interaction Effect: Data Domain * Question Position

App Data * Position 2 0.554* (0.302)
Bank Data * Position 2 -0.101 (0.314)
Biomarker Data * Position 2 0.214 (0.295)
Facebook Data * Position 2 0.365 (0.301)

Continued on next page
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Table B4.2 – Continued from previous page

Estimate (S.E.)

Health Insurance Data * Position 2 0.413 (0.297)
Sensor Data * Position 2 0.641** (0.300)
App Data * Position 3 1.060*** (0.306)
Bank Data * Position 3 0.372 (0.325)
Biomarker Data * Position 3 0.438 (0.305)
Facebook Data * Position 3 0.760** (0.308)
Health Insurance Data * Position 3 0.289 (0.313)
Sensor Data * Position 3 0.773** (0.310)
App Data * Position 4 1.148*** (0.313)
Bank Data * Position 4 0.634* (0.335)
Biomarker Data * Position 4 0.531* (0.310)
Facebook Data * Position 4 0.655** (0.311)
Health Insurance Data * Position 4 0.711** (0.311)
Sensor Data * Position 4 1.183*** (0.309)
App Data * Position 5 1.259*** (0.319)
Bank Data * Position 5 0.566* (0.338)
Biomarker Data * Position 5 0.372 (0.323)
Facebook Data * Position 5 0.584* (0.317)
Health Insurance Data * Position 5 0.752** (0.319)
Sensor Data * Position 5 0.753** (0.321)
App Data * Position 6 1.272*** (0.326)
Bank Data * Position 6 0.349 (0.341)
Biomarker Data * Position 6 0.112 (0.325)
Facebook Data * Position 6 0.535* (0.320)
Health Insurance * Position 6 0.564* (0.322)
Sensor Data * Position 6 1.001*** (0.321)
App Data * Position 7 1.244*** (0.323)
Bank Data * Position 7 0.775** (0.343)
Biomarker Data * Position 7 0.758** (0.322)
Facebook Data * Position 7 0.798** (0.321)

Continued on next page
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Table B4.2 – Continued from previous page

Estimate (S.E.)

Health Insurance Data * Position 7 0.802** (0.330)
Sensor Data * Position 7 0.975*** (0.323)

Interaction Effect: Data Domain * Question Wording
App Data * Science Benefit -0.094 (0.191)
Bank Data * Science Benefit -0.354* (0.214)
Biomarker Data * Science Benefit 0.047 (0.192)
Facebook Data * Science Benefit -0.137 (0.193)
Health Insurance * Science Benefit 0.178 (0.194)
Sensor Data * Science Benefit -0.115 (0.193)
App Data * Time Benefit -0.242 (0.193)
Bank Data * Time Benefit -0.156 (0.213)
Biomarker Data * Time Benefit -0.177 (0.194)
Facebook Data * Time Benefit -0.238 (0.195)
Health Insurance Data * Time Benefit -0.118 (0.197)
Sensor Data * Time Benefit -0.143 (0.195)

Interaction Effect: Data Domain* Incentive
App Data * Incentive 0.344** (0.160)
Bank Data * Incentive 0.249 (0.177)
Biomarker Data * Incentive 0.290* (0.160)
Facebook Data * Incentive 0.396** (0.161)
Health Insurance Data * Incentive 0.259 (0.162)
Sensor Data * Incentive 0.302* (0.161)

Constant 0.418* (0.237)

Observations 23,177
Log Likelihood -9,546.980
Akaike Inf. Crit. 19,243.960
Bayesian Inf. Crit. 19,847.780

∗∗∗p < 0.001; ∗∗p < 0.01; ∗p < 0.05
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5 Conclusion and Discussion

This dissertation aimed to apply experimental methods to novel areas of survey
methodology. I showed how experiments can help to advance surveys, and how
the evidence gathered can be used to derive concrete recommendations for practi-
tioners. In this final chapter, I will summarize and discuss the findings and conclu-
sions of the studies described before. I will also highlight some of the limitations
of the studies and their implications for experimental research.

The study in chapter 2 focused on a fully crossed experiment designed to in-
vestigate the recruitment of respondents drawn from a probability sample in a
self-administered mixed-mode survey. Respondents were randomly assigned to
one of two modes (i.e, concurrent and sequential) and one of four incentive condi-
tions (i.e, no incentive, 1e prepaid, 2e prepaid, 2e delayed). The results showed
that different combinations of mode sequence and incentive worked best for dif-
ferent age groups. Younger respondents were most likely to participate when a
delayed incentive was combined with a sequential mode sequence, while a 2e
prepaid incentive combined with a concurrent mode sequence turned out to be the
best design for respondents aged above 50. Using these designs for the respective
groups also lead to a minimization of survey costs. However, the findings of this
study are based on a small survey conducted amongst the population of a minor
German city which can lead to issues with regards to generalization. This limita-
tion highlights a general problem with experimental research. Experiments can be
underpowered when the sample drawn by researchers is too small. Further sample
size can shrink due to self-selection or due to a treatment effect. In the study in
chapter 2 specific combinations of treatments led to higher survey participation
and thus to larger sample sizes in the respective groups.

The second study of this dissertation focused on the effects of smartphone use
in surveys and recall aids on network name generators. 3,374 respondents were
recruited from a German online access panel and independently randomly allo-
cated to one of two device groups (i.e, smartphone and PC) and to one of two
recall aid conditions (i.e., recall aid question before the network name generator,
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recall aid question before the network name generator). The results did not show
a significant difference between the number of friends reported on smartphones
and on PCs. Additionally, no significant effect of the recall aid question on the
number of friends reported could be found. However, I was able to use the data
generated by the recall aid question as an indicator of satisficing. The study was
severely limited by the fact that the smartphone condition caused a high number of
screen-outs and dropouts in the beginning of the survey. This highlights another
aspect of experiments that researchers have to be aware of: some experimental
treatments might be unacceptable to a large number of participants, and thus lead
to increased dropout rates. In extreme cases this can produce biases between ex-
perimental groups and confound the experiment. In the experiment at hand in
chapter 3, the need to switch to a smartphone to fill in the survey, was considered
as too burdensome by many respondents, so that consequently they decided to not
fill in the survey.

The final study in chapter 4 described an experiment on the willingness of re-
spondents to share additional data from non-survey sources. Respondents were
recruited from a German online access panel and randomly allocated to one of
three question wordings (i.e., time saving benefit, scientific benefit, no benefit)
and one of two incentive groups (i.e., promised incentive, no incentive). Fur-
ther they were confronted with consent requests for 7 data domains in random
order. Those encompass administrative data, smartphone usage data, bank data,
biomarkers, Facebook data, health insurance data, and sensor data. The results
showed that data domain had a significant impact on whether a respondent was
willing to share data or not. Additionally, I found only question order to have a
significant impact on consent decisions. This specifically means that the first ques-
tion asked, resulted in higher consent rates then later consent requests. Regarding
experimental research this study highlighted the importance of the relationship be-
tween treatment and measurement. I found neither the question wording nor the
incentive condition to have an effect. I assume that this in part might be caused by
the fact that both treatments were presented to respondents on questionnaire pages
previous to the consent requests. Consequently, respondents might have already
forgotten the treatment effect.
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Overall, this dissertation has shown that experimental methods are an invaluable
way to generate empirical evidence and derive knowledge on causal effects. How-
ever, implementing ideal experimental designs in practice often comes with chal-
lenges eventually leading to limitations. First, researchers have to plan ahead
and consider the effect size of their treatments, when calculating sample sizes.
The implementation of certain treatments can lead to non-participation and leave
researchers with underpowered studies incapable of conducting valid statistical
testing. Second, researchers have to consider if certain treatments are feasible.
Respondents can refuse participation at any given time in a study. Hence, treat-
ments with a high associated burden can cause large numbers of dropouts and bias
the data resulting from the experiment. Finally, the treatment has to be strongly
associated to the point of measurement, keeping it salient enough in respondents
minds to have a potential effect. If treatment and measurement are separated to
far, the effect of the treatment on respondents might vanish, thus making the effect
size inestimable.

This dissertation was able to deliver evidence from three different studies on the
use of experimental methods in survey research. While I addressed challenges of
the implementation of experiments within questionnaires and social science stud-
ies, the ability of generating causal evidence is indispensable for survey research
and science in general. When researchers design their experiments carefully and
implement them while keeping the practical shortcomings in mind they pose a
valuable tool to further advance science.

Further research should focus on improving experimental designs by addressing
the issues investigated in this dissertation. This especially means finding inno-
vative ways of conducting experiments including decisions about the usage of
devices (e.g., smartphone studies) and if not possible, trying to use novel statisti-
cal approaches, e.g. matching to draw casual inference. Additionally, a variety of
improvements can be made to experiments regarding consent decisions, e.g. using
different wording for consent requests or simplifying the linkage process. Focus-
ing on improving willingness-to-consent to the linkage of additional non-survey
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data might be invaluable to social science disciplines. Finally, researchers should
always review their experiments and report unintended effects of their designs, to
allow the further development of experimental methods in general.
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