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Abstract
This paper aims to elaborate a treated data set and apply the boosting methodology 
to monthly Brazilian macroeconomic variables to check its predictability. The fore-
casting performed here consists in using linear and nonlinear base-learners, as well 
as a third type of model that has both linear and nonlinear components in the esti-
mation of the variables using the history itself with lag up to 12 periods. We want 
to investigate which models and for which forecast horizons we have the strong-
est performance. The results obtained here through different evaluation approaches 
point out that, on average, the performance of boosting models using P-Splines as 
base-learner are the ones that have the best results, especially the methodology with 
two components: two-stage boosting. In addition, we conducted an analysis on a 
subgroup of variables with data available until 2022 to verify the validity of our 
conclusions. We also compared the performance of boosted trees with other models 
and evaluated model parameters using both cross-validation and Akaike Information 
Criteria in order to check the robustness of the results.

Keywords Boosting · Econometrics · Forecasting · Macroeconomic time series · 
Nonlinear

1 Introduction

Within the universe of machine learning, this work proposes further explora-
tion and application with the component-wise boosting method. This is accom-
plished for L2Boosting, the targeted model, by incorporating linear learners in 
its parameters. It is a machine learning model that is increasingly gaining space 
in the economic literature. The work of Buchen and Wohlrabe (2011) is one of 
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the first papers to consider the boosting methodology as an alternative model to 
be used in econometric work, in this case, to forecast US industrial production 
growth. Later, the performance of the method in a high-dimensional macroeco-
nomic context was verified by Wohlrabe and Buchen (2014). Also, more empiri-
cal work was done with the model for the case of Germany (Robinzonov et al., 
2012; Lehmann & Wohlrabe, 2016), GDP of Japan (Yoon, 2021) and the case of 
economic variables from the United States (Medeiros et  al., 2019; Zeng, 2017; 
Kauppi & Virtanen, 2021). Finally, the authors Lindenmeyer et  al. (2021) were 
one of the first to apply the methodology to the Brazilian case, verifying the mod-
el’s performance in forecasting monthly electricity consumption in a Brazilian 
state. We aim to improve the application of the method in the Brazilian scenario.

The boosting methodology is a machine learning technique that seeks to improve 
the performance of a given model by combining several base-learners to form a 
strong one. In the case of L2Boosting, the method is targeted towards minimizing 
the mean squared error by iteratively adding new base-learners to the model. The 
algorithm works by initially fitting a simple model, such as linear regression, to each 
of the regressors. Then at each iteration it adds the best one, which is the one that 
minimizes the sum of squared residuals of a simple regression. The next step is to 
get the residuals of this updated model, which in turn are used to fit a new model. 
The process is repeated until the maximum number of desired iterations is achieved. 
Overall, the boosting methodology, particularly L2Boosting, has proven to be a pow-
erful tool for variable selection in the field of machine learning. The boosting meth-
odology recently has become popular in the field of econometrics due to its ability 
to improve the accuracy of a model by combining multiple base-learners without 
losing interpretability. Specifically, in the context of finance, where macroeconomic 
and financial data can exhibit nonlinear behavior, boosting can offer advantages over 
traditional linear models such as autoregressive (AR) models, making it a promising 
technique for predicting complex time series data.

The objective of this paper is the application of the boosting methodology to 140 
Brazilian macroeconomic variables typically used for economic forecasting in order 
to analyze, in fact, how predictable it is within its own history, without taking into 
account other variables. In this way, it is possible to assign a better prediction model 
instead of using the same model without having any indication of whether it would 
be the best. Additionally, we do a comparative study where we compare the fore-
cast obtained from boosting and AR models. This investigation follows the logic 
coming from the development of boosting methodology when it comes specifically 
to economic variables and time series. Therefore, we follow the research method 
from Kauppi and Virtanen (2021) where they specifically study the nonlinearities 
of macroeconomic time series from the United States. With this paper, our aim is 
to bring this analysis to the Brazilian case, as well as expand the view to apply the 
linear and component-wise L2Boosting algorithm and the version of the algorithm 
obtained from both splines and boosted trees as gradient descent functions. We wish 
to investigate both the predictability of Brazilian macroeconomic variables and ver-
ify whether they are in general linear or nonlinear and to extend the literature on 
applications of the algorithm in economics.
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We aim to study Brazilian macroeconomic variables and evaluate their predict-
ability using various forecasting models and evaluation tools. To achieve this, we 
have collected a data set of up-to-date variables that are important for economic 
research in Brazil, following the selection logic of previous studies. We then esti-
mated our models using a pseudo-out-of-sample forecasting approach, with forecast 
horizons ranging from 1 to 12 months. We evaluated the performance of all studied 
models, including the traditional linear model, linear boosting model, and nonlinear 
boosting model. We also tested an intermediate model that combines linear and non-
linear components, which performed the best on average across our entire data set 
according to most of the evaluation indicators used. In order to ensure the robustness 
of our results, we conducted some checks. First, we compared our models with alter-
native scenarios to assess their performance under different conditions. Addition-
ally, we evaluated two methods for selecting the stopping criterion of the algorithm. 
Finally, we performed an analysis on a subgroup of variables with data available up 
to 2022 to further confirm the validity of our conclusions.

The paper is organized as follows: In Sect. 2 we review the literature, in Sect. 3 
we present all the methodology used here in this paper; in Sect. 4, we provide details 
on data collection, as well as its treatment, and explain how we performed the pre-
diction; in Sect.  5 we discuss our results; and finally, in Sect. 6 we conclude this 
paper with a general discussion of the results obtained.

2  Literature Review

Machine learning methods are gaining popularity in the economic forecasting lit-
erature due to their ability to handle high-dimensional data sets with many varia-
bles and observations. Boosting models, such as L2Boosting, can work as variable 
selection and shrinkage methods while maintaining some level of interpretability 
and producing accurate predictions. This is in contrast to other machine learning 
models like neural networks or random forests that prioritize predictive power over 
interpretability. In a study by Bredahl Kock and Teräsvirta (2016), the authors inves-
tigated the use of three neural network estimation methods to forecast macroeco-
nomic time series for G7 countries and Scandinavian countries but found difficulty 
in adapting them to macroeconomic variables due to their strongly nonlinear nature. 
The authors used QuickNet to convert nonlinear specification and estimation into a 
linear variable selection problem. However, the AR model was still a strong com-
petitor to the neural network model.

In a study by Medeiros et al. (2019), many machine learning models were used 
to forecast US monthly general inflation using an extensive dataset. Their study con-
cludes that machine learning methods can improve inflation forecasting and provide 
more accurate results than standard benchmarks. Models with variable selection 
mechanisms shed light on potential nonlinear relationships among key macroeco-
nomic variables, which can have important implications for accurate forecasting, 
particularly during periods of recession and high uncertainty. From their find-
ings, random forest models were systematically more accurate than any competitor 
model. It is worth noting that they consider two boosting algorithms: boosted trees 
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(Friedman, 2001) and factor boosting. The former does not have the variable selec-
tion property explicitly, and the latter is a linear component-wise boosting applied 
to factors from a previously estimated factor model. Therefore, we believe that the 
potential of boosting can still be explored. In a recent study, Yoon (2021) compared 
the prediction accuracy of boosting and random forest models against benchmark 
forecast data for macroeconomic time series published by the Bank of Japan (BOJ) 
and the International Monetary Fund (IMF) from 2001 to 2018. The authors found 
that both machine learning models outperformed the BOJ and IMF forecasts in 
terms of accuracy, with the gradient boosting model being the most accurate. This 
study suggests that machine learning techniques in forecasting macroeconomic data 
are promising and encourages further research in this area.

The paper of Kim and Swanson (2018) analyzes the usefulness of big data for 
forecasting macroeconomic variables using factor models and machine learning 
methods. The authors evaluate various techniques, including principal compo-
nent analysis, independent component analysis, and sparse PCA, as well as bag-
ging, boosting, ridge regression, and the elastic net. They carry out a forecasting 
“horse-race” using prediction models based on a variety of model specification 
approaches, factor estimation methods, and data windowing methods. They find that 
factor-based dimension reduction techniques are useful for macroeconomic forecast-
ing, and boosting is an important and successful technique for improving forecasts. 
Additionally, Chu and Qureshi (2022) explores the use of various forecasting meth-
ods, including machine learning and deep learning methods, to forecast U.S. GDP 
growth using multiple sub-periods. The paper highlights that density-based ML 
methods such as bagging, boosting, and neural networks can outperform sparsity-
based methods for short-horizon forecasts. Also, the authors conclude that ensem-
ble methods, such as boosting, benefit from high dimensional data sets and can out-
perform popular methods. Our study aims to explore and execute applications of 
this method in verifying the predictability of Brazilian macroeconomic time series, 
using different base-learners proposed in the literature. As will be observed in the 
following sections, boosting is a flexible algorithm that can be combined with dif-
ferent base-learners to perform linear and nonlinear estimations, and as explored in 
our work, a combination of the two methods. In addition, the algorithm allows for 
the exploration of its black box, enabling analysis of the selected variables and their 
importance for estimation1.

The boosting method was first conceived and introduced by Schapire (1990), 
Freund (1995) and Freund and Schapire (1996) as an Adaptive Boosting algorithm 
(AdaBoost), and these papers perform the first fundamental step towards the use 
of feasible boosting algorithms. Later, in the work of Breiman (1998, 1999), the 
author, based on the AdaBoost approach, observed that the algorithm can be used 
as gradient descent in function space, and through this observation, allowed the use 
of boosting beyond classification contexts. Then Friedman (2001) adapted the exist-
ing boosting methodology to apply to regression analysis. In this new methodology, 

1 More specifically, within the field of causal econometrics, boosting has been used successfully as an 
instrumental variable selection algorithm (Bakhitov & Singh, 2022)
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the algorithm is used to optimize a squared error loss function, and this creates the 
methodology we use in this paper, namely L2Boosting.

For large-scale applications, where the number of variables exceeds the number 
of observations, classical statistical models such as Ordinary Least Squares (OLS) 
lose their ability to estimate consistent parameters. Bühlmann and Yu (2003) adapt 
the existing L2 Boosting methodology until then so that a preselection of variables 
can be performed to enable correct estimation of a boosted linear regression model. 
Later, Bühlmann (2006) mathematically proves the consistency of L2Boosting in 
applications with large data sets. After all these scientific contributions, we have the 
model as pointed out by Schmid and Hothorn (2008),

[...] when the number of covariates p in a data set is large (and when selecting 
a small number of relevant covariates is desirable), boosting is usually supe-
rior to standard estimation techniques for regression models (such as backward 
step-wise linear regression, which, e.g., cannot be applied if p is larger than the 
number of observations n). (pg.2)

In that paper by Schmid and Hothorn, the authors start from Bühlmann and Yu 
(2003) and study the application and consistency of L2Boosting via two approaches: 
with the base-learner used by Bühlmann and Yu, called smoothing spline, and 
compare it with the base-learner P-Spline approach conceived by Eilers and Marx 
(2010). Schmid and Hothorn conclude that by using P-Spline as base-learners 
instead of smoothing spline, “[...] the computational effort of component-wise L2
Boosting can be greatly reduced, while there is only a minor effect on the predic-
tive performance of the boosting algorithm.”. The methodology when dealing with 
macroeconomic data was improved in Bai and Ng (2009), where the authors per-
form the first formal adaptation and application of L2Boosting as a variable selection 
model with time series. The authors perform tests using regressor variables obtained 
from Principal Component Analysis (PCA) and also point out: “[...] boosting has the 
advantage that it does not require a priori ordering of the predictors or their lags as 
conventional model selection procedures do”. With this, we arrive at temporally L2
Boosting with its methodology adapted for large data sets, for time series, and with 
both linear and nonlinear gradient functions. Finally, these authors developed and 
proved that the L2 Boosting model can be used empirically and also they have devel-
oped a code library for the R programming and statistical language.

Robinzonov et al. (2012) discuss macroeconomic variables and their nonlinearity, 
as well as the difficulty of selecting lags for forecasting. They offer as a solution the 
use of boosting. In the paper, the method is used in two ways, linear base-learner, 
and base-learner with penalized B-Splines. The empirical exercise performed was to 
forecast monthly German industrial production from 1992 to 2006 with the boosting 
versus benchmark (AR) methodology. It is concluded that the boosting method has 
advantages because of its flexibility, performance, and the way variables and lags 
are selected. In Lehmann and Wohlrabe (2016), boosting was utilized to also fore-
cast German industrial production over a period ranging from 1996 to 2014, and the 
authors emphasized the significant benefits of the algorithm, as it allows opening the 
“black box” of the algorithm. One of the key advantages of boosting is that it pro-
vides transparency into the model and allows for variable importance identification 
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which permits to study of patterns among the variables selected by the algorithm. 
The study by Wohlrabe and Buchen (2014) highlights how the use of boosting has 
been gaining ground in the macroeconomic forecasting literature. In their exercise, 
the authors develop a database to forecast several macroeconomic indicators for the 
United States, the Eurozone, and Germany. Overall, the conclusion of the paper 
emphasizes that the model outperforms its benchmark in almost all scenarios and 
handles macroeconomic forecasting very well. Furthermore, two other conclusions 
proposed are related to the maximum number of boosting iterations: the proposal 
made by Hastie (2007) to use the number of different selected variables instead of 
the trace when considering the use of AIC brings improvements to forecasting, and 
the K-fold cross-validation criterion, in general, is dominant among the results.

In Lehmann and Wohlrabe (2017), the aim of the paper is to use the component-
wise boosting model to perform regional GDP forecasting from a database previ-
ously assembled by the authors in another paper (Lehmann & Wohlrabe, 2015) 
that has data from three German regions: Saxony, Baden-Württemberg and West 
Germany. The database consists of macroeconomic indicators, price indicators, 
consumer survey results, international data, and regional data. With this, L2Boost-
ing is applied, and then its results are verified by comparing it to a benchmark and 
analyzing the variables selected by the model. Finally, the authors end the research 
by highlighting the competitiveness of boosting and its applicability. Another mac-
roeconomic application of the methodology took place in Zeng (2017). The work 
consisted of continuing a line of research that compares forecasting methods for 
macroeconomic variables and their comparison between country-specific models 
and models with international predictors, as well as verifying whether forecasts with 
aggregate data are superior to those with disaggregated data (Marcellino et al., Feb 
2003). In Zeng’s paper, the author starts with the conclusion that country-specific 
forecasts provide better results and tests the feasibility of boosting in the face of 
the forecasting scenario for macroeconomic variables from 1970 to 2011. Empiri-
cal results indicate that using disaggregated data with factor analysis or by selection 
through boosting results in higher forecasting performances, and the research also 
considers boosting as a competitive model compared to factor analysis when faced 
with high-dimensional data.

As the research has progressed, a recent line of study within boosting has emerged 
that focuses on applications of the methodology in the verification of nonlinear pre-
dictability in macroeconomic time series, which is the one we will extend here with 
this present paper: applications of the methodology in the verification of nonlinear 
predictability in macroeconomic time series. In Kauppi and Virtanen (2021) there is 
a study of these nonlinearities in macroeconomic variables in the United States. The 
importance of the subject is highlighted by the authors,

While it is often argued that nonlinearity is an inherent feature of macroeco-
nomic time series, linear forecasts have mostly been found to perform better 
than forecasts based on various nonlinear models. There are cases where non-
linear models have yielded more accurate forecasts than linear models, but 
it generally remains unclear to what extent and when nonlinear forecasts are 
likely to be useful in macroeconomic forecasting. (pg.1)
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The work consisted in using different boosting approaches to check the predicta-
bility of 128 macroeconomic indicators from 1959 to 2016 in the US. With this, 
the authors show that for a good portion of the selected database, the method can 
improve the accuracy of the forecast over a linear forecasting approach. They also 
identified a category of variables where nonlinear modeling is more likely to pro-
duce the best results.

Recent scientific literature has explored various methodologies for forecasting 
in the Brazilian context. For example, Cepni et al. (2020) examines the importance 
of economic policy uncertainty and data surprises in forecasting real GDP growth 
in Brazil, along with four other emerging market economies. The study employs 
dynamic factor models to construct GDP predictions, using both local and global 
economic variables to assess the relevance of uncertainty and data surprises. The 
paper also evaluates benchmark linear autoregressive models and estimates fac-
tors using a variety of data shrinkage methods. The paper of Ribeiro and dos San-
tos  Coelho (2020) explores the use of regression ensembles (bagging, boosting 
and stacking) to forecast short-term agricultural commodities prices in Brazil. The 
study compares the performance of these approaches to single models, specifically 
K-Nearest Neighbor, Neural Networks, and Support Vector Regression. The paper 
conducts a case study for soybean and for wheat, and concludes the usefulness of 
ensemble approaches, such as boosting, which combine predictions from different 
models to achieve more accurate results. On the other hand, the application of vari-
able selection such as L2Boosting for forecasting in Brazil is a more recent devel-
opment. In view of this, Lindenmeyer et al. (2021) perform the application of the 
methodology, from a database with 822 regressors from 2002 to 2017, to predict 
the electricity consumption in the state Rio Grande do Sul at the time of the Brazil-
ian energy crisis. They compare the L2Boosting algorithm with an autoregressive 
benchmark and perform the prediction up to 3 horizons ahead. And they conclude 
by considering the boosting methodology as valid and competitive in the face of 
short-term forecast scenarios (1 month ahead) since the results were strong com-
pared to the benchmark.

With the development and growing importance of the boosting methodology, the 
adaptation of this methodology to deal with time series, as well as in the analysis of 
the predictability of macroeconomic variables, and together with the little attention 
given to Brazil in the literature, we aimed the development of this paper. That is, we 
will extend another example of the application of the methodology, as well as study 
and obtain evidence on the Brazilian case. Also, we want to verify whether the con-
clusions obtained by the authors Kauppi and Virtanen (2021) applied to the case of 
the United States are also applicable to the case of an emerging country, in this case, 
Brazil.

3  Methodology

This section presents the models chosen, as well as explains the methodology 
behind each of them. Boosting models require the selection of some macro param-
eters in order to perform the forecast. Here we also explain these parameters and the 
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reasoning behind them. Later, in Sect. 4, we comment in detail on how our forecast-
ing strategy and the application of the models explained here were done.

3.1  Linear Model

The linear modeling is done in a straightforward manner and its main purpose here 
is to serve as a benchmark for the other models. As our goal is to check the predict-
ability of each time series from its own history, the linear model is autoregressive. 
Since our data is monthly, we assume a period of up to 12 lags to be considered in 
the model, so the autoregressive model AR(p) has p = 0, 1, ..., 12 . Let yt be the time 
series we would like to model, then the linear model AR(p) has the following format 
for a chosen p:

where �0 is a constant, �i are the coefficients for each lag and �t is the error term. 
From Eq. 1 we can see that we obtain 13 models. Since we want to keep only one as 
a benchmark, we select the best AR(p) model from commonly used model selection 
strategies: Akaike Information Criterion (AIC) or Bayesian Information Criterion 
(BIC) (Akaike, 1973; Schwarz, 1978).

3.2  Boosting

In this section, we will comment in a general way on how the Boosting algorithm 
works, and in the following subsections, we will talk about the specifics of each 
case. For simplicity, we leave aside the variable h for forecast horizons, as their role 
in the algorithm will be explained later. The algorithm consists in building a model, 
be it linear or nonlinear, iteratively, and additively (component-wise). Let yt be some 
time series in question, xt a vector of regressor variables (in our case, xt(p) are the 
lags from yt to p, where p = 1, ..., 12 ) and M the stopping criterion of the algorithm, 
the ŷt boosting estimation is the result of a sum of M distinct parts plus a constant, 
having the following form:

where v is a learning rate parameter (usually 0 < v ≤ 1 according to the literature 
Friedman (2001)) and ĝ(m)

(

xt;𝛽m
)

 is the learner, where 𝛽m is the set of coefficients 
obtained from a fitting procedure and a loss function. For a given m,

where L(⋅) is the chosen loss function, e.g. mean square error and the function ĥ 
is the fitting procedure which can vary depending on the approach. The stopping 

(1)yt = �0 +
p
∑

i=1

�iyt−i + �t

(2)ŷt = f̂ (xt) = f̂ (0) + v

M
∑

m=1

ĝ(m)
(

xt;𝛽m
)

,

(3)ĝ(m)
(

xt;𝛽m
)

= argmin
ĥ(⋅)

L
(

yt, ĥ(xt)
)

,
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criterion M can be chosen by the researcher or also can be retrieved through AIC, 
BIC, or cross-validation. For our research, we fixed an upper bound M = 300 and 
used cross-validation to choose the optimal M, M∗ ≤ 300 , in each estimation. Fol-
lowing this, we can describe generically the algorithm to forecast once as follows:

Step 1. We start with m = 0 and define f̂ (0) = ȳt , where ȳt is the average.
Step 2. For m = 1 to M: 

1. Compute the residuals, defined as 𝜀t = yt − f̂ (m−1).
2. Do regression on the residuals �t on each predictor x(p) , with p = 1, 2, ..., 12 , and 

compute the sum of squared residuals (SSR).
3. Select the predictor x(p∗) which has the smallest SSR.
4. Define ĝ(m) = 𝛽(p∗)x(p∗).
5. Lastly, update the estimation f̂ (m) = f̂ (m−1) + vĝ(m).

As stated in Park et al. (2009), “L2 boosting is simply repeated least-squares fitting 
of residuals.”. In our study, we are testing the predictability of macroeconomic vari-
ables using only their own history. Therefore, in Step 2 where the regression occurs, 
we regress only to the p = 12 lags of the objective variable. However, the model 
is easily expandable to use external regressors. The papers in Lehmann and Wohl-
rabe (2017) and Lindenmeyer et  al. (2021) show examples of using the boosting 
methodology using dozens of external regressors and their lags. To understand the 
magnitude of the prediction performed here in this paper, we applied the algorithm 
specified above to each of all variables in our data set, multiplied by the number of 
observations used in the test set, and multiplied by the number of models used.

3.2.1  Linear Boosting

Linear boosting is the use of the algorithm specified in the previous section (see 
Sect. 3.2) with the fit of linear regression in part 2.2 of the algorithm instructions. 
Let yt be the time series to be modeled and xt be its regressors, the model equation 
for each estimate can be written in the same way as Eq. 1. The difference between 
the linear model and linear boosting is that here we are selecting the best p for the 
estimation for each iteration from m = 1 to M.

3.2.2  Boosting with Splines

In order to understand how boosting with splines works, we must first understand the 
concept of splines. We can define splines as a continuous piecewise curve. Subse-
quently, the application of splines was extended to be used as a “smoothing spline”, 
that is, an estimation of a function f̂ (xi) given a data set zi and a number of knots to 
estimate, which together will form an additive estimate (Green & Silverman, 1993).

The use of smoothing splines in boosting methodology started with the 
paper by Bühlmann and Yu (2003), where they were used as the learner of the 
algorithm. However, according to Schmid and Hothorn (2008), for the boost-
ing methodology, “smoothing splines are clearly less efficient [computationally] 
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than other smooth base-learners.” In that paper, the authors investigate the like-
lihood of using a modified splines method - P-splines, formulated by Eilers and 
Marx (1996). In this method, there is also the use of a penalty, but a discrete 
one. The authors state, as follows,

P-splines have been used successfully in regression as an approximation 
of smoothing splines. We have shown that this approximation is also suc-
cessful in a boosting context: By using P-spline base-learners instead of 
smoothing spline base-learners, the computational effort of component-
wise L2Boosting can be greatly reduced, while there is only a minor effect 
on the predictive performance of the boosting algorithm. (pg.18)

Therefore, this concludes that the smoothing splines method can be replaced 
by P-splines without loss of quality and with gains in efficiency in the case of 
boosting. For our scenario, instead of applying a linear regression in step 2.2 of 
the algorithm, a curve approximation of the data made by the P-spline method-
ology will be used, which was implemented in the R programming language by 
the authors of the package “mboost” (Hothorn et al., 2011). Therefore, we make 
use of the package and we use the R within the RStudio free software develop-
ment environment (R Core Team:, 2019; Rstudio, 2020).

3.2.3  Two‑Stage Boosting

There is discussion as to whether macroeconomic and financial variables are 
predominantly linear or nonlinear, and, regardless, whether the most reasonable 
model to fit is linear or nonlinear (Stock & Watson, 1998). Recapping the dis-
cussion made in Sect. 2 on time series nonlinearity, the authors Kauppi and Vir-
tanen (2021) adapt the model from Taieb and Hyndman (2014) and propose it 
as a direct forecast procedure, and hybrid model between nonlinear and linear: 
two-stage boosting.

Given a time series yt , the model starts with the convectional estimation of 
the linear methodology explained in Sect. 3.1 for each h. After that, a regression 
is estimated again, but this time with nonlinear boosting (with splines) on the 
residuals of the estimated series and original series. The result is a two-com-
ponent estimate that retains information from both linear and nonlinear estima-
tions. Its advantage is that it is expected, on average, to have smaller forecast 
errors, because if the time series in question has predominantly linear behav-
ior, the nonlinear component will be small. The opposite is also expected to be 
valid, i.e. a series with nonlinear behavior will have a smaller linear component 
in the total weight of the estimate. We have the following equation:

where ĝTSBoost
h

 is the two-stage boosting, ĝLinear
h

 is the linear estimation and r̂BSpline
h

 is 
the estimation on the residuals of the linear fit.

(4)ĝTSBoost
h

(

xt
)

= ĝLinear
h

(

xt
)

+ r̂
BSpline

h

(

xt
)
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4  Data and Forecasting Approach

In this section, we explain how we acquired our data set with 140 variables and 288 
observations ranging from January 1996 to December 2019. Furthermore, here we 
discuss important decision points regarding the chosen forecasting strategies, as well 
as define our strategy used. Finally, we also explain the indicators and evaluation 
methods chosen to analyze the performance of the models.

4.1  Data

We gathered a base of 140 Brazilian macroeconomic time series. All variables were 
limited to start from January 1996, since from then on we already have a certain 
relative stability because it is post Real Plan and the population is relatively more 
used to a stable currency. Most of our variables were still being updated until the 
end of 2021 or the beginning of 2022 since we aim to use current data that can be 
used as regressors in other research. But to standardize the database and leave aside 
the effect of the pandemic, we consider the data until December 2019. This sums up 
to mostly 288 monthly observations for each variable. This decision was also made 
in order to have a more complete set since at the time of collection there were time 
series that have not yet been updated for 2020. We divided the 288 observations into 
a training set, where the model will be developed, and a test set, where we check 
the effectiveness of the models. As common in many empirical works, we split 75% 
train set and 25% test set for almost all of our selected variables.2

To analyze the predictability of Brazilian macroeconomic variables is the con-
struction of a credible data set of utmost importance. For this, the base is grounded 
from another data set, built by the authors Barbosa et al. (2020), where they fore-
cast unemployment, industrial production index, IPCA, and IPC (Brazilian CPI 
indexes). For this, they gathered 117 variables and used factorial models to predict 
them. Since our focus is on Brazilian variables, we discarded the variables that are 
not national. Also, since our objective is to analyze the predictability of national 
variables of interest, we also follow the logic for selecting the variables from Kauppi 
and Virtanen (2021) and McCracken and Ng (2016).

In order to conduct our analysis, we collected the historical time series follow-
ing a package that integrates the Ipeadata API with the R programming language 
(Gomes, 2022). The result of this data collection made us take variables from 
Ipeadata with several different sources that will be shown in the Appendix to this 
work (see Appendix A). In order to have an interesting representation of the vari-
ables selected, we present in Table 1 the division by subject of the data collected and 
in Table 2 the source of each series.

2 There are unemployment variables that had not been updated for the full year 2019 at the time of data-
base development, so the cutoff in those cases between test and training set was 80% and 20% respec-
tively out of 276 observations.
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Table 1  Themes of the data set Theme Number 
of series

Balance of payments 4
Capital stock 1
Consumption and sales 16
Currency and credit 2
Employment 8
Exchange 14
Financial 7
Foreign trade 12
National accounts 15
Perception and expectation 2
Prices 35
Production 4
Public finance 15
Salary and income 5
Total 140

Table 2  Sources for the data set

Source of the data Number 
of series

Agência Nacional do Petróleo 8
ANBIMA 2
Banco Central do Brasil 28
Confederação Nacional da Indústria 3
Eletrobras 6
Federação das Indústrias do Estado de Minas Gerais 1
Federação das Indústrias do Estado do Rio de Janeiro 3
Federação do Comércio do Estado de São Paulo 3
Federação e Centro das Indústrias do Estado de São Paulo 3
Fundação Centro de Estudos do Comércio Exterior 10
Fundação Getulio Vargas 8
Fundação Instituto de Pesquisas Econômicas 1
Fundação Sistema Estadual de Análise de Dados 5
Instituto Brasileiro de Geografia e Estatística 19
Instituto de Pesquisa Econômica Aplicada 30
Ministério da Economia 8
Ministério do Desenvolvimento, Indústria e Comércio Exterior 2
Total 140
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4.1.1  Data Treatment

For the purpose of using the macroeconomic variables obtained in econometric 
models, we must first treat them. That is, we must perform transformations on each 
series that leave it with a constant mean and variance over time, i.e. stationarized 
series.

For this, we apply two tests: the first is the Augmented Dickey-Fuller (ADF) 
test, which was developed by Dickey and Fuller (1979) and developed in R by Pfaff 
et al. (2016), and the second is the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test 
developed by Kwiatkowski et al. (1992), while the coding in R was performed by 
Trapletti and Hornik (2021). The time series is only considered treated when we 
interpret the information from both tests as being stationary. For the ADF test, let yt 
be the time series in question, and is presented as follows,

where � , � and �i are coefficients, et is the error term, � = � − 1 and p is the number 
of lags used in the test to bring more robustness. As the test is part of the Unit Root 
class of tests, the null hypothesis assumes the presence of a unit root ( � = 1 for Eq. 5 
or � = 0 for Eq. 6) and therefore would be stationary if accepted. The test statistic is 
given by 𝛿

SE(𝛿)
 and its critical value is taken from Dickey-Fuller t-distribution (Fuller, 

2009). We reject the null hypothesis if the test statistic is smaller than the critical 
value for 5% significance.

The absence of a unit root does not necessarily mean that the time series in ques-
tion is stationary. The KPSS test tests the hypothesis that the series is stationary 
in trend as the null hypothesis or has a unit root as the alternative hypothesis. We 
decided to bring in this additional test in order to get more robustness to the analysis 
and treatment of our data. To do so, consider

where yt is the time series, � is the drift parameter (our case � = 0 ), rt = rt−1 + ut is 
a random walk process and both et and ut are independent and identically distributed 
(i.i.d) error terms with mean equal to zero and constant variance. The KPSS test sta-
tistic is given by KPSS =

∑N

t=1
S2
t

N2�2
 , where St is the sum of squared accumulated errors, 

� is the standard deviation and N is the number of observations. The critical values 
can be found in the original article by the authors Kwiatkowski et al. (1992). Again 
we are using 5% significance. If after applying both tests, the series is still inter-
preted as nonstationary by at least one of them, then we apply (1) difference of 
series, (2) difference of log of series, or (3) direct growth 

(

yt+1−yt

yt

)

 . If we applied the 

(5)yt = �yt−1 +
p−1
∑

i=1

�iΔyt−i + et

(6)Δyt = (� − 1)
⏟⏟⏟

�

yt−1 +

p−1
∑

i=1

�iΔyt−i + et

(7)yt = �t + (rt + �) + et,
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difference once and then the series is stationary, we consider the series as integration 
order I(1), if only for the second difference, we consider it as I(2). For none of the 
series it was necessary to run more than two differences to make it stationary.

4.2  Forecasting Approach

For single-step forecasting for time series, we usually use all the available data up to 
period t and perform direct estimation for t + 1 . But when we are dealing with multi-
step forecasting, i.e. forecasting 2 or more steps ahead, there is a discussion about 
which method to use: direct forecasting or recursive forecasting. Direct prediction 
means training a model that always estimates h steps ahead. Therefore, for every h 
that has to be done in the research, a new model has to be estimated, which can be 
computationally heavy, and we might also fall into the risk of not using all the avail-
able observations at the time of prediction. Recursive forecasting, on the other hand, 
can be obtained from h different forecasts from one-step ahead models. The advan-
tage of this method is the use of all available information at the time of prediction, 
but the downside is that we make predictions on top of the predictions, which can 
lead to carrying errors from h = 1 to larger h. In this work, as in the work of Kauppi 
and Virtanen (2021), we decided to do it by direct prediction. The justification is 
due to the goal of making forecasts with h = 1, ..., 12 , and avoiding increasing errors 
by estimation with low performance in one-step ahead models. Moreover, the fore-
casting literature on the two strategy differences slightly favors direct estimation (Ji 
et al., 2005; Marcellino et al., 2006; Hamzaçebi et al., 2009). According to the fore-
cast of simulated time series using the boosting methodology carried out by Kauppi 
and Virtanen (2021), “In the simulations, we find no significant difference between 
the direct and indirect procedures, while the direct method is on average more accu-
rate than the indirect approach in terms of empirical comparisons”.

All series in our data set are stationary (see Sect.  4.1), and usually, our series 
are in logarithmic value. Also, the order of integration of the series can be I(0), 
I(1), and I(2). The estimation here is done as follows, consider yt to be a series 
we want to model using the vector of regressors xt(p) , which can be defined as 
xt(p) = yt, ...., yt−p , xt(p) = Δyt, ...,Δyt−p or xt(p) = Δ2yt, ...,Δ

2yt−p , for I(0), I(1) and 
I(2), respectively. In all our prediction exercise we consider p = 12 . When making 
the prediction for the observation zt , we train a model that predicts h steps ahead and 
that depends on the order of integration of the series. Given h, we can define that 
variable to be predicted, zt+h , as follows:

Hence, in this way, the estimation of zt+h will be equal to

(8)

I(0) ∶ zt+h = yt+h

I(1) ∶ zt+h = yt+h − yt

I(2) ∶ zt+h = yt+h − yt − hΔyt

(9)zt+h = fh(xt(p)) + �t+h
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Where fh(xt(p)) is the estimation given h and using xt(p) as regressors (e.g. boost-
ing). Also, �t+h is the prediction error. Thus, using all the information until t and the 
direct forecast approach for a given h, the boosting method shown in Eq. 2 to per-
form the prediction exercise on a series yt of, for example, I(0), is:

For the parameters, we set v = 0.1 as is generally suggested in several papers (Fried-
man, 2001; Bühlmann & Hothorn, 2007). Also, our chosen loss function is the mini-
mization of the traditional Mean Squared Error (MSE), defined as the squared dif-
ference of the forecast errors. Now the question of interest is how to acquire the 
optimal stopping criterion, M∗ . We could fix a value for all iterations, but nothing 
guarantees that it would be the best value considered for the data. Therefore, the 
literature commonly assigns a maximum value, in our case Mmax = 300 , and allows 
some model selection method to define which is the best model with 1 ≤ M ≤ 300 . 
To perform pseudo-out-of-sample forecasting, we have to select the best model 
without knowing the forecast errors. For this, the most commonly used methods 
are AIC and k-fold cross-validation. Given recent research highlighting the use of 
k-fold cross-validation over AIC for the boosting methodology, such as (Wohlrabe 
& Buchen, 2014), we opted for cross-validation. The k-fold method separates the 
training set into k different parts, trains the model on k − 1 parts, and tests the per-
formance on the remaining part (Stone, 1974).

One decision point about the forecasting procedure is whether to use an expand-
ing window or a rolling window. Both expanding and rolling window estimates 
increase the last index of the train set in one for each new estimate to be performed 
in the iteration. The difference is that the expanding window keeps the first index 
of the train set fixed, while rolling window also increases it by one for each new 
estimate to be performed, in order to always use a fixed number of observations for 
all estimations. As we are using the boosting methodology that performs variable 
selection, we follow the line of other articles such as Lehmann and Wohlrabe (2017) 
and we perform an expanding window on all our forecasts. For this, consider T to be 
the total number of observations collected (most cases T = 288 ), T1 to be the t index 
for the first observation in the test set, and T2 to be the t index for the last observa-
tion also in the test set. For most of our series, T1 represents January 2014 and T2 
December 2019. The advantage of this method is that we always use all the informa-
tion available until the t-th period of the estimation. It will expand by unity at each 
i-th iteration of the estimation, to always use all information available at time t, i.e 
periods 1, ..., (T1 − 1) + i.

Finally, to avoid high computational processing time, we chose to per-
form direct prediction by rounds, where we update the model parameters only 
once every 12 months. We performed the prediction in 6 rounds since we have 

(10)yt+h = fh(xt(p)) + �t+h = f
(0)

h
+ v

M
∑

m=1

g(m)(xt(p);�m) + �t+h,

(11)f
(0)

h
=

∑t

i=1
yi

N
= ȳt.
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72 observations in our test set. With this, we start estimating at iteration i = 1 
using all available information from t = 1 to t = T1 − 1 to fit the model. With 
the estimated parameters, we perform the prediction for steps h = 1, ..., 12 . 
After the 12 predictions, we expand the training set by 12 observations and re-
estimate a new model, with information from t = 1 (since we are using expand-
ing window) to t = T1 + 11 , and perform the predictions for the next periods 
t = T1 + 13, T1 + 14, ..., T1 + 24 . We keep doing this until we cover the entire test 
set, thus until T2 . Our code is available upon request, and part of the code was 
adapted from the code provided by Kauppi and Virtanen (2021).

4.3  Evaluation

We aim to check the performance of boosting methods, especially the nonlinear 
and two-stage boosting methods. Since our interest is to see how well these mod-
els perform, we selected the linear estimation presented in Sect. 3.1 as a bench-
mark. This means that, when possible, we seek to compare the errors and pre-
dictive performance of the other proposed models with the linear model. To do 
this, we need consistent indicators that we can use to compare different models. 
Among the range of indicators, we have chosen one that is commonly accepted, 
the root mean squared error (RMSE) because it shows the average deviation 
between the predicted values and the actual values. From Sect. 4.2, we know that 
T1 < T2 , then we can define RMSE as follows:

where FE model
t+h,k

= yt+h,i − ŷmodel
t+h,i

 represents the multi-step forecast error for a given i 
observation. The smaller the RMSE, the lower the forecast error and the better the 
model. For the sake of simplifying the indicator and the comparison with the bench-
mark, consider the following relative indicator (rRMSE):

In this modified indicator, when, for a given model other than the linear one, we 
have rRMSE < 1 , it means that the RMSEmodel

h
< RMSE linear

h
 , so the RMSE indica-

tor of the model to be compared performs better than the linear model. The oppo-
site is true, hence rRMSE > 1 means that the linear model performs better than the 
selected model.

A proxy to estimate the predictability of the models performed is the coeffi-
cient of determination. It is through this indicator that we can have an assessment 
of the performance of the models used in the prediction of each of the variables 

(12)RMSEmodel
h

=

√

√

√

√

√

(

T2 − T1 + 1
)−1

T2
∑

i=T1

(

FE model
t+h,i

)2

,

(13)rRMSEh =
RMSE others

h

RMSE linear
h

.
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collected using only their history. The authors Kauppi and Virtanen (2021) define 
the empirical coefficient of determination that we use for given p in this paper as:

where R2 is the coefficient of determination and v̂ar(yt+h) is the variance of the sam-
ple from the actual values outside the sample. Also, t varies from T1 to T2 , where T1 
is the index for the beginning of the test set, and T2 is the last index of the test set in 
each variable. If the estimated coefficient R̂2

(

ĝmodel
h

(xt)
)

 is less than 0, we replace the 
value by 0.

There are currently no econometric tests yet to compare in a generic way the 
predictive ability of one model compared to another regardless of the model spec-
ifications. The closest to this was the Giacomini-White test, which measures the 
statistical significance of the difference in the predictive ability of two models 
(Giacomini & White, Nov 2006). According to the authors,

We implement this different focus by conducting inference about condi-
tional, rather than unconditional, moments of forecasts and forecast errors. 
Recognizing that even a good model may produce bad forecasts due to esti-
mation uncertainty or model instability, we make the object of evaluation 
the entire forecasting method (including the model, the estimation proce-
dure, and the size of the estimation window), whereas the existing literature 
concentrates solely on the model. In so doing, we are also able to handle 
more general data assumptions (heterogeneity rather than stationarity) and 
estimation methods, as well as provide a unified framework for comparing 
forecasts based on nested or non-nested models, which were not previously 
available. (Giacomini & White, Nov 2006, pg.23)

We implement this statistical test from the “afmtools” package in R (Contreras-
Reyes et  al., 2013). The null hypothesis of the Giacomini-White test states that 
the predictive ability of two models is equal, while the alternative hypothesis 
when using the one-sided statistic, considers that one model has greater predic-
tive power than the other. A point worth noting regarding the use of this test in 
our work is the same one raised by the authors Kauppi and Virtanen (2021),

One problem with the GW test is that its validity rests on the assumption of 
“nonvanishing estimation errors” and it is thus designed for situations where 
the underlying simulated out-of-sample prediction errors are obtained by 
using a fixed (or a rolling) window rather than an expanding window esti-
mation scheme applied here.” (pg.13)

Even if the scenario where we apply the Giacomini-White test is not ideal, we 
believe that it can be used as a reference because we calculate other indicators 
specified here in this section, which also serve to ascertain the predictive power. 
Through them, we can get an idea about the performance of each of the models 
in the 140 verified series, and we can have a way to compare the models among 

(14)R̂2(ĝmodel
h

(xt)) = 1 −
M̂SE(ĝmodel

h
(xt))

v̂ar(yt+h)
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themselves. Figure  1 provides a visual representation of the research steps and 
summarizes the methodology applied.

5  Empirical Findings

Here we analyze the performance of each of the models applied in forecasting 
the 140 variables collected for the test period, which is from January 2014 to 
December 2019. The models used are explained in the methodology section (see 
Sect.  3), i.e. simple linear estimation (Linear), linear boosting (BOLS), boost-
ing with splines as base-learner (BSpline) and two-stage boosting (TSBoost). 
Tables  3, 4 and 5 contain other models: BSpline∗ and TSBoost∗ , which refer, 
respectively, to boosting with splines without extrapolation and two-stage boost-
ing without extrapolation, and finally Tree, which is boosting with regression 
trees as base-learner (more details in Sects. 5.1 and 5.2).

A result that better evokes the predictive performance of each model in its own his-
tory is the empirical coefficient of determination R2 calculated from the prediction 
error and variance of the test set sample, as defined in Eq.  14. According to the R2 

Fig. 1  Methodology flowchart
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methodology, it is assumed that the higher the variance of a variable, the more difficult 
it is to predict. Therefore, for highly volatile series, there is a certain compensation at 
the moment of coefficient calculation (see details in Sect. 4.3). Since we did the estima-
tion for all variables in our database, there are 140 different plots. To allow us to select 
some of them to present here, we made a special condition for choosing them.3 Figs. 2 
and 3 contain some plots where the y-axis is the estimated coefficient R2 and the x-axis 
is the forecast horizon h = 1,… , 12.

From the figures, we can see that there seems to be a combined movement 
between the linear models (Linear and BOLS) and the nonlinear models (BSpline 
and TSBoost). Furthermore, since our goal is to test the validity and applicability 

Fig. 2  Selected plots 1—period 2014–2019—R
2

3 The selected graphs are obtained for variables where the logical condition below is realized for at least 
9 or more different h’s. Let h be in {1,… , 12} and P be the models with P-Spline as base-learner, then

(R2
P|h

> R
2
Linear|h

) ∩ (R2
P|h

> R
2
BOLS|h

).
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of boosting methodology, especially with nonlinear base-learners (P-Spline) to 
forecast macroeconomic variables, we are focusing the analysis on the cases 
where the performance of these models is better. With this, we can visually see 
if there are differences in the curves estimated by the different models for the 
selected variables. Both Figs.  2 and 3 show graphs where there is a clear dif-
ference between the estimation with the linear base-learner and with splines as 
base-learner.

In particular, in Fig. 2, we can see that, for example, the curves in graphs (a), 
(d), and (e) present the greatest difference between the estimation methods. The 
nature of the variables is about the monetary base, apparent gas consumption, 
and electricity consumption, hence, from different types of economic data. Nev-
ertheless, these are scenarios where estimation with splines has a clear advantage. 
Curve (d) presents the best determination coefficient, reaching values above 0.80 
depending on the forecast horizon. Another point of emphasis is the low value 

Fig. 3  Selected plots 2—period 2014–2019—R
2
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of R2 when h = 1 . Mispecifications when h = 1 show one of the reasons why we 
chose to perform directly as opposed to recursive forecasting. For subsequent h’s, 
we have, for most cases, a higher value for R2.

In Fig. 3, we have a selection of variables where all are specifications of the real 
effective exchange rate. According to the methodology of the time series presented 
in Nonnenberg (2015), we can define the real effective exchange rate as the weighted 

Table 3  R2 from the data set

Automatic colors, where greener is relatively better and redder worse
*Splines prediction without extrapolation
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average of Brazil’s bilateral real exchange rates against each of its major trading 
partners. The weighting of each country is given by the share of each country in 
Brazilian exports or imports. The Brazilian inflation index used is the INPC/IBGE. 
This indicator brings information about the level of prices, inflation, and Brazil’s 
main trading partners into one index. According to the figure, we can see that there 
is a considerable advantage for nonlinear methods over linear methods concerning 
the R2 value in almost all horizons. Moreover, an interesting point is that they are 
indicators with low predictive power if using linear methods since we can see that, 
for example, curves (a) and (e) have R2 = 0 for almost all h’s. In contrast, boosting 
with splines and two-stage boosting have relatively high values for the coefficient, 
especially at h = 1 and h = 12 in all scenarios.

Table  3 shows the calculated R2 as the average of all selected series given the 
forecast horizon and model. As done in Kauppi and Virtanen (2021), we separated 
in minimum R2 , which can be 0 or 0.1. We did this because we can distinguish series 
where forecasting using the series’ own history is difficult with the models used, and 
that means the value for R2 is closer to 0. We apply colors to the tables to make it 
easier to visualize the results. The closer the coefficient is to 1, the better the predic-
tion given h and the model considered, so the greener the cell in the table. The worse 
it is, the redder the cell is. In part (a), considering all cases (number of observations 
N = 140 ), we find that the best models for all series are the TSBoost (mean 0.295) 
and the linear model (mean 0.290), followed by the BSpline model (mean 0.285). 
What is worth noting is that the TSBoost average is higher than the Linear’s and the 
BSpline’s, which shows that it is a powerful model to use when one does not know 
the best model to estimate for a specific series, because on average it is the most 
accurate. Part (b) of Fig. 3 shows us the selection for the subset where series with 
splines (either BSpline or TSBoost) are more accurate on average. We can see that N 
has dropped from 140 to 77 on average, i.e., 55% of the series used. As expected, we 
can see that as much as for the R2 equal to 0 or 0.1, we have that the performance of 
models with splines is considerably better, having means equal to 0.31 while linear 
models have means equal to 0.27. In case (c), we select the series whose indica-
tors for the linear models are superior. We then obtained 45% of all the series on N 
average, but we can see that the performance of the Linear model is superior to all 
the others, including the BOLS model. We comment on the results for the models 
without extrapolation and the Tree model in subsequent sections. One thing to note 
here in part (c) of the table, where we have the selection of series where the Linear 
model is better, the performance of the TSBoost model is almost as good as the lin-
ear model. So, with these results, for selection (b), the TSBoost model is as good as 
the BSPline, and for part (c), the TSBoost model is almost as good as the linear one, 
making it a suitable model in general.

Another way to visualize the predictive performance is from the estimated 
rRMSE of the series. Table 4 presents the indicator values compared to the Linear 
model, which we consider as a benchmark. The table shows the average rRMSE of N 
observations considering the model and the forecast step. In general, part (a) shows 
us that the Linear model is, on average, superior to all models from h = 1 to h = 7 . 
Thereafter, we have marginal superiority to the TSBoost model. Note that BSpline is 
not better on average in any case compared to the Linear model. In scenario (b), on 



1 3

Boosting and Predictability of Macroeconomic Variables:…

the other hand, we are selecting only those series where the estimation with splines 
is superior on average. For 63% of the total series, the performance for the spline 
models is better than the linear models for all h’s. Scenario (c) brings us the series 
where the Linear model is better, but we have only 37% of the series. In this case, all 
other models for all h’s have the value of rRMSE > 1 , but still, the TSBoost model 
is superior to the BOLS model on average. Here, the same thing that occurs in the 
previous table is true again: the TSBoost model is as good as BSpline in part (b), 
and the TSBoost model is almost as good as the Linear model in part (c). Also, we 
expose the rRMSE indicator in full tables for each of the variables for the forecast 
horizons h = 1, 6, 12 in Appendix A.

Table 4  rRMSE relative to linear model

Automatic colors, where greener is relatively better and redder worse
*Splines prediction without extrapolation

Table 5  Giacomini-white test—quantity of series statistically superior to the linear model

Automatic colors, where greener is relatively better and redder worse
*Splines prediction without extrapolation
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The remaining strategy to analyze the results we report is the Giacomini-White 
test. This test measures the statistical difference in prediction between the two models. 
But, as discussed in Sect. 4.3, we are not sure of the validity of the test, since we are 
expected to do this with a rolling window of estimation. Since the number of observa-
tions in the test set is 36, we have a relatively low n, so we believe the results of the 
test are not dismissible and we chose to show them here. Table 5 shows the results 
of applying the test. We iteratively ran and applied the test for each of the 140 series, 
and compared them to the Linear model. The null hypothesis of the test is that there is 
statistically no difference in prediction between the models, and the alternative hypoth-
esis used is that the tested model is superior to the Linear model. The results show, 
given the model and given h, the number of series, out of 140, which are statistically 
superior in forecasting in comparison to the Linear model. We separate them into two 
significance levels, namely 10%, and 5%. We can easily see that for most series, the test 
indicts no difference in prediction between the models. But for the series whose superi-
ority is statistically superior, we have, on average, better predictions for the Tree model 
(we will explain in more detail in Sect.  5.2) and the TSBoost model. As seen from 
this and the other tables, we can see that the predictive performance of the two-stage 
boosting model is always high on average, being an excellent candidate to be used in all 
cases, especially when the nature of the series is unknown (linear or nonlinear).

5.1  Splines Without Extrapolation

From the methodology explained for Sect. 3.2.2, whenever we use the boosting algo-
rithm considering the P-Spline as a base-learner, we are smoothing the noisy data. 
However, one of the problems we may have when doing smoothing is the consequence 
of extrapolation. The extrapolation does not necessarily lead to bad results, but for 
some cases, mostly when estimation with extrapolation occurs, it generates very dif-
ferent values in comparison to when there is an interpolation, causing an increase in 
the variance of the estimates and consequently reducing the overall performance of 
the model with splines. One of the corrections, presented by the authors Kauppi and 
Virtanen (2021) as “Hybrid Model”, is whenever extrapolation occurs, to replace the 
extrapolated estimation with the Linear model estimation. The results of these hybrid 
models are the models shown in Tables 3, 4, and 5 such as BSpline∗ and TSBoost∗.

From the results, we can see in Table 3 that the models without extrapolation, 
on average, have marginal gains in predictive power when compared to the models 
with extrapolation. Even in scenario (b), we always have the BSpline∗ with superior 
performance compared to the conventional BSpline in both R2 scenarios. In Table 4, 
the TSBoost∗ model is the most superior model on average in (a) all cases and in (b) 
splines better on average. Finally, both BSpline∗ and TSBoost∗ are better than their 
counterparts with extrapolation in Table 5, showing that the strategy of removing 
extrapolation can generate marginal gains in predictive power, and also supporting 
the view that using the two-stage boosting model is superior on average. Visually, 
we chose not to show them because qualitatively the curves are very similar to the 
curves of the splines with extrapolation.
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5.2  Robustness Check: Boosting Regression Trees

We perform the estimation with an alternative base-learner that is commonly applied 
in the boosting methodology: regression trees. The boosting method was augmented 
and the “mboost” statistical package was improved from the contributions on regres-
sion trees of the paper Hothorn et  al. (2006). With this, we were able to apply the 
boosting algorithm and construct a piecewise and recursive estimation of the binary 
partition model. This is a non-parametric model and potentially estimates a nonlinear 
relationship between the predicted variable and the regressors. However, according to 
the authors of the Hothorn et  al. (2011) statistical package, “The regression fit is a 
black box prediction machine and thus hardly interpretable.” We chose to apply this 
method as a robustness check due to its wide applicability in the forecasting literature.

The performance of the Tree model in all scenarios in Tables 3 and 4 is, for all 
h and compared to all other models, the worst. Our interpretation of the results is, 
therefore, the Tree model realizes such a nonlinear relationship between the regres-
sors and the regressed, that when the variable to be estimated is not of nonlinear 
intrinsic behavior, the Tree model has low predictive power. But on the other hand, 
Table  5 shows the Tree model as the model that has the most statistically supe-
rior predictions to the Linear model, by a relatively large margin. Figure 4 visually 
shows the performance of the Tree model compared to the linear models for some 
selected variables, from which we can see that there is a relatively wide visual dif-
ference between the models.

Fig. 4  Selected plots 3—period 2014–2019—R
2
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5.3  Robustness Check: Comparing AIC with Cross‑Validation

To make another robustness check of the results, we chose to elaborate and present 
the table of the empirical coefficient of determination R2 calculated for the estima-
tions, where the Mstop = M∗ of the boosting algorithm was acquired through the AIC 
methodology, as opposed to k-fold cross-validation. Using Table 6, we can view the 
results in a manner analogous to Table 3. We do not present the AIC method for 
selecting M∗ for the model boosting regression trees.

Starting from scenario (a) and comparing the results between the two tables, we 
can see that, in general, the R2 results obtained a marginal gain, but the average for 

Table 6  R2 from the data set—AIC

Automatic colors, where greener is relatively better and redder worse
*Splines prediction without extrapolation
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TSBoost remained the same. The model that obtained the most gains in scenario (a) 
was BSpline, but in scenario (a) with R2min = 0.1 , the results are almost identical. 
In part (b), again the BSpline model obtained some marginal gains at R2min = 0 , 
but at R2min = 0.1 most models had a small relative loss. Finally, in part (c), all 
models on average had a small gain. The use of AIC found approximately 58% of 
the database to have more accurate splines on average, considering all h’s. Overall, 
both results from using AIC or cross-validation to select the Mstop = M∗ for each 
estimation are bringing qualitatively similar and numerically very close results.

5.4  Robustness Check: Data Ranging Until 2022

Finally, we chose to focus the research on data within the interval from 1996 to 
2019, but the period from 2020 onwards is particularly special as it encompasses 
the coronavirus pandemic and adds a challenge for forecasting. That said, the main 
loss of studying the Brazilian variables with the data through 2022 is that we would 
lose several variables whose values are not yet available. On the other hand, as a 
robustness test of our findings, we chose to conduct the same analysis for the sub-
set of the data that have their values updated monthly through December 2022. By 
doing so, the data set dropped from 140 variables to 78. We set the beginning of the 
training set as the same year (2014) for ease of comparison. We include two tables 
in Appendix A exposing the average values per model per forecast horizon similar 
to the tables already presented. The first table (Table 7) presents the R2 scores for 
the estimations from 2014 through 2022, and Table 8 presents the R2 scores for the 
estimations focusing only on the additional period from 2020 through 2022. Overall, 
the results obtained are similar to those found at the core of the research. The main 
difference is that all models suffer a proportional loss of accuracy when forecasting 
2020 through 2022, which is expected due to the crisis. Specifically, the TSBoost 
model remains, on average, the best model in predictability. When analyzing the 
cases where BSpline is more accurate, TSBoost is as accurate as using only BSpline. 
When filtering out the cases where the linear model is more accurate, TSBoost is the 
second-best model. We can conclude that the uncertainty generated by the pandemic 
and its derived crisis has not changed the conclusions obtained by our research.

6  Conclusion

This work aimed to elaborate and treat a new and recent Brazilian data set with 
macroeconomic time series in a way that follows the molds of other economic 
and econometric research. Then, the application of boosting methodology to ver-
ify the linear and nonlinear predictability of the variables studied. And, finally, 
the application of the two-stage boosting model, a model initially formalized by 
Kauppi and Virtanen (2021) and having its performance verified by the empiri-
cal coefficient of determination indicator, calculated based on the out-of-sample 
forecasts. As secondary objectives, we had the application of robustness checking 
of the selected models from the comparison with other models, namely the hybrid 
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models—splines without extrapolation—and the trees regression as base-learner, 
as well as the comparison of the applied methodology of selecting the optimal 
model via cross-validation with the AIC method.

We can say that the application of the models obtained solid results for all the models 
applied, but, on average, the two-stage boosting modeling had the highest performance. 
Thus, we can say that this model is the best candidate among the models used here to 
forecast Brazilian macroeconomic variables with their own history. As presented in the 
results part of this paper, the two-stage boosting model achieved high performance gener-
ally when boosting with splines also performed well, but it also retained as strong predic-
tive power together with the linear model in cases where the linear model was superior 
to purely nonlinear modeling. Also, regarding boosting with splines, it is a strong base-
learner method with good results for our case, especially for series where nonlinear fore-
casting is a good model. Modifying the modeling to remove the extrapolations caused 
by splines can marginally increase the predictive power, depending on the linear model 
prediction, or whichever way the prediction is replaced. Additionally, between the AIC 
or cross-validation selection methods in time series, we can conclude that their use does 
not qualitatively change the results, but only marginally the values, both of which can be 
used to obtain close results. Finally, as a robustness check, we conducted an analysis using 
data ranging until 2022, which includes the period of the coronavirus pandemic. Despite a 
loss of accuracy when forecasting 2020 through 2022, the results obtained using this data 
set are consistent with our main findings, with the two-stage boosting model continuing 
to have the highest performance. Therefore, we can more confidently conclude that our 
research has successfully applied and tested various models for forecasting Brazilian mac-
roeconomic variables, with the two-stage boosting model remaining the best candidate 
among the models used for the exercise.

It is worth noting that the conclusions obtained here are limited to the applied 
context and that further study of the results of the methodology is therefore 
desired. However, taking into account the research conducted on Kauppi and Vir-
tanen (2021) regarding macroeconomic variables from the United States and our 
research on Brazilian macroeconomic variables, we are moving in the direction of 
consensus between the results. We suggest future research for applying the mod-
eling in other contexts, as well as looking for ways that can be done to further 
improve the two-stage boosting model.

Appendix A

Tables 7 and 8 present the R2 score for the 78 Brazilian macroeconomic variables 
that have data ranging from 1996 through 2022. Table  7 calculates the values 
with the estimates being from the interval 2014 through 2022 and Table 8 calcu-
lates the scores with the interval being only the additional period 2020 through 
2022.
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Table 7  R2 from the data until 2022—score 2014–2022

Automatic colors, where greener is relatively better and redder worse
*Splines prediction without extrapolation
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