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Preface

The three manuscripts that form this dissertation are listed below. All manuscripts are published or are ready to be submitted.¹
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Overview

There are three main reasons for organizations to promote diversity (Charta der Vielfalt, 2022) and many organizations already actively do so (Dobbin et al., 2011). One good reason for promoting diversity is simply that it is a matter of fairness. Another good reason for promoting diversity is that a diverse workforce can generate competitive and financial advantages (Gilbert et al., 1999; Herring, 2009). A third and related reason is that promoting diversity can be an answer to pressuring needs of organizations such as the demographic change and shortage of qualified staff (Charta der Vielfalt, 2022). Such pressuring needs require organizations to be attractive for a diverse workforce at all stages of the employee life cycle. This dissertation offers novel and cumulated findings relevant for organizational diversity management. The focus of this dissertation lies on gender as one of the core dimensions of diversity. Each of the three manuscripts included in this dissertation addresses a hot topic around the promotion of gender equality in organizations at different stages of the employee life cycle.

Manuscript 1 is concerned with the hiring stage of the employee life cycle, specifically with the question whether women only apply for a job when they are 100% qualified, whereas men already apply when they are qualified to a lower extent. This is a wide-spread claim (Mohr, 2014). However, empirical evidence has been lacking so far. By testing this claim, Manuscript 1 responds to the hotly debated lack of empirical investigations in the diversity management practice. The manuscript presents novel data in seven studies testing whether women and men differ in their application intention depending on qualification fit. The results of the first six studies showed no gender differences in application intention at different levels of qualification fit. At the same time, women robustly indicated that they want to be more prepared for a job compared to men. This speaks for higher psychological hurdles present in women than men, which do not seem to translate into differential application intentions. In
Study 7 a competitive test of 29 potential mediators showed that women wanted to be more prepared for a job due to their higher fear of not being able to meet others’ expectations.

Manuscript 2 focuses on the development stage of the employee life cycle. Specifically, company cultures and their role in motivating or hindering women and men to strive for leadership were investigated. By focusing on company cultures, this research followed an emerging call to stop fixing women in the attempt to reduce the gender leadership gap (e.g., by offering trainings for female leaders) and rather address systems (England et al., 2020; Fox, 2017). Novel data in three studies showed that cultures focusing on showing competencies foster less self-concept conflict, less fear of backlash, less concerns about one’s skills, and a higher intention to seek power positions compared to cultures focusing on playing politics. This pattern was more pronounced for women than men.

Finally, Manuscript 3 focuses on language and therefore has implications for corporate communication across all stages of the employee life cycle. Following an ongoing, partly heated debate in society, media, politics, as well as organizations (e.g., Kurfer, 2022), this manuscript scrutinizes the mental representation of gender in masculine generics. In a meta-analysis, evidence is accumulated showing that women’s mental representation is higher when gender-inclusive language (e.g., chairperson) is used compared to masculine generics (e.g., chairman). This applies, for example, to the language used in job advertisements in the hiring stage but also in a leadership context and therefore has direct implications for researching and promoting gender equality in organizations.

The present dissertation is organized as follows: The next chapter outlines theoretical and empirical background on the promotion of gender equality at different stages of the employee life cycle. Afterwards, three current hot topics in the field of diversity management are highlighted. The three manuscripts that form this dissertation are shortly summarized with reference to the respective corresponding hot topic. Details on theory, methods, results, and
discussions pertaining to the specific manuscripts can be found in each manuscript in the appendix. Finally, a general discussion follows highlighting theoretical and practical implications of this dissertation as well as limitations and open questions.
Promoting Gender Equality at Different Stages of the Employee Life Cycle

In a recent survey on diversity at work about half of the surveyed employees reported that a change towards more diversity has taken place over the past years in their organization (Statistisches Bundesamt, 2023d). In another survey diversity at work was perceived as success factor for the creation of a positive corporate image, for increasing employee motivation, and to deal with the shortage of qualified staff (Statistisches Bundesamt, 2023a). But what exactly is diversity? Diversity in an organizational setting is defined as “similarities and differences in the workforce based on individual personality traits, as well as lifestyles and life plans” (Charta der Vielfalt, 2022, p. 6). Those similarities and differences can stem from visible and invisible characteristics (Charta der Vielfalt, 2022; Yadav & Lenka, 2020). Dimensions of diversity vary between different streams of the literature, have been extended and changed over time. For example, one often-made distinction is between relations-oriented diversity attributes, such as gender and age, and task-related diversity attributes, such as work experience and organizational tenure (Joshi & Roh, 2009; Yadav & Lenka, 2020). The seven dimensions that are regarded as core dimensions of diversity are gender and gender identity, age, ethnic background and nationality, physical and mental abilities, religion and worldview, sexual orientation, and social background (Voß & Würtemberger, 2023).

With the goal to eliminate discrimination based on diversity dimensions, organizations started to implement diversity management in the 1990s (Dobbin et al., 2011; Emmerich & Krell, 2002; Gilbert et al., 1999). During this time, civil rights and women’s movements facilitated norms and legislation for equal opportunities (Dobbin et al., 2011). Besides moral arguments, organizational diversity management has been argued to lead to competitive advantages (Cox & Blake, 1991). Indeed, diversity has been found, for example, to be associated with increased sales revenue, an increase in number of customers, and greater relative profits (Dixon-Fyle et al., 2020; Gilbert et al., 1999; Herring, 2009; Singal, 2014).
Yet, besides positive outcomes a vast amount of research has shown mixed and even negative outcomes of diversity. In their meta-analysis, Joshi and Roh (2009) found a weak negative relationship between relations-oriented diversity (e.g., age) and team performance and a weak positive relationship of task-related diversity (e.g., work experience) and team performance. The simultaneous existence of positive and negative outcomes of diversity has been coined as “double-edged sword of diversity” (Carter & Phillips, 2017) and highlights the importance of extensive research and evaluation in the field of diversity.

**Gender as One Core Dimension of Diversity**

In this dissertation, I will focus on the core dimension of gender as far-reaching work-related gender gaps exist (World Economic Forum, 2022). Gender is a widely researched dimension with regards to diversity at work. Both biological factors (oftentimes denoted with the term sex; examples for biological factors are X and Y chromosomes, hormones) and sociocultural factors (e.g., norms and expectations) determine the gender of a person (Deaux, 1985; Hyde et al., 2019). Overall, gender is an omnipresent, readily available diversity dimension (Bennett et al., 2000; Ito & Urland, 2003; Macrae & Bodenhausen, 2001). Gender is acquired as concept very early as for example three- to four-month-old infants already distinguish between genders (Quinn et al., 2002; for an overview see Martin & Ruble, 2010). Beyond childhood gender possesses a prominent role throughout life until death (see gender in obituaries, Zehnter et al., 2018). Gender identity is defined as the identification of a person as female, male, or another gender (de Vries et al., 2014). Theories explaining gender differences and similarities exist from evolutionary perspectives (Buss, 2005; Buss et al., 2020; Matlin, 2004) as well as social, cognitive, and developmental psychological perspectives (e.g., Eagly et al., 2000; Eagly & Wood, 2012).

A look at broad, work-related indicators shows a clear pattern of gender differences. Gender gaps exist for example with respect to fewer women than men in leadership positions.
(Kulich & Bosak, 2019; World Economic Forum, 2022), women and men applying for different jobs or at a different rate (Fluchtmann et al., 2022; Ley & Hamilton, 2008), and gender gaps in salary (AAUW, 2022). According to the World Economic Forum it will take 151 years to close the gender gap in economic participation and opportunity (World Economic Forum, 2022). Many organizations already work towards closing gender gaps. Considering the employee life cycle is a helpful framework to identify the needs of employees as well as organizations regarding gender diversity initiatives (Gladka et al., 2021).

**Gender Diversity Along the Employee Life Cycle**

The employee life cycle is defined as “the stages employees go through and the role HR or similar support takes on during those stages” (Saltmarsh, 2017, p. 8). In other words, the employee life cycle describes the different periods of employees’ work life in an organization, for example from being hired, to being promoted, to retiring. The employee life cycle can also be viewed from employers’ perspective. From this perspective, the employee life cycle defines tasks for the Human Resources (HR) department and related departments of an organization such as onboarding of a new employee, facilitating training and learning, to succession planning when the employee retires (Gladka et al., 2021).

Importantly, the employee life cycle, and accordingly the needs of employees and activities of employers, vary depending on diversity dimensions of the employees (Gladka et al., 2021, Heitner et al., 2013). To illustrate, the employee life cycle differs depending on age as older employees typically stay longer within the same organization than younger employees (Becton et al., 2014). With regards to gender one frequently researched topic in the employee life cycle is parenthood. While 93% of fathers were employed in 2019, only 75% of mothers were (Statistisches Bundesamt, 2023b). Parenthood leads to more fragmented employment histories for mothers than fathers (Fenton & Dermott, 2006), therefore to different employee life cycles.
Beyond parenthood, much research on gender diversity along the employee life cycle has examined the hiring stage. Past research has for example found preferential hiring of male over female applicants (Bosak & Sczesny, 2011; Hardy et al., 2022; Koch et al., 2015). A simulation study shows that already a small gender bias in hiring decisions can result in substantial hiring discrimination for female applicants. In addition, such a small gender bias can result in financial losses for organizations as biased hiring practices prevent organizations from hiring the best candidates (Hardy et al., 2022).

Further, plenty of research on gender diversity along the employee life cycle has investigated gender and leadership. Summarizing past research, findings indicate, for example, that men emerge more than women as leaders from initially leaderless groups (Eagly & Karau, 1991). Further, female and male leaders have been found to lead equally effective (Eagly et al., 1995; Paustian-Underdahl et al., 2014). Female leaders even tend to show more of the very effective transformational leadership style than male leaders (Eagly et al., 2003). Beyond that, studies have examined how women and men differ in their aspiration towards leadership positions and found lower leadership aspirations for women than men (Gino et al., 2015; Schuh et al., 2014).

These examples of hiring and leadership show two stages of the employee life cycle where the needs of employees (e.g., need for leadership motivation) differ depending on their gender. At the same time, examining gender equality along the employee life cycle reveals demands for organizational diversity programs and interventions, for example to prevent financial losses due to biased hiring.

In the past years in research as well as practice several hot topics for organizational diversity management have emerged. Three hot topics that are relevant to promoting gender equality at the hiring and leadership stages of the employee life cycle are outlined in the following with reference to the corresponding manuscript of this dissertation.
Hot Topic 1: An Empirical Foundation Is Indispensable for Diversity Management

The first hot topic is the indispensability of an empirical foundation for diversity management. Several examples showcase how important an empirical foundation for diversity management is.

One example are the popular diversity trainings. Such trainings often focus on educating about diversity and on building skills for dealing with diversity (Ehrke et al., 2020; Emmerich & Krell, 2002). Even though diversity trainings are popular, they are accompanied with criticism: Diversity trainings are rarely evaluated (Ehrke et al., 2020; Emmerich & Krell, 2002; McCauley et al., 2000; Schmader et al., 2022), oftentimes only asking for participants’ satisfaction (Emmerich & Krell, 2002), but seldomly measuring their effectiveness regarding education and skills. The evaluations that did go beyond participants’ satisfaction showed that diversity trainings lead to cognitive learning (e.g., increased knowledge about diversity), and to a smaller extent to behavioral (e.g., change in behavior) and affective learning (e.g., attitude change; Bezrukova et al., 2016; Kalinoski et al., 2013). This lack of empirical evaluation is problematic, because—despite their good intentions and positive outcomes, especially for cognitive learning—recent discussions arose around unintended, negative outcomes of diversity trainings (Ehrke et al., 2020; Kalev & Dobbin, 2020). Indeed, evidence has accumulated showing that diversity trainings can backfire by activating biases (Bigler, 1999; Rudman et al., 2001). This can be explained on the one hand by a focus on differences which can activate stereotypes (Caleo & Heilman, 2019). On the other hand, so-called rebound effects, where the suppression of biases ironically leads to higher accessibility of the very same, can occur (Rudman et al., 2001; Wegner et al., 1993).

Another example showcasing the importance of an empirical foundation for diversity management are recently discovered unintended signals of managing diversity per se. Diversity initiatives can for example unintendedly signal that underrepresented groups are less
competent and need training (Dover et al., 2020). Further, rationalizing diversity initiatives with moral arguments can signal that privileged groups are expected to create inclusive environments (Chaney, 2022), leading to less positive evaluations of diversity initiatives by privileged groups (Starck et al., 2021). Rationalizing diversity initiatives with instrumental arguments (“business case for diversity”) has been found to lower underrepresented groups’ sense of belonging (Georgeac & Rattan, 2023). In a similar manner, recent cross-national research has revealed unexpected findings. Instead of closing gender gaps, higher national gender equality was associated with more pronounced gender differences in psychological traits (“gender equality paradox”; see Berkessel, Salwender, et al., 2023).

Such discovered unintended outcomes or correlates, due to training, communication, or other factors, have raised the hot topic of strengthening the empirical foundation of diversity management. Regarding gender, research on the question why women are underrepresented in leadership positions highlights exemplarily how important it is to test hypotheses empirically. One could think of very different explanations why women are underrepresented in leadership. For example, women may lack the skills, women may lack the motivation, or external barriers may hinder women from obtaining leadership positions (Stahlberg, 2021). As outlined in the chapter about gender diversity along the employee life cycle, women lacking skills can be refuted as an explanation for the gender gap in leadership based on past research (Eagly et al., 1995; Paustian-Underdahl et al., 2014). In contrast, evidence for lacking motivation and external barriers has accumulated (e.g., Gino et al., 2015; Morgenroth et al., 2020). Importantly, without this empirical foundation, diversity management initiatives might unfoundedly advertise (and fund) skill-building trainings for female leaders as pathway towards gender equality in leadership. In contrast, basing diversity management on an empirical foundation ensures a sustainable investment of time and monetary organizational resources as well as reaching the intended diversity goals.
Taken together, these examples clearly show the importance of a strong empirical foundation for diversity management. Manuscript 1 of this dissertation follows this call. A claim often made but not empirically tested so far was investigated: Do women only apply when they are 100% qualified, whereas men already apply when they are qualified to a lower extent?

**Manuscript 1: Do Women Only Apply When They Are 100% Qualified, Whereas Men Already Apply When They Are 60% Qualified?**

The first manuscript of this dissertation starts with the employee life cycle at the hiring stage. The main purpose of Manuscript 1 was to test a widespread, but under-researched claim in seven studies, namely whether women only apply when they are 100% qualified, whereas men already apply when they are 60% qualified.

In Studies 1-3 \(N = 645\) participants read a CV and a job advertisement imagining the presented CV as their own and indicated their intention to apply for the job. All three studies contained a CV and a job advertisement that matched in 60% of the qualification criteria. In Study 1 this 60% qualification fit was compared to a 100% qualification fit in a between-subjects design. In Study 2 this 60% qualification fit was compared to a 0%, 20%, 40%, 80%, and 100% qualification fit in a within-subjects design. In Study 3, only 60% qualification fit was examined. In all three studies, neither frequentist nor Bayesian analyses found evidence for a gender difference in application intention, for no level of qualification fit.

Based on these first three studies a natural conclusion could be that no gender differences in application intention depending on qualification fit exist. However, the design used in Studies 1-3 may have come with some problems, as imagining a presented CV as one’s own might have erased self-relevance of the situation and identification with the CV might have been difficult. In Studies 4-6 we therefore used a different study design reducing the hypotheticality of the situation. Specifically, in Studies 4-6 participants first read a job
advertisement and rated their intention to apply. Afterwards, participants indicated for each qualification criterion whether they fulfilled it or not. An integrative data analysis of \( N = 807 \) participants showed that, in line with previous research (Van Hooft et al., 2006), higher qualification fit predicted higher application intentions. However, the evidence for the claimed gender difference in application intention depending on qualification fit was inconclusive: On the one hand, the Participant Gender × Qualification Fit interaction on application intention was significant. On the other hand, this interaction effect was mainly driven by women indicating a higher application intention than men at high levels of qualification fit and the Bayesian analysis spoke against the presence of the predicted interaction. In contrast to this inconclusive result for application intention, we robustly found higher psychological hurdles in application situations present for women compared to men. We examined these higher psychological hurdles in more detail in Study 7 using a machine-learning algorithm to competitively test various explanatory variables and found that women wanted to be more prepared than men regarding their qualification fit when applying for a job mainly due to their higher fear of not being able to meet others’ expectations. Taken together, this allows the conclusion that women have to go the extra mile by overcoming higher psychological hurdles but seem willing and capable to do so, as higher psychological hurdles did not translate into differential application intentions.

In sum, Manuscript 1 shows that the matter of gender differences in application settings seems more complex than previously thought (i.e., higher psychological hurdles and at the same time no gender difference in application intention) and more empirical research is needed to reach a final conclusion. With reference to the indispensability of an empirical foundation in the field of diversity management, Manuscript 1 shows that testing claims empirically is very important to ensure that there is a need for action and the right actions are taken before investing time and money for interventions. The implications for future research as well as organizations’ pursuit to gender equality are discussed in the discussion section.
Hot Topic 2: Stop Fixing Women

Besides the need for an empirical basis for diversity management another current hot topic is the call to stop fixing women. Past research has predominantly addressed the disadvantaged groups, whereas the role of advantaged groups was neglected (Croft et al., 2015; Ehrke et al., 2020). Further, popular literature such as the book “Lean in” (Sandberg, 2015) has spread the message that women can overcome gender hurdles by increasing their confidence. This focus in both research and popular literature can lead to attributions that women are responsible for creating and solving gender inequalities (Kim et al., 2018). In her 2017 book “Stop fixing women” Catherine Fox outlines that the prevailing narrative of women need to (be) fix(ed) hinders a shift towards fixing the gender imbalanced system as the underlying cause of gender inequalities. Correspondingly, an analysis of the progress towards gender equality shows that progress has stalled, potentially as a shift from changing women to changing men and systems is needed to enable further progress (England et al., 2020).

The call to stop fixing women is reflected in changes of focus in research. One stream of research has addressed the role of men in the pursuit to gender balance, with research covering, for example, backlash for men (Chaney et al., 2019; Moss-Racusin, 2014), and men as allies (Moser & Branscombe, 2022). Another stream of research has addressed the system side. The system approach seems especially crucial, as more and more research reveal backfires of diversity initiatives focusing on training of individuals (see the first hot topic where evidence was presented revealing backfiring of diversity trainings; Ehrke et al., 2020; Kalev & Dobbin, 2020). Further, implicit biases of individuals have been found to reflect biases in the environment (Vuletich & Payne, 2019). This suggests that changes in environments could translate into changes in implicit biases of individuals and therefore changing systems can be effective also on an individual level. In addition, changes in processes seem very effective. Research focusing, for example, on hiring processes has shown that biases preventing gender
balance can be overcome by changing hiring processes (e.g., using structured instead of unstructured interviews; Koch et al., 2015; Prati et al., 2019; Welpe & Peus, 2014).

Besides processes a huge impact variable in organizational systems is organizational culture. Organizational culture is defined as “the pattern of shared values and beliefs that help individuals understand organizational functioning” (Deshpande & Webster, 1989, p. 4). Past research on organizational cultures has, for example, revealed that workplaces are far from being a meritocracy and rather amplify inequalities (van Dijk et al., 2020). Further, an analysis of organizational cultures has shown that they are gendered – they developed around the interests of men (e.g., concerning management style, working hours, informal socializing activities; Rutherford, 2014). Building on the call to investigate systems, Manuscript 2 in the present dissertation focuses on organizational cultures in the context of leadership.

**Manuscript 2: The Politics Hurdle: Joint Effect of Organizational Culture and Gender on Lack of Fit Experiences**

The second manuscript of this dissertation moves along the employee life cycle from the hiring stage to the development stage. According to a recent survey, women in leadership and equality in promotions are two of the top five diversity topics where organizations must catch up (Statista, 2023c). The main purpose of Manuscript 2 was to test the effect of organizational culture on women’s and men’s intention to seek power positions. In this regard, Manuscript 2 follows recent discussions on taking systems into account when addressing gender inequalities in organizations (England et al., 2020).

Manuscript 2 consists of three studies investigating women’s and men’s lack of fit experiences in two organizational cultures: playing politics versus showing competencies. In politics cultures, for example, deciding strategically on a purely business basis, and not paying attention to the sensitivities of others is an effective behavior to acquire power positions, whereas in competencies cultures, for example, doing excellent work and being competent at
what you do is an effective behavior to acquire power positions. In a pre-study participants ($N = 100$) rated playing politics behaviors (e.g., deciding strategically) as comparatively more dominant compared to showing competencies behaviors (e.g., doing excellent work). In contrast, showing competencies behaviors were rated as comparatively more competent, warm, and moral compared to playing politics behaviors.

In Studies 1a and 1b we then examined women’s and men’s lack of fit experiences depending on organizational culture. First, participants should imagine starting their career after university in a consulting company. They either learned that it would take playing politics or showing competencies to move up the ranks. Afterwards, participants indicated their lack of fit experiences when imaging starting their career in this company with the respective organizational culture. Specifically, participants reported their self-concept conflict, fear of backlash, concerns about one’s skills, and intention to seek power positions. An integrative data analysis across the samples from Study 1a and 1b ($N = 689$ in sum for both Studies 1a and 1b, which were analyzed together as Study 1b was a direct replication of Study 1a) showed that participants indicated more self-concept conflict, more fear of backlash, more concerns about their skills, and less intention to seek power positions in politics compared to competencies cultures. While no gender difference emerged in competencies cultures, women showed higher self-concept conflict, higher fear of backlash, higher concerns about their skills, and lower intention to seek power positions than men in politics cultures.

In sum, Manuscript 2 highlights the importance of addressing organizational culture as one structural variable in the endeavor to close the gender gap in leadership. Based on the current state of research, competencies cultures motivate, and politics cultures demotivate, especially women, regarding leadership. Again, the implications for future research as well as organizations’ pursuit to gender equality are discussed in the General Discussion section.
Hot Topic 3: Gender-Inclusive Language

The third hot topic within the field of diversity management that this dissertation takes up is gender-inclusive language. This topic has been hotly debated in society, media, politics, science, and organizations again and again. Gender-inclusive language means to communicate in such a way that everyone feels they were included (Charta der Vielfalt, 2023) and stands in contrast to masculine generics which are criticized to elicit a male bias (Guenterodt et al., 1980). The criticism against masculine generics (i.e., using grammatically masculine forms such as “he” or “firemen” generically for all genders) contains that—although masculine generics are meant to include other genders—they go along with a lower mental representation of female and other genders. Based on this feminist language critique, alternative language forms (e.g., he/she, they, firefighter) have been proposed to enhance the mental representation of female and other genders.

Corporate language, specifically gender-inclusive language versus masculine generics, has recently received a lot of attention as the example of an AUDI employee in Germany going to court because he did not want to be addressed by gender-inclusive forms shows (Eidlyn, 2022). In the past few years many organizations have changed their communication and now use gender-inclusive language to address their employees and customers (Statistisches Bundesamt, 2021). In Germany, for example, a law for equal treatment (“Allgemeines Gleichbehandlungsgesetz”) dictates equal treatment in application processes for all genders. This implies that job advertisements need to be formulated in gender-inclusive language (IHK Wiesbaden, 2023). Correspondingly, an increased use in gender-inclusive language can prominently be seen in job advertisements (Haas & Vetter, 2021). This has been met with criticism until today. Repeatedly, the quantitative evidence was doubted, citing single findings that show no difference in the mental representation of women in gender-inclusive language versus masculine generics (Kurfer, 2022). From a scientific standpoint such doubts can best be
answered with summarizing all quantitative evidence available. The results of such a summary are presented in Manuscript 3.

**Manuscript 3: Masculine Generics Versus Gender-Inclusive Language: A Meta-Analysis of the Effects of Language Form on the Mental Representations of Gender**

Regarding the employee life cycle, Manuscript 3 is relevant to both the hiring and development stages (e.g., language used in job advertisements), but also beyond for corporate communication across all stages of the employee life cycle. The main purpose of Manuscript 3 was to cumulate research on the mental representation of women (the mental representation of other genders was not included as research on this is very recent and therefore limited in number) when gender-inclusive language compared to masculine generics is used. Cumulating 357 effect sizes from 95 independent samples from 19,582 individuals in a meta-analysis provides evidence for a higher mental representation of women in reaction to gender-inclusive language compared to masculine generics.

To come to this summary result, we first searched for relevant studies in a massive effort to comprehensively study all research on the topic. Then a screening, eligibility check, and coding process as well as the calculation of effect sizes followed. Multi-level random effects models with robust variance estimation were calculated to account for the multi-level nature and dependence existing in the data.

Different strategies for gender-inclusive language (Lindqvist et al., 2019) were compared to test for moderating effects. Multi-gendering strategies highlighting a non-binary understanding of gender (e.g., Swedish “hen”, German gender-asterisk *) showed the largest difference in mental representation of women between gender-inclusive language and masculine generics, followed by feminization strategies (e.g., pair form such as he/she) and neutralization strategies (e.g., chairperson).
In sum, Manuscript 3 highlights the difference language can make for the mental representation of women bearing direct implications for corporate communication. A statistical summary of past research on gender-inclusive language versus masculine generics showed that women are more mentally represented in gender-inclusive language compared to masculine generics. Again, the implications for future research as well as organizations’ pursuit to gender equality are discussed in the next section.

Summary of the Findings

To conclude, in this dissertation three hot topics from the field of diversity management were addressed: (1) the need for an empirical basis in diversity management, (2) the call to stop fixing women, and (3) the hot topic of gender-inclusive language. Taken together the three manuscripts provide new and cumulated findings on the promotion of gender equality at different stages of the employee life cycle. The stages range from hiring to development and the topics addressed range from the question whether women only apply for jobs when they are 100% qualified, over the influence of organizational culture on leadership motivation (especially for women) to the difference language can make in corporate language for the mental representation of women. The methodological spectrum ranges from experiments to surveys, from classic frequentist to cutting-edge Bayesian and machine-learning analyses, and even incorporates a multi-level meta-analysis.

The general discussion following in the next chapter builds on the findings of the three manuscripts presented above. The theoretical, empirical, and practical considerations of the following general discussion contain novel and continuative ideas beyond the specific manuscripts and integrate the three research projects into a larger framework showcasing learnings and next steps for promoting gender equality in organizations with reference to the employee life cycle and the three hot topics outlined above.
Discussion

Theoretical Contributions

The first theoretical contribution this dissertation makes is highlighting psychological hurdles. Such psychological hurdles can be found in Manuscripts 1 and 2: No gender difference in application intention emerged, whereas women robustly wanted to be more prepared than men in application situations due to their stronger fear of not being able to meet expectations. A similar pattern emerged in the leadership area. Gender differences in intention to seek power positions were very small, whereas gender differences in psychological hurdles such as fear of backlash and self-concept conflict were very pronounced and robust. This pattern allows the conclusion that even though gender differences in a result or behavior are small or non-existent, an inequality in psychological hurdles may still be present and should therefore not be overseen.

The presence of psychological hurdles found in Manuscripts 1 and 2 may be part of a larger phenomenon. At the one hand, many gender gaps, for example in leadership and politics, have become smaller over the past years, as (among other contributing factors) the relative number of female leaders and female politicians has increased (World Economic Forum, 2022). At the other hand, persistent and increasing gender gaps in mental health can be found. Women have, for example, a higher lifetime risk of depression and anxiety (Faravelli et al., 2013; Moreno-Agostino et al., 2021; Piccinelly & Wilkinson, 2000). Further, anecdotal evidence is accumulating that especially for working mothers “women can have it all” seems a myth (Hennig, 2019). While on the surface it seems like women can have it all (which refers to having children and working) in most parts of the Western world (where the research presented in this dissertation has been conducted), it seems that this costs their mental health and happiness (Arena et al., 2023). The Covid-19 pandemic that has started in 2020 served as a magnifying glass highlighting higher psychological hurdles in women than men: When childcare broke down, for example due to lockdowns, this higher demand was mainly shouldered
by women. This has led to an intensification of working mothers’ “double shifts” (i.e., being full-time employed and doing a major part of household chores and care work; Huang et al., 2021). Recent research already documents severe, long-term effects on their health (Alon et al., 2020; Yaish et al., 2021).

This has important implications. First, the finding of psychological hurdles could hint towards (gender) inequalities becoming more subtle. Researchers and practitioners are therefore well-advised to observe changes in phenomena closely. Further, this implies that researchers should include assessments of psychological hurdles in their research to learn more about gendered psychological hurdles. Organizations should take the presence and impact of psychological hurdles at work into account. Using the research presented in Manuscript 1 exemplarily, organizations could work on removing psychological hurdles, for example, by revising job advertisements and application processes towards transparent communication of expectations regarding qualification fit. Further, organizations could examine their hiring process concerning gender biases with reference to expectations.

The second theoretical contribution this dissertation makes is highlighting the importance to fix systems. This contribution can be found in Manuscripts 2 and 3: Politics versus competencies cultures make a difference for employees’, especially women’s, intention to seek power positions. The usage of gender-inclusive versus masculine generic language makes a difference for the mental representation of women. This allows the conclusion that systems such as corporate culture and communication contribute to existing inequalities and can be changed to promote gender equality.

Besides culture and communication, processes have been found to be important, as for example using structured interviews has been identified as an effective measure to debias selection processes (Winkler, 2015). Organizations therefore should be aware of how these aspects shape employee journeys. Focusing on addressing systems instead of individuals is
important as it questions past narratives that women need to be fixed. Further, it circumvents unintended consequences that past research has uncovered (e.g., negative effects of anti-bias trainings). Moving beyond this important implication of this dissertation, the next step could be to question whether anything at all needs to be fixed on the side of individuals towards embracing differences. This shift seems to be the next level for organizations beyond diversity management towards an inclusive organization (O’Donovan, 2017). In an inclusive workplace culture employees feel that they are a fully accepted part of the organizational system (Mor Barak et al., 2016). This pertains to employees with diverse backgrounds and mindsets and stretches from feelings that one’s voice is heard to feelings that everyone is encouraged to meaningfully contribute to the organizations’ goals (Pless & Maak, 2004). A meta-analysis on inclusive workplace cultures has shown that the perception that an organization encourages an inclusion climate is related to more beneficial (e.g., organizational commitment) and less detrimental (e.g., intention to leave) work outcomes (Mor Barak et al., 2016). An inclusive culture can be created via fostering strong identification with one’s team, supporting long-lasting, stable relationships, fostering respectful behavior, and having a management who is a role model for inclusive behavior (O’Donovan, 2017).

For future research the fixing systems approach implies that boundary conditions and larger contexts should be considered. This can be realized in very different ways as illustrated by our own research (e.g., examining moderators in a meta-analysis or addressing organizational cultures as focal research questions). Beyond the research discussed in this dissertation, I currently work on a research project in which we investigate cross-national differences in gender differences to learn more about the role of cross-national effects with regards to gender equality (Berkessel, Salwender, et al., 2023).

In the following short sections, I will highlight theoretical contributions of the individual manuscripts with reference to the three hot topics covered in this dissertation.
Empirical Foundation for Diversity Management

Manuscript 1 tested the claim whether women only apply for a job when they are 100% qualified and men already apply when they are 60% qualified. The results did not provide evidence for gender differences in application intention and at the same time highlighted gender differences in psychological hurdles. With reference to the discussion and call for an empirical foundation for diversity management, this result highlights the importance to test such claims empirically. Without this critical test, the related narrative of women lacking self-confidence (Sandberg, 2015) might spread further feeding a fixing women approach. This is in several ways consequential. First, repeating this unvalidated claim could lead to stereotype threat, ironically leading to worse performance (Spencer et al., 2016). Second, the conclusion is very different for the result found in our studies, as this speaks for fear of not being able to meet expectations in women compared to men. Further investigation is required whether this fear is valid and how to tackle it.

Fixing Organizational Cultures

Manuscript 2 found that women and men are more inclined to seek power positions in competencies cultures compared to politics cultures, and this difference was more pronounced for women. This manuscript highlights the role organizational culture plays with regards to leveling the playing field for female and male leaders. An implication for future research is to address organizational cultures to promote organizational gender equality. This is in line with prior research showcasing the importance of organizational culture as in one exemplary study an increase in female representation in a selection committee only caused an increase in female hires when cultural norms supporting diversity and inclusion were salient (Baron et al., 2021). Yet, with regards to researching culture, investigating moderators seems important as every organization is different, and a one-size-fits-all approach will therefore hardly work (O’Donovan, 2017).
Mental Representations of Gender in Language

The major contribution of Manuscript 3 is that language does make a difference for the mental representation of women. This is also relevant for Manuscripts 1 and 2 as language has been found to make a difference in application situations, for example in job advertisements and also specifically in the leadership context (Hentschel et al., 2018; Horvath & Sczesny, 2016). This intertwining of topics in the current dissertation highlights the usefulness of the employee life cycle as framework to keep the big picture in mind, identify overarching topics and interdependencies (Voß & Würtemberger, 2023).

With regards to mental representations of gender in language it is striking how much reactance towards diversity initiatives at work can occur at several stages of the employee life cycle (Abben et al., 2013). Reactance can be aroused if an employee feels that a freedom they used to have has been limited, for example as they are forced to use gender-inclusive language in their communication. This motivates the employee towards restoring their freedom (Brehm, 1989; Miron & Brehm, 2006), oftentimes accompanied with defensiveness (Abben et al., 2013). Evaluations of diversity initiatives therefore warn that change processes such as implementing gender-inclusive language take time, need to be considered within organizational politics, and resistance to change can be expected (Emmerich & Krell, 2002). Potential resistances include besides denial and avoidance also defiance or manipulation (Dass & Parker, 1999). Therefore, it is critical to understand diversity as a development process (Bierema, 2010; Voß & Würtemberger, 2023; Wiggins-Romesburg & Githens, 2018). This should be considered in future research, for example by investigating employees’ reactions to changes in language use or guidelines and identifying best practices for successful diversity interventions.
Empirical Contributions

This dissertation makes several empirical contributions. Across all three manuscripts a variety of social psychological methods is applied, spanning from experiments to surveys to meta-analysis, showcasing different ways to address such very applied topics. Novel data are presented in Manuscripts 1 and 2 which are published open access to encourage re-analysis and assessment of other research questions. Further, Manuscripts 1 and 2 make use of integrative data analyses and small-scale meta-analyses as comprehensive ways to summarize research data. Manuscript 1 further applies brand new machine learning algorithms and cutting-edge Bayesian analyses. Manuscript 3 presents cumulative findings using up-to-date methods, namely multi-level meta-analysis with robust variance estimation. By itself, such a comprehensive summary of past research is a valuable source of information for scientists and practitioners in the field of diversity management.

Open Questions and Limitations

Despite the major contribution to the field of diversity management, the present dissertation comes with its limitations. As outlined in the introduction, gender is one of several diversity dimensions (Voß & Würtemberger, 2023). It is very likely that similar psychological hurdles as identified in Manuscripts 1 and 2 are present in other marginalized groups besides women. This should be the case as socialization processes and power mechanisms have been found to be similar across different marginalized groups (e.g., compare research on social class and gender as in Belmi & Laurin, 2016, and Manuscript 2). Beyond similarities between different marginalized groups, intersectionality could even intensify those hurdles (Di Stasio & Larsen, 2020; Shields, 2008). Further, approaches to fix systems should be directly applicable and also helpful for other diversity dimensions (e.g., using inclusive language beyond gender in communication such as saying that someone sits in a wheelchair instead of saying that someone is confined to a wheelchair). However, though many processes and boundary conditions seem similar, critical differences exist (see for example the stereotype content model,
Fiske et al., 2002). Therefore, the identified topics of psychological hurdles, organizational culture and inclusive language should also be investigated and evaluated focusing on other diversity dimensions as well as intersectionality. A possible way forward is adopting an “inclusion for all” framework where in addition to focusing on marginalized groups an intergroup focus is taken (Brannon et al., 2018).

The research presented in this dissertation has shown that the answer on the research question “depends”, for example on organizational culture or language, and that sometimes the matter seems more complex than at first sight (e.g., psychological hurdles). This calls for more research on boundary conditions of the topics researched and the proposed implications (e.g., What does it need that culture changes will work out? Unintended consequences?) as well as an examination of non-linear relationships.

Third, and very importantly, the present dissertation needs to be complemented by research with different samples, and in organizations. Though the scenarios in the experiments were created as realistic as possible, differences are conceivable and should be investigated. For job advertisements, for example, the qualifications section investigated in Manuscript 1 and the research investigating the language of job titles included in Manuscript 3 are only a part of job advertisements and interact with other parts (e.g., pictures) and information in addition to the job advertisement (e.g., research on the company by the applicant). Context could influence the relevance of the single aspect, and give it a stronger (e.g., high stakes culture) or weaker (e.g., growth mindset statement) influence compared to our experiments. Regarding Manuscript 2 it is conceivable that no company has a purely politics or purely competencies culture, but a mixture or with additional aspects included. Further, assessing real applicants and leaders with more and different experiences and priorities could pose a different picture.
Practical Implications

Gender Diversity Management Along the Employee Life Cycle

The present dissertation includes three manuscripts covering the hiring stage, leadership stage, as well as corporate communication covering all stages of the employee life cycle. As outlined in the introduction, the employee life cycle is a useful framework to identify important areas for research and interventions for diversity management. Taking the employee life cycle into account when thinking about diversity (management) can help organizations to identify relevant areas for action (Voß & Würtemberger, 2023). Further, the employee life cycle is usually backed with an abundance of data (e.g., demographics and performance of employees) that can and should be used for a strategic direction and evaluation of diversity management (O’Donovan, 2017; Inamdar & Abhi, 2020). While providing an overarching, integrative framework by investigating gender diversity along the employee life cycle, at the same time the three manuscripts that build this dissertation pinpoint to three very concrete topics relevant for diversity management and offer insights regarding potential interventions (discussed also in the individual manuscripts, see Appendix). To promote gender balance, the identified differing needs of female and male employees at the different stages of the employee life cycle (i.e., hiring, leadership, and overall) should be considered. This is outlined in further detail in the next two sections.

Three Manuscripts – Three Main Messages

Three main messages emerged for how to be attractive for a diverse workforce at all stages of the employee life cycle: address psychological hurdles in applicants, work on organizational leadership culture, use inclusive corporate language. Specifically, from Manuscript 1 organizations can take away that though gender differences in application intentions are not present, they may be more subtle in psychological hurdles. It can therefore be worthwhile looking for such subtleties and addressing those in the pursuit to hire the best talents. From Manuscript 2 organizations can take away that one avenue to motivate women and men (and
especially women) to pursue leadership is to work on their organizational culture towards focusing on showing competencies instead of playing politics. From Manuscript 3 organizations can take away that language has an impact on mental representations. If organizations want to promote gender diversity in mental representations, the results imply that instead of using masculine generics in corporate communication multi-gendering forms should be used.

**Three Hot Topics**

The three hot topics outlined in this dissertation can also be viewed from a practical point of view. First, organizations are advised to evaluate and make use of data in their diversity management. Second, organizations are advised to take different perspectives, and focus on changing systems, structures, and processes, to create more gender balance. Third, organizations are advised to critically reflect their communication, also beyond gender.

**Conclusion**

In this dissertation I described the theoretical and empirical background of gender diversity management along the employee life cycle. Further, three hot topics around gender diversity management in relation to three manuscripts were discussed. At the hiring stage of the employee life cycle in Manuscript 1 the hot topic that an empirical foundation is needed for diversity management is picked up. Specifically, Manuscript 1 revealed no gender difference in application intention depending on qualification fit (which was contrary to a popular claim) and at the same time women robustly wanted to be more prepared for a job than men. At the development stage of the employee life cycle in Manuscript 2 the hot topic that not women need to be fixed but systems and cultures was picked up. Specifically, Manuscript 2 showed that whether a gender difference in leadership aspiration exists depended on organization’s culture. In competencies cultures women and men equally aspired to become leaders, whereas in politics cultures women aspired less than men to become leaders. Spanning all stages of the employee life cycle in Manuscript 3 data on gender-inclusive corporate language was
accumulated. Meta-analyzing past research on gender-inclusive vs. masculine generic language forms gave evidence for a higher mental representation of women in reaction to gender-inclusive language compared to masculine generics.
References


Hennig, S. (2019, June 12). *It turns out working mothers can’t have it all.* https://medium.com/swlh/it-turns-out-working-mothers-cant-have-it-all-a8501da99f3a


https://doi.org/10.4337/9781788116060.00015


https://doi.org/10.1348/000712601162059


https://doi.org/10.1177/17456916211057565


https://doi.org/10.1007/s11199-008-9501-8

http://dx.doi.org/10.1016/j.ijhm.2014.02.009

Stahlberg, D. (2021, October 1). *Immer noch wenige Frauen in Führungspositionen – Warum und was können wir dagegen tun?* [Still few women in leadership positions – Why and what can we do about it?]. DENK FABRIK Chancengleichheit, Freiburg.


https://www.chancengleichheit.tum.de/fileadmin/w00blt/www/Karriere_und_Weiterbildung/Gendergerechte_Personalauswahl_und_Befoerderung_AuBeFuehr.pdf

https://doi.org/10.1177/1534484318765843


https://doi.org/10.3389/fpsyg.2018.02286
Statement of Originality

Declaration in lieu of oath according to section 9 subsection 1(e) of the Regulations and Procedures Governing the Doctoral Dissertation to earn a doctoral degree in Social Sciences at the University of Mannheim of June 27, 2013, 1st amendment of June 6, 2016.

I hereby declare that the presented doctoral dissertation with the title “Promoting Gender Equality at Different Stages of the Employee Life Cycle: New and Cumulated Findings” is my own work.

- I did not seek unauthorized assistance of a third party and I have employed no other sources or means except the ones listed. I clearly marked any quotations derived from the works of others.

- I did not yet present this doctoral dissertation or parts of it at any other higher education institution in Germany or abroad.

- I hereby confirm the accuracy of the declaration above.

- I am aware of the significance of this declaration and the legal consequences in case of untrue or incomplete statements.

I affirm in lieu of oath that the statements above are to the best of my knowledge true and complete.

_______________________________
Mona Salwender, Mannheim

May 2nd, 2023
Statements of the Co-Authors

Statement of the Co-Authors of Manuscript 1

It is hereby confirmed that Mona Salwender primarily contributed to the following manuscript (conceptualization, data preparation and analyses, writing):

Salwender, M. & Stahlberg, D (2023). Do women only apply when they are 100% qualified, whereas men already apply when they are 60% qualified? [Manuscript in preparation].

Department of Social Psychology, University of Mannheim.

I sign this statement to the effect that Mona Salwender is credited as the primary source of ideas and the main author of this manuscript.

Statement of the Co-Authors of Manuscript 2

It is hereby confirmed that Mona Salwender primarily contributed to the following manuscript (conceptualization, data preparation and analyses, writing):


I sign this statement to the effect that Mona Salwender is credited as the primary source of ideas and the main author of this manuscript.
Statement of the Co-Authors of Manuscript 3

It is hereby confirmed that Mona Salwender primarily contributed to the following manuscript (conceptualization, data preparation and analyses, drafting methods, results, and discussion sections of the manuscript, revision of the manuscript):


Masculine generics versus gender-inclusive language: A meta-analysis of the effects of language form on the mental representation of gender [Manuscript in preparation].

Department of Social Psychology, University of Mannheim.

I sign this statement to the effect that Mona Salwender is credited as the primary source of ideas and the main author of this manuscript.
Appendix: Manuscripts

The three manuscripts that form this dissertation are attached in the appendix in the following order:

Salwender, M., & Stahlberg, D. (2023). Do women only apply when they are 100% qualified, whereas men already apply when they are 60% qualified? [Manuscript in preparation]. Department of Social Psychology, University of Mannheim.


The online supplements can be retrieved from:

https://osf.io/ed8w7/?view_only=820b4c2e1c3f44f08b15aed028b82c05 (Manuscript 1)
https://osf.io/astpf/?view_only=380a63dde1ee4f418ef6ae740a8e8085 (Manuscript 2)
https://osf.io/ducgp/?view_only=bbe7116c8a0940a9b01bab21afc1a6e2 (Manuscript 3)
Do Women Only Apply When They Are 100% Qualified, Whereas Men Already Apply When They Are 60% Qualified?

Mona Salwender and Dagmar Stahlberg

Department of Social Psychology, University of Mannheim

Author Note

Mona Salwender [ID] https://orcid.org/0000-0001-8431-7707

Dagmar Stahlberg [ID] https://orcid.org/0000-0001-5972-0641

Studies 2-7 were preregistered on osf.io (see links in the online supplement), data and materials are also available on https://osf.io/ed8w7/?view_only=03ca36afc527405d927bb326a18c052e. We have no known conflict of interest to disclose. This research was supported by departmental budget resources of the Chair for Social Psychology. We thank Vanessa Borytzka, Hannah Jansen, Lena Grobe, Melina Welt, Linnea Tönjes, Sophia Wolf, and Verena Hofmann for programming the surveys and collecting the data as part of their Bachelor’s or Master’s theses.

Correspondence concerning this article should be addressed to Mona Salwender, Social Psychology, University of Mannheim, A5 6, 68165 Mannheim, Germany, Email: mona.salwender@gmail.com
Abstract

We tested the popular claim that women only apply for jobs when they are 100% qualified, whereas men already apply with a 60% qualification fit. In Studies 1-3, we presented a job advertisement and a CV with different levels of qualification fit. Participants should imagine the CV presented as their own and were to indicate whether they would apply for the advertised job. No gender difference emerged in participants’ application intentions at any level of qualification fit. In Studies 4-6 we presented a job advertisement and asked participants to indicate whether they themselves would apply for the advertised job. Afterwards, participants indicated for every qualification criterion listed in the job advertisement whether they fulfilled it or not. Again, we did not find a consistent gender difference in application intention depending on qualification fit. However, when asking how much women and men want to be prepared in application situations, women robustly indicated a higher desire for preparedness than men. In Study 7, we therefore focused on the gender difference in desire for preparedness and competitively tested 29 potential mediators. We found women’s higher desire for preparedness to be explained by their higher fear of not being able to meet expectations. Overall, our results indicate that higher psychological hurdles (i.e., desire for preparedness, fear of not being able to meet expectations) are present in application situations for women than for men. However, these do not seem to translate into differential application intentions. We discuss the theoretical and practical implications of our findings.

Keywords: application intention, qualification fit, person-job fit, job advertisement, desire for preparedness, gender, gender difference
Do Women Only Apply When They Are 100% Qualified, Whereas Men Already Apply When They Are 60% Qualified?

“You’ve probably heard of the following statistic: Men apply for a job when they meet only 60% of the qualifications, but women apply only if they meet 100% of them.” (Mohr, 2014, p. 1). This statistic is mentioned in Sheryl Sandberg’s book “Lean in” (Sandberg, 2015), where it is used to explain gender differences in career paths. After the book was published, this statistic has received a lot of media coverage and has been cited extensively in online magazine and blog articles (e.g., Hannon, 2014; Rojas, 2021; Youn, 2019). However, journalists later discovered that this statistic was based on a speculative comment instead of quantitative data and that relevant quantitative data are still scarce (Hacohen & Nicks, 2019; Rice, 2014).

We address this research gap of lacking quantitative data. In the following, we report seven studies testing whether women only apply when they are 100% qualified, whereas men already apply with a 60% qualification fit. If this gender difference does exist, this would have important implications. First, organizations could use this knowledge to prevent losing potential talents and to maximize the quality of hires. They could, for example, redesign job advertisements and recruiting processes to prevent female applicants with an acceptable or even high fit from self-selecting out of the applicant pool. Such redesigns would directly support diversity goals many organizations have, as a higher rate of females in the applicant pool has been found to predict more female hires (Schmidt & Stettes, 2018). At the same time such interventions could prevent that (male) applicants with a low fit self-select into the applicant pool. By reducing the number of low-fitting applications that must be reviewed, the organization could save time (and therefore money; Böttcher, 2017). Second, female and male applicants could learn from respective findings that different application strategies exist (e.g., applying selectively, which may be a wise investment of applicants’ time, but may entail the risk of lost opportunities vs. applying extensively with a high investment of time and the chance to
meet plenty interesting opportunities). Participants, then, could reflect which strategy they are using, and make a conscious decision which strategy they want to use. Third, federal and private institutions (e.g., federal employment agencies, business consultants, application coaches) could apply this knowledge about gender differences in this field in the same line as organizations and individuals, depending on who their clients are.

In contrast, if the empirical studies reported in this line of research would not confirm a gender difference, and this null finding is replicated in future research, authors of online magazine and blog articles should refrain from citing the statistic. Otherwise, these (misleading) citations may unjustifiably create stereotype threat situations for female applicants and toxic masculinity for male applicants (e.g., pressure to behave confidently). However, either way, organizations may be well advised to check for gender imbalances in their applicant pool as many factors are known that prevent disproportionately more female than male applicants from applying for jobs (described in the following section in more detail; e.g., Born & Taris, 2010).

Application Intention and Gender

Past research on application intention and gender has found similarities as well as differences between female and male applicants. User analyses from the job search portal LinkedIn have shown that when women and men browse job postings, they both look on average at 44-46 job postings (Tockey & Ignatova, n.d.). While behaving quite similar in the job search, women applied to 20% fewer jobs than men (Tockey & Ignatova, n.d.). Barbulescu and Bidwell (2013) have shown a similar pattern. In their study women were less likely than men to apply to management jobs in finance (though women and men were similarly qualified), partly because they expected lower success of their application. Yet, women were not less likely to receive a job offer in finance than men.
Quite a few studies have meanwhile confirmed that women’s application intention is more dependent on context compared to men’s application intention. The type of job or industry (Barbulescu & Bidwell, 2013; Fluchtmann et al., 2022), for example, has been found to influence women’s application intentions more strongly compared to men’s application intention. Further, organizational culture has been identified to influence female applicants’ intention to seek power positions more strongly than those of male applicants (Salwender et al., 2023). Besides such context variables, the effects of design of job advertisements have been researched intensively. Women’s, but not men’s, application intention increased when the required qualifications listed in the job advertisement were worded in terms of behaviors (e.g., “able to generate original ideas”) instead of personal attributes (e.g., “possess high levels of creativity”; Born & Taris, 2010; Wille & Derous, 2018). Similarly, women’s, but not men’s, interest in a job increased when the wording used in the job advertisement carried feminine (e.g., “we are committed…”) instead of masculine connotations (e.g., “we are determined…”; Gaucher et al., 2011). Such gender differences can even be found in children as girls’, but not boys’, interest in stereotypically male occupations was higher when gender-inclusive job titles (e.g., “businesswomen and businessmen”) were used compared to masculine generics (e.g., “businessmen”; Vervecken et al., 2013).

Studying gender differences in application intention is insofar important as consequences of gender differences in application intention can accumulate in the gender pay gap (Fluchtmann et al., 2022) and the gender leadership gap (Schmidt & Stettes, 2018). Before we discuss the question whether women want to have a higher qualification fit when applying for a job than men, we will next define and shortly review research on qualification fit.

**Qualification Fit Effects**
Qualification fit can be classified as a special case of person-job fit, which has been researched extensively. Person-job fit is defined as “relationship between a person’s characteristics and those of the job or tasks that are performed at work” (Kristof-Brown et al., 2005, p. 284) and is divided into two subtypes. The first subtype, demands-abilities fit, describes fit between a person’s individual abilities and job demands (e.g., a person has profound knowledge in statistics and part of the job is to interpret statistics; Kristof-Brown et al., 2005). Qualification fit is a special case of this subtype, referring to a specific job advertisement. The second subtype, needs-supplies fit, describes whether a person’s individual needs are met by a job (e.g., having a challenging job, having flexible working hours; Kristof-Brown et al., 2005; Travaglianti et al., 2016).

Summarizing 62 studies and 225 effect sizes, a meta-analysis of both subtypes of person-job fit showed that higher person-job fit was associated with higher organizational attraction of potential applicants and a stronger intent of organizations to hire an applicant (both pre-entry assessments, i.e., before an individual enters an organization). Further, higher person-job fit was associated with higher job satisfaction, higher organizational commitment, lower intention to quit, higher satisfaction with coworkers and supervisors, higher organizational identification, higher performance, and lower strain (all post-entry, Kristof-Brown et al., 2005). In the pre-entry phase, recent studies additionally showed that higher person-job fit also went along with higher application intentions (Van Hooft et al., 2006) and higher intentions to accept a job offer (Carless, 2005, Chapman et al., 2005).

Therefore, in general, we expect a positive relationship of qualification fit and application intention across both genders. However, in the following section we present evidence suggesting gender differences in the qualification fit – application intention relation with a stronger relation for women than for men.

**Gender Difference in Desire for Preparedness**
Multiple studies have investigated to what extent men and women feel prepared to confront new tasks in education and job environments and have predominantly found men perceiving themselves to be more prepared than women (e.g., for entering graduate school; García-Aracil et al., 2018; Mohan & Sundari Ravindran, 2018; Shaw et al., 2013; Svirko et al., 2014; Thandi & Sharma, 2004). Directly relevant to our main hypothesis is Lee’s (2018) examination of women’s and men’s desire for preparedness regarding qualification fit: Participants were asked to imagine that they were looking for a new job. Participants then indicated their desired qualification fit by selecting a number between 0% and 100% in response to the statement “You will apply for a job if you think you have X% of the skills and knowledge that the job requires” (Lee, 2018, p. 12). Across five studies, women strived for a higher preparedness than men, as women wanted to fulfill a higher percentage of the qualification criteria (79%) before they would apply for a job than men (72%). Further, the results showed that women held only themselves to this higher standard, as neither a gender difference occurred in the advised preparedness for a close female nor for a close male friend (Lee, 2018, Study 2).

The present research goes beyond the analysis of the percentage of qualification criteria participants desire to fulfill before applying for a job. We either manipulated qualification fit or assessed participants actual qualification fit for a concrete, realistic job advertisement for which participants indicated their application intention. We did this to reflect application processes more realistically and directly, as self-reported desired percentages are a rather simplistic and at the same time very abstract measure. It is unclear whether and how such abstract estimations of desire for preparedness are actually translated into behavioral intentions in application situations. We therefore tested whether we find a gender difference in application intention depending on manipulated or assessed qualification fit. Further, the gender difference in desire for preparedness found in Lee (2018), 72% versus 79%, was rather small compared to the 60% versus 100% hypothesis. The present studies therefore tested for significant
gender differences at different levels of qualification fit. We further tested several potential explanations for the hypothesized gender difference, which we outline next, to provide a starting point for future research and practice.

**Why Women May Desire to Be More Prepared Than Men When Applying for a Job**

Past research and discussions on the 60% and 100% statistic have already generated several explanations for a gender difference in application intention depending on qualification fit. At the core of the explanations why women may desire to be more prepared for jobs than men lie gendered socialization (Lawson et al., 2015; Tannen, 1990) as well as prescriptive gender stereotypes (Prentice & Carranza, 2002). We will now shortly review past research on gender differences in those explanatory variables.

**Lower Self-Confidence**

Oftentimes, the 60% and 100% statistic has been attributed to women having lower *self-confidence* than men (e.g., Hannon, 2014). However, in her Harvard Business Review article, Mohr (2014) reports results from a survey based on which she refutes confidence as an explanation for why women may want to be more prepared than men when applying for a job. In her survey, Mohr asked *why* exactly people did not apply for a job when they decided not to apply because they did not meet enough qualifications. A lack of confidence was the *least* common answer given (10% of women and 12% of men gave this answer). Further, gender differences in self-confidence seem to be highly dependent on context and existing results are therefore inconclusive regarding qualification fit (Matlin, 2004). However, in measures closely related to self-confidence, women have reported lower *self-esteem* (Lee, 2018), higher *perfectionism* (Lee, 2018), and stronger *impostor-feelings* (Markman, 2019) than men. These characteristics have consequently also been proposed as explanation for a gender difference in desire for preparedness (Lee, 2018; Markman, 2019). As they have not (sufficiently) been tested as explanations, they are also investigated in the present research.
**Higher Risk Aversion**

Research has shown that women are less willing to take risks than men (Dohmen et al., 2011; see Byrnes et al., 1999, for a meta-analysis) and this is due to women’s expectation of less rewarding consequences of taking risks (Morgenroth et al., 2022). Regarding job applications, Lee (2018) showed that gender differences in “default” risk perceptions may pose an explanation for women wanting to be more prepared than men when applying for a job. When a job description did not contain any risk-related information, women wanted to be more prepared than men before they would apply (i.e., women indicated a higher percentage of the qualifications mentioned in the job description they desired to fulfill). In comparison, when a job was described as risky (i.e., a bad performance decreases chances for a future career), no gender difference in desire for preparedness emerged because men’s desire for preparedness increased to that of women. When a job was described as not risky (i.e., a bad performance will not decrease chances for a future career), no gender difference in desire for preparedness emerged because women’s desire for preparedness decreased to the level of men’s desire for preparedness (Lee, 2018, Study 4). This result pattern allows the conclusion that women as a default perceive a higher risk in application situations (unless an explicit statement about low risk is present) eliciting a higher desire for preparedness. As an intervention to reduce the perceived risk Lee (2018, Study 5) examined the effects of using a growth mindset communication (i.e., the company values learning experiences) in a job advertisement. When the job advertisement did not include a growth mindset communication, the basic pattern was replicated as women reported a higher desire for preparedness than men. However, when the job advertisement conveyed a growth mindset, this gender difference disappeared because women’s desire for preparedness was reduced (Lee 2018).

Related to women being more risk averse, women have further been found to behave less competitive than men (Saccardo et al., 2018). Gender differences in competition could
also be relevant for explaining gender differences in application situations due to their competitive nature and are therefore also investigated in the present research.

**Higher Fear of Failing**

Another set of explanatory variables that could explain why women may want to be more prepared for a job than men are fears. When Mohr (2014) asked why exactly people did not apply for a job when they decided not to apply because they did not meet enough qualifications, the largest descriptive difference in responses from women and men emerged on their fear of failing. Women (22%) indicated more fear of failing than men (13%). This is backed up by findings across different age groups that – in general – females have stronger fear of failing than males (Borgonovi & Han, 2021; Levy et al., 2012; Nelson et al., 2013). Further, Lee (2018) discusses that women might have a higher desire for preparedness than men as women have learned that they are held to a higher standard in application situations (and research shows that indeed they are, see e.g., Heilman, 2001; Gerdes & Garber, 1983). Therefore, women’s fear that they are not able to meet expectations could explain their higher desire for preparedness. Other fears potentially explaining gender differences in application intention are fear of negative evaluation/rejection (Lee, 2018) and fear of backlash (Salwender et al., 2023). As these fears have not yet been tested with reference to qualification fit in application situations, we include them in the present research.

**Higher Rule Abidance**

Mohr (2014) found that women answered descriptively more often than men that they were following the guidelines when not applying for a job because they did not meet all qualification criteria. This is backed up by research showing that women – in general – report higher rule abidance than men in work contexts (Portillo & DeHart-Davis, 2009). Besides following the guidelines, a waste of time and energy was named as top reason to not apply when
not all qualification criteria are met (descriptively more often by men than women; Mohr, 2014).

Across the studies reported below, we investigate all these potential explanations. Notably, most discussions have focused on women so far. However, Lee (2018) noticed that women, men, or both could be the driver of differences. Men, for example, may underestimate the degree of preparedness necessary and be overly confident (Lee, 2018). It is also possible that they refrain from applying with a very high qualification fit because they perceive a lack of challenge and further qualification gains. We therefore analyze and discuss gender differences on different qualification fit levels.

**Overview of the Present Research**

In the following, we present seven studies investigating whether women only apply for a job when they are 100% qualified, whereas men already apply for a job when they are 60% qualified and the possible reasons for such a gender difference. Across Studies 1-6 different paradigms were used to realize conceptual replications examining gender differences in application intention depending on manipulated or assessed qualification fit. In Studies 1-3 an experimental approach was administered by using hypothetical application scenarios with a manipulated qualification fit of CVs and job advertisements. Participants were to imagine a CV as their own and to indicate how much they intend to apply for a job. Using a correlational study design, in Studies 4-6 we presented a job advertisement and asked the participants how much they intended to apply for the job. Afterwards, participants’ qualification fit was assessed by having participants report which of the qualification criteria they themselves fulfilled. Across these six studies, we assessed several of the explanatory variables outlined above (e.g., fear of failing, rule abidance) as moderators or mediators. However, as the main goal of the first six studies was to examine whether the qualification fit – application intention relation is actually stronger for women than men, we focus on this main hypothesis and report
effects of the explanatory variables in the online supplement only. To foreshadow our results, we did not find strong evidence for a gender difference in application intention depending on qualification fit in those first six studies, neither when manipulating nor when assessing qualification fit. However, we consistently replicated the small gender difference in desire for preparedness reported by Lee (2018). Following, we examined women’s and men’s desire for preparedness in more detail in Study 7. Specifically, we competitively tested all explanatory variables described above as mediators to learn why women want to be more prepared than men before applying for a job. Finally, we integrate and discuss all findings in an overall discussion.

Studies 1-3

In Studies 1-3 we used hypothetical application scenarios with a manipulated qualification fit of CVs and job advertisements to test whether women only apply for a job when they are 100% qualified, whereas men already apply for a job when they are 60% qualified. As the procedure and design was very similar across Studies 1-3, we report a consolidated methods section to keep the manuscript concise (for details concerning the individual studies see online supplement). We report individual results sections for Studies 1-3 as qualification fit was manipulated between-subjects in Studies 1 and 3 and within-subjects in Study 2, requiring different sets of analyses. To keep results of the different studies comparable, analyses in the main manuscript are reported, for example, without pre-registered covariates which varied from study to study. Corresponding analyses, for example with covariates, are reported in the online supplement.

Method

Participants

In Study 1 $N = 289$ (76% female; 77% students in the field of social sciences), in Study 2 $N = 91$ (63% female; 47% students in the field of social sciences), and in Study 3 $N =$
265 (65% female; 33% students in the field of social sciences) university students participated. All three studies were conducted online. We excluded participants who identified as other gender from the analyses as their sample size was too small for gender-grouped statistical analyses.

**Procedure and Design**

Before starting the study participants had to agree to data protection and informed consent regulations. Next participants reported their demographics (including gender).

In all three studies, participants saw a CV (see online supplement for materials) and should imagine this was their own CV. We created different CVs for each study and aimed to create CVs our participants could widely identify with in terms of experience, skill levels, and grades. In addition to a CV, participants read one or more job advertisements (e.g., for a student assistant position) including a description of the company, the tasks, and qualifications required for the job (exemplary qualification “You have experience abroad”). Qualification fit was manipulated via a different number of qualifications listed in the job advertisement that were also present in the CV (e.g., year abroad after finishing school does meet the required qualification of having experience abroad vs. social year in Germany does not). After viewing the CV and a job advertisement, participants indicated their intention to apply for the position in the hypothetical scenario. A manipulation check measured the qualification fit perceived by the participants.

Study materials (CVs and job advertisements) and the specific experimental designs varied between the three studies to achieve conceptual replications. The design in Study 1 was chosen to test the basic hypothesis of the gender difference in application intention in a 60% versus 100% condition. It was therefore based on a 2 (participant gender: female vs. male) × 2 (condition: 60% vs. 100% objective qualification fit) between-subjects design with random
assignment to the condition groups (i.e., participants only saw one job advertisement with either 60% or 100% qualification fit). Study 2 extended the focus on different amounts of qualification fit and uses a within-subjects design to get closer to real application processes in which different options may be available. The design in Study 2 was a 2 (participant gender: female vs. male) × 6 (condition: 0%, 20%, 40%, 60%, 80% vs. 100% objective qualification fit) mixed design with participant gender as between-subjects and qualification fit as within-subjects factor (i.e., participants saw six job advertisements with differing qualification fit and indicated their intention to apply for each job advertisement). To maximize power to detect a gender effect in the critical 60% qualification fit condition, Study 3 was a 2 (participant gender: female vs. male) × 1 (condition: 60% objective qualification fit) design with participant gender as between-subjects factor (i.e., all participants saw a job advertisement with 60% qualification fit and indicated their intention to apply).

In addition to the experimental test of gender differences in application intention depending on qualification fit, we asked about the participants’ desire for preparedness in Studies 2 and 3 to see whether we replicate Lee’s (2018) finding that women want to be more prepared for a job than men.

**Measures**

Participants responded to all measures on 7-point rating scales ranging from 1 = do not agree at all to 7 = totally agree, if not indicated otherwise.

**Manipulation Check.** In Study 1 participants ticked the criteria listed in the qualifications section in the job advertisement they fulfilled with “their” hypothetical CV resulting in scores from 0 to 10 criteria met with the hypothetical CV. In Study 2 participants estimated for one of the six job advertisements (randomly selected, to keep the experimental tasks short)
the fit of the job advertisement and their hypothetical CV [%]. In Study 3 participants estimated the percentage of qualification fit between the CV presented and the job advertisement [%].

**Application Intention.** In Studies 1 and 3 participants’ application intention was measured with two items “I would apply to the advertised position with this CV.”, and “If this were my CV, I would be very interested in applying for the advertised thesis.” (adapted from Hentschel et al., 2018; Study 1: \( r (287) = .69, p < .001 \); Study 3: \( r (263) = .56, p < .001 \)). Participants’ scores on the two items were averaged. In Study 2 participants indicated their application intention on one item only “How likely is it that you will apply for this job with “your” CV?” (1 = *very unlikely* to 7 = *very likely*, adapted from Hentschel et al., 2018).

**Desire for Preparedness.** In Studies 2 and 3 we asked participants “Imagine you have just read an advertisement for a job you are interested in. How many % match do you need with the qualifications listed to apply?” [%].

**Results Study 1**

**Manipulation Check**

In the 60% qualification fit condition participants ticked on average 5.94 (SD = 0.91) criteria they fulfilled with their imagined CV, whereas in the 100% condition participants ticked 9.42 (SD = 1.14) criteria, \( F(1, 285) = 621.67, p < .001, \eta^2 = .69 \), indicating a successful manipulation of qualification fit. The main effect of participant gender, \( F(1, 285) = 2.08, p = .151 \) (female participants responded slightly higher perceived fit than male participants), and the Participant Gender × Condition interaction were not significant, \( F(1, 285) = 0.50, p = .479 \).
**Application Intention Depending on Participant Gender and Qualification Fit**

The predicted Participant Gender × Objective Qualification Fit interaction was not significant, $F(1, 285) = 0.01, p = .906$ (see Figure 1). Contrary to the hypothesis, female and male participants did not differ in their application intention in the 60% qualification fit condition, $M_{diff} = 0.33, SE = 0.25, p = 1.000$. Overall, in the 100% qualification fit condition, female and male participants’ application intention was higher (main effect of condition: $F(1, 285) = 79.70, p < .001, \eta^2 = .22$), and again did not differ, $M_{diff} = -0.37, SE = 0.25, p = .775$.

Across conditions, female participants indicated a higher application intention than male participants, $F(1, 285) = 4.11, p = .043, \eta^2 = .01$. To further test the null-effect of the interaction relevant for the main hypothesis, a Bayesian ANOVA was conducted (using the default priors in JASP software) comparing a null-model including only a random effect for the subjects and the main effects of participant gender and qualification fit condition to a model that additionally included the predicted interaction term. For the inclusion of the interaction term a Bayes Factor of BF$_{01} = 4.660$ was found. A Bayes Factor of this magnitude is conventionally described as substantial evidence for the null hypothesis (Wagenmakers et al., 2011). Thus, the Bayes Factor speaks against the presence of the predicted interaction.

**Results Study 2**

**Manipulation Check**

Participants estimated the percentage of qualification fit between the CV presented and the job advertisement significantly different depending on qualification fit condition, $F(5, 79) = 26.86, p < .001, \eta^2 = .63$. Analyzing Helmert-contrasts showed that the manipulation check worked well (all $ps < .078$) except for the step from the 60% to the 80% qualification fit condition that was not perceived to differ ($p = .757$; see Table S1 in the online supplement for descriptives). The main effect of participant gender and the Participant Gender × Objective Qualification Fit interaction were not significant, $Fs < 0.28, ps > .782$. 
Figure 1

Application Intention Depending on Objective Qualification Fit and Participant Gender
(Studies 1-3)

Note. Error bars represent 95% confidence intervals.

Application Intention Depending on Participant Gender and Qualification Fit

The predicted Participant Gender × Objective Qualification Fit interaction was not significant, $F(4.26, 379.49) = 1.12, p = .348$ (with Greenhouse-Geisser correction to adjust for
violations of sphericity; see Figure 1). Contrary to the hypothesis, female and male participants did not differ in their application intention at any percentage of qualification fit. For 20% to 100% qualification fit the level of significance of the participant gender contrast ranged from $p = .228$ to .906. For 0% qualification fit a marginal trend emerged, $p = .056$, with female participants showing a somewhat lower application intention compared to male participants. A Bayesian repeated measures ANOVA testing the interaction term supported the non-significant interaction effect, $BF_{01} = 17.750$, providing strong evidence for the null hypothesis. The main effect of condition was significant, $F(4.26, 379.49) = 133.97, p < .001, \eta^2 = .60$ (linear contrast $p < .001$) with higher application intention the higher qualification fit. Across conditions, no significant gender difference in application intentions emerged, $F(1, 89) = 0.57, p = .452$.

**Desire for Preparedness**

Female participants ($M = 77.89\%, SD = 9.54$) reported a higher desire for preparedness than male participants ($M = 69.59\%, SD = 13.75$), $t(89) = 3.40, p < .001, d = .74$.

**Results Study 3**

**Manipulation Check**

Participants estimated the percentage of the manipulated 60% qualification fit between the CV presented and the job advertisement at 66% ($SD = 16.32$). Female participants ($M = 68\%, SD = 14.54$) rated the fit higher than male participants ($M = 63\%, SD = 18.91$; $t(149.41) = 2.12, p = .036, d = .30$). We therefore controlled for this rating in the analysis of participants’ application intention.

**Application Intention Depending on Participant Gender at 60% Fit**

Controlling for the estimated percentage of qualification fit in step 1 of a hierarchical regression analysis, application intention did not differ between female ($M = 4.96, SD = 1.38$)
and male participants ($M = 4.67, SD = 1.40$), $\beta = -.03$, $t(262) = -0.51$, $p = .608$. Dropping the control variable and running a $t$-test did not change the result, $t(263) = 1.59$, $p = .114$. A Bayesian independent samples $t$-test with male > female participants’ application intention as alternative hypothesis supported this result, $BF_{01} = 17.434$, providing strong evidence for the null hypothesis.

**Desire for Preparedness**

Female participants ($M = 73.18\%, SD = 14.86$) indicated a higher desire for preparedness than male participants ($M = 67.86\%, SD = 18.19$), $t(263) = 2.56$, $p = .011$, $d = .33$.

**Discussion**

In Studies 1-3 we did not find evidence for the proposed gender difference in application intention at 60% qualification fit (not even when integrating the data from the three studies to maximize power and testing for a gender difference in the 60% qualification fit condition that was present in all three studies, see online supplement). At the same time, Studies 2 and 3 replicated a gender difference in desire for preparedness at a much narrower margin. Comparable to the findings of Lee (2018; US American adult samples) the present studies confirmed that the desire for preparedness was significantly higher for women than for men (73-78% for women vs. 67-70% for men). Conceivably, this gender difference in desire for preparedness could translate into a gender difference in application intentions depending on qualification fit. However, this difference can probably only be found at a much smaller margin than predicted in the anecdotal 60% versus 100% claim (Sandberg, 2015) and may be restricted to a narrow, specific level of qualification fit (67-78%).

Besides a much smaller actual gender difference than predicted, limitations of the design used in Studies 1-3 could explain the non-significant results of Studies 1-3. All three studies were based on hypothetical scenarios as participants had to imagine a presented CV as
their own. This can be criticized of lacking self-relevance of the situation or lacking identification with the CV (which could also be reflected in participants’ low overall interest in the advertised positions). Participants may even have felt to be in the position to advise the person whose CV they read on the application decision, a situation for which Lee (2018) has already shown the absence of gender effects: Women and men gave highly similar recommendations regarding desire for preparedness to friends. We therefore developed a new method for the next set of studies to overcome these limitations.

**Studies 4-6**

The new method applied in Studies 4-6 comprised presenting a job advertisement and asking the participants how much they personally intended to apply. Afterwards, the participants checked the qualification criteria listed in the job advertisement they themselves fulfilled. By using this new study paradigm, no CV had to be imagined, reducing the hypotheticality of the task. All statements concerned the participants themselves. To increase the conciseness of the presentation and as the basic design was the same across Studies 4-6 (for details concerning the individual studies see online supplement), we present the results in an integrative data analysis of the merged data sets of Studies 4-6 with study number as dummy variable.

**Method**

**Participants**

The integrative data analysis comprised $N = 807$ participants (70% female). The samples in Studies 4 and 5 consisted of students, whereas Study 6 included 62% employees.

**Procedure and Design**

In all three studies we asked the participants to imagine they are looking for a job. Then participants saw a job advertisement (Studies 4 and 5 for two different newly created
student assistant positions, Study 6 for a consultant position). Next, participants indicated their application intention. Then participants indicated which of the ten qualification criteria listed in the job advertisement they personally fulfilled. Additional questions (see online supplement for details) followed.

Measures

**Application Intention.** For the integrative data analysis, we used the item “I would apply to the advertised position with this CV.”, as this was present in all three studies.

**Subjective Qualification Fit.** For each of the ten qualification criteria listed in the respective job advertisement (e.g., studying at a university), the participants indicated whether they fulfilled the criterion (yes/no). The resulting subjective qualification fit score ranged from 0% to 100%.

**Desire for Preparedness.** We asked participants “Imagine you have just read an advertisement for a job you are interested in. How many % match do you need with the qualifications listed to apply?” [%]. This measure was only included in Studies 4 and 5.

Results

**Application Intention Depending on Participant Gender and Qualification Fit**

We tested our hypothesis that the qualification fit – application intention relation is stronger for women than for men with a hierarchical regression analysis. Application intention was the criterion and participant gender, qualification fit, and their interactions were the predictors in the analysis. Interest in the specific job advertisement served as control variable in step 1 of the analysis, as each study had used a different job advertisement (the results were virtually identical with and without interest as control variable). Additionally, study number and the respective interactions were added to test the consistency of the results across studies.
The results are reported in Table 1 and Figure 2. Higher qualification fit predicted higher application intentions. Female participants indicated a higher application intention than male participants. The Participant Gender × Qualification Fit interaction was significant. For female participants, the correlation between qualification fit and application intention was significantly positive, $r (564) = .30, p < .001$. For male participants the correlation was also positive, but not significant, $r (239) = .08, p = .223$. The two correlations differed significantly from each other, Fisher’s $z$-test: $z = 2.97, p = .002$. Investigating simple slopes revealed that for 0%-60% qualification fit the gender difference in application intention was not significant ($p_s > .139$), whereas for 70%-100% qualification fit female participants’ application intention was higher compared to male participants’ application intention ($p_s < .0057$). In addition, a Bayesian linear regression was conducted comparing a null-model including participant gender, qualification fit, and interest to a model that additionally included the Participant Gender × Qualification Fit interaction term (step 3 from Table 1). For the inclusion of the interaction term a Bayes Factor of $BF_{01} = 1.04$ was found. A Bayes Factor of this magnitude is conventionally described as anecdotal evidence for the null hypothesis (Wagenmakers et al., 2011). Thus, the Bayes Factor speaks tentatively against the presence of the predicted interaction.

That the gender effect seems not very robust is backed up by the individual analyses for the three studies. Although the integrated analysis did not reveal a significant three-way interaction between gender, qualification fit, and study number, the crucial Participant Gender × Qualification Fit interaction was not consistently found in the individual studies ($\beta_s$ ranging from .05 to .83, $p_s$ from .024 to .367, see online supplement). Overall, the pattern is in the predicted direction, but if at all the effect is very small, primarily driven by women’s higher application intention (or phrased the other way around by men’s lower application intention) at high levels of qualification fit, and more data is needed to come to a clear conclusion.
### Table 1

*Hierarchical Regression Analysis Predicting Application Intentions (Integrative Data Analysis Studies 4-6)*

<table>
<thead>
<tr>
<th>Step</th>
<th>Variable</th>
<th>$\beta$</th>
<th>$t$</th>
<th>$p$</th>
<th>$\text{Adj. } R^2$</th>
<th>$\Delta R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Interest</td>
<td>0.36</td>
<td>10.95</td>
<td>&lt;.001</td>
<td></td>
<td>.13</td>
</tr>
<tr>
<td>2</td>
<td>Participant Gender</td>
<td>0.08</td>
<td>2.53</td>
<td>.019</td>
<td></td>
<td>.16</td>
</tr>
<tr>
<td></td>
<td>Subjective Qualification Fit</td>
<td>0.17</td>
<td>5.19</td>
<td>&lt;.001</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td>3</td>
<td>Participant Gender × Subjective</td>
<td>0.08</td>
<td>2.08</td>
<td>.038</td>
<td></td>
<td>.17</td>
</tr>
<tr>
<td></td>
<td>Qualification Fit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>4</td>
<td>D2</td>
<td>-0.12</td>
<td>-2.79</td>
<td>.005</td>
<td></td>
<td>.20</td>
</tr>
<tr>
<td></td>
<td>D3</td>
<td>0.03</td>
<td>0.68</td>
<td>.494</td>
<td></td>
<td>.03</td>
</tr>
<tr>
<td></td>
<td>D2 × Subjective Qualification Fit</td>
<td>0.04</td>
<td>0.70</td>
<td>.482</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>D3 × Subjective Qualification Fit</td>
<td>-0.07</td>
<td>-0.96</td>
<td>.336</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>D2 × Participant Gender</td>
<td>0.10</td>
<td>1.87</td>
<td>.062</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>D3 × Participant Gender</td>
<td>0.05</td>
<td>1.00</td>
<td>.318</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>D2 × Participant Gender × Subjective</td>
<td>-0.07</td>
<td>-1.20</td>
<td>.231</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Qualification Fit</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Qualification Fit</td>
<td>-0.08</td>
<td>-1.07</td>
<td>.286</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note.* Female participants = +0.5, male participants = −0.05; study number: reference group is Study 4; D2 compares Study 5 to Study 4, D3 compares Study 6 to Study 4

**Desire for Preparedness**

Female participants ($M = 75.67\%, SD = 11.66$) indicated a higher desire for preparedness than male participants ($M = 73.00\%, SD = 11.40$), $F(1, 525) = 6.06, p = .014, \eta^2 = .011$ (study number was included as dummy in this analysis).
Discussion

In this integrative data analysis summarizing Studies 4-6 we found a small, but not robust gender difference in application intention depending on qualification fit. In contrast, the gender difference in desire for preparedness was robustly replicated. Before discussing these results, we present a small-scale meta-analysis on the gender difference in desire for preparedness.

Small-Scale Meta-Analysis: Women’s and Men’s Desire for Preparedness

We conducted a small-scale meta-analysis summarizing the gender difference in desire for preparedness across our own studies and Lee’s (2018) studies ($k = 10$; from Lee we only used the control groups if an intervention was tested). The results were highly consistent
between studies. Women’s desire for preparedness ranged between 73-80% and men’s between 67-74%. Overall, women’s desire for preparedness was significantly higher than men’s desire for preparedness, $d = 0.39$, 95% CI [0.28, 0.51].

**Interim Discussion**

We conducted six studies to examine whether the qualification fit – application intention relation is stronger for women than for men. In Studies 1-3 we used an experimental approach presenting hypothetical CVs to the participants. In those studies, we did not find evidence for a gender difference in the strength of the qualification fit – application intention relation. However, as discussed above, these studies may have come with their limitations (e.g., hypotheticality, analogy to “giving advice to a friend”). Therefore, in Studies 4-6 we used a correlational approach eliminating those limitations by asking participants for their personal application intention and assessing participants’ qualification fit. In these latter studies, we found a small indication for a stronger qualification fit – application intention relation for women than for men which was especially driven by women’s higher application intention compared to men’s at high levels of qualification fit. However, the results of a Bayesian analysis speak against the robustness of this gender difference and leave the conclusion that more data is needed for a definite evaluation.

For all six studies reported so far, we tried to develop application scenarios that are realistic and tailored for the participants of the respective study. In addition, we created job advertisements using gender-neutral wordings and layouts to make sure that women and men were per se equally attracted to the respective jobs. Yet, despite these efforts, interest ratings were overall low and sometimes differed between females and males. Therefore, to examine the qualification fit – application intention relationship without confounds of higher or lower interest in the advertised job, we controlled for participants’ interest in the analysis, arriving at the same results (see online supplement). Future studies should invest in assessing qualification
fit and application intention in real applicants to eliminate hypotheticality altogether and maximize interest for a further critical test of the 60% versus 100% claim.

Summarizing Studies 1-6, tentative evidence hints towards qualification fit potentially being more important for women than men in their thoughts and feelings in application processes. Strongest evidence for such a conclusion is provided by a robust gender difference in desire for preparedness which consistently emerged for the general desire for preparedness measure that was independent of the specific study designs and job advertisements. Women indicated a higher desire for preparedness in application situations than men. This speaks for a higher psychological hurdle present for women compared to men as women have to overcome their higher desire for preparedness to make the decision whether to apply for a job. To learn more about the gender difference in desire for preparedness, we next present data from a survey study where we integrated the explanations discussed in the introduction (e.g., self-confidence, risk aversion) to inform further research and practice about psychological, gender-specific hurdles present in application situations.

**Study 7**

In this seventh study we asked participants from diverse backgrounds about their desire for preparedness by asking at what percentage of qualification fit participants would apply for a job. In addition, we included the potential explanations outlined in the introduction and competitively tested which of these explanations best predicts participants’ desire for preparedness. Additional mediation analyses can inform further research as well as practice on relevant, gender-specific psychological hurdles present in application situations.

**Method**

**Participants**
In this online study \( N = 196 \) participants (51\% female) participated. Participants were recruited via Prolific. On average participants had 8.58 (\( SD = 8.78 \)) years’ work experience, 47\% percent of the sample was employed, 9\% self-employed, and 18\% looking for a job, 13\% were in a leadership position.

**Procedure and Design**

Participants agreed to participate in a survey on thoughts and feelings in application situations. The survey started with filler questions (see online supplement for a full description of the survey) to introduce the topic. Afterwards, we assessed the potential explanations for women’s higher desire for preparedness, including self-confidence, risk aversion, fear of failing, and rule abidance and their correlates as described in the theoretical section with reference to application situations. Further, we asked the participants at what percentage of fit they would apply for a job they were interested in (i.e., desire for preparedness). In the last section of the survey questions on demographics followed.

**Measures**

**Desire for Preparedness.** Participants answered the same item “Imagine you have just read an advertisement for a job you are interested in. How many % match do you need with the qualifications listed to apply?” [%] as used previously.

**Explanatory Variables.**

**Self-Confidence.** Participants indicated their self-confidence when applying for a job with three items, for example “I am convinced of the success of my applications.” (1 = does not apply to me at all to 7 = totally applies to me; \( \alpha = .73 \); adapted from Dunn et al., 2021; average score). In addition to self-confidence, we assessed the highly related construct self-efficacy. Participants indicated their self-efficacy when applying for a job with three items, for
example “I can rely on my skills in the application process.” (1 = does not apply to me at all to 7 = totally applies to me; adapted from Beierlein et al., 2014; α = .81).

**Self-Esteem.** Participants indicated their general self-esteem with four items, for example “I am happy to be the way I am.” (α = .86; Hormuth & Lalli, 1988; average score).

**Perfectionism.** Participants indicated their perfectionism when applying for a job with three items, for example “I strive in the application process to appear perfect.” (1 = does not apply to me at all to 7 = totally applies to me; α = .52; adapted from Hewitt et al., 2003; average score).

**Impostor-Feelings.** Impostor-feelings when applying for a job were assessed with three items, for example “I'm afraid that in the application process it will come out that I'm not as capable as expected.” (1 = does not apply to me at all to 7 = totally applies to me; α = .81; adapted from SOEP-IS Group, 2017; average score).

**Risk Aversion.** Participants’ risk perceptions in application situations were measured with two items, for example “I like to take risks in the application process.” (reversed item; 1 = does not apply to me at all to 7 = totally applies to me; r(194) = .27, p < .001; adapted from Mandrik & Bao, 2005; average score).

**Growth Mindset.** Participants indicated their job-related growth mindset by responding to two items, for example, “I can learn new skills that I need for a job.”, (1 = does not apply to me at all to 7 = totally applies to me; r(194) = .31, p < .001; self-created scale; average score).

**Competition.** Participants responded to five items on their perception of competition when thinking about application situations, for example “Competition makes people perform better.” (α = .73; Kesebir et al., 2019; average score).
**Fear of Failing.** Participants responded to two items on their fear of failing in application situations, for example “Would you be preoccupied with the thought "The recruiter could think I'm incompetent"?” (1 = not at all to 7 = very much; r(194) = .75, p < .001; self-created scale; average score).

**Fear of Not Being Able to Meet Expectations.** Tapping into whether women think they are held to a higher standard in application situations without being too explicit about gender (as this could elicit reactance or desirability effects), we asked the participants how much they agree with the statement “I only apply when I have a high fit because I fear that I will be doubted if I don't meet all the criteria.” (self-developed).

**Fear of Negative Evaluation/Rejection.** Participants indicated their fear of negative evaluation/rejection in application situations on two items, for example “Would you be nervous because of the possibility of receiving a rejection?” (1 = not at all to 7 = very much; r(194) = .67, p < .001; self-created scale; average score).

**Fear of Backlash.** Participants indicated their fear of backlash on four items, for example “Would you be concerned that the recruiter perceives you as too confident?” (1 = not at all to 7 = very much; α = .65; see Study 5; adapted from Salwender et al., 2023; Moss-Racusin & Rudman, 2010; average score).

**Rule Abidance.** Participants responded to three questions on their perception of rules concerning qualification fit, for example “I think the qualifications listed are actually all expected in a job posting.” (α = .73; self-created scale; average score).

**Waste of Time and Energy.** We asked participants three questions on their perception of time investment concerning qualification fit, for example “Applying for a job where I don't meet all the criteria in the job posting would be a waste of energy and time.” (α = .79; self-created scale; average score).
**Additional Variables.** For exploratory reasons, we asked participants some additional questions on their perception of qualification fit: “For the success of an application it is more important to sell yourself well compared to how many requirements you meet.” (*present oneself*), “You should apply for a job where you do not already meet all the requirements to be able to develop further.” (*room for development*), “If my skills match the job advertisement, I have a high chance of success.” (*chances for success*; self-developed).

Participants’ *success motivation* in application situations was assessed by asking to rate “When I apply for a job, I think about how nice a success would be for me.”, *failure motivation* by “In an application process, my biggest goal is to avoid rejection under any circumstances.”, and *success attributions* by two items “If I am successful in the application process, I owe it to my skills, my efforts, or my good preparation.” and “If I'm successful in the application process, I'm lucky.” (1 = *does not apply to me at all* to 7 = *totally applies to me*; self-created).

We assessed participants’ goal orientation when applying for a job with one item for *ability orientation* “When I apply for a new job, I want a position that allows me to always prove my abilities.”, one item for *outcome orientation* “… that allows me to always get the best possible evaluation of my performance.”, and one item for *learning orientation* “…that allows me to always learn and improve my skills.” (Lee, 2018).

A short 10-item version of the Big-5 inventory measured participants’ *extraversion, agreeableness, conscientiousness, openness, and neuroticism* (Rammstedt et al., 2014).

**Results**

**Desire for Preparedness**
Replicating findings of the previous studies, female participants ($M = 74.07\%, SD = 10.78$) indicated a higher desire for preparedness than male participants ($M = 70.84\%, SD = 11.53$), $t(194) = 2.02$, $p = .044$, $d = .29$.

**Predictors of Participants’ Desire for Preparedness**

We ran a random forest model using the randomForest package in R (Breiman et al., 2022) to competitively test which variables of the many explanatory variables we assessed are most predictive of participants’ desire for preparedness. Variables were $z$-standardized before running the machine-learning algorithm. Results are depicted in Figure 3. The most important predictor of participants’ desire for preparedness was fearing of not being able to meet expectations when not fulfilling all qualification criteria. All variables with a %IncMSE larger than 1 (dots to the right of the line) are deemed relevant for participants desire for preparedness (negative values denote noise). Results for the individual predictors (gender differences in the predictors as well as prediction of desire for preparedness) as well as a table presenting the correlations between all variables assessed are reported in the online supplement.

**Mediation Analysis**

For all the potential explanatory variables reported above we conducted a multiple mediation analysis (mma package in R, Yu & Li, 2017). Specifically, we ran a multiple mediator model with participant sex as predictor, desire for preparedness as outcome and 29 potential mediators. In the first step, mediators were identified by selecting those variables that are correlated with the predictor as well as the outcome. In the second step indirect effects were calculated (generalized linear model). Replicating the $t$-test presented before, overall, women were more likely to indicate a higher desire for preparedness than men. In the third step, statistical inferences were drawn using bootstrapping procedures. Using the quantile confidence interval, the results indicated at a significance level of 0.2 that fearing not being able to meet expectations, that is “fearing that doubts are cast on oneself when not fulfilling all criteria”,

had a significant indirect effect on the gender difference in desire for preparedness, which explained about 61% of the gender difference (average mediation effect from bootstrap samples: 0.61 [0.32; 2.07]). To a much smaller degree fear of backlash (7%) and impostor-feelings (5%) were significant mediators. No other mediators were significant.

Figure 3

Predictors of Desire for Preparedness (Study 7, Random Forest Model)
Discussion

Using a comprehensive set of survey questions, we replicated the gender difference in desire for preparedness. We tested multiple explanations and found the fear of not being able to meet expectations was especially relevant. Next, we discuss these results together with the previous studies.

General Discussion

We addressed the research gap on the question whether women only apply for a job if they are 100% qualified, whereas men already apply when they are 60% qualified. In six studies with different paradigms and methods we did not find convincing evidence for the 60% and 100% hypothesis. In Studies 1-3 no gender difference emerged in participants’ application intentions at any level of manipulated qualification fit. In Studies 4-6 we found a stronger positive qualification fit (assessed) – application intention relationship for women than for men. Yet, this result did not emerge consistently, and the results of Bayesian analyses spoke against this Participant Gender × Qualification Fit interaction, indicating that more data are needed to come to an informed conclusion. Overall, the results of the first six studies cast doubt on whether the 60% and 100% hypothesis, which has not yet been empirically proven, holds at least as a general gender difference. Beyond that, gender differences may be in much narrower ranges, as the data on women’s and men’s desire for preparedness suggest. The ranges in the preparedness data were between 73-80% of qualifications women desired to fulfill before applying for a job and between 67-74% for men. In Study 7 we tested 29 potential mediators explaining this gender difference in desire for preparedness. Female participants consistently indicated a higher desire for preparedness than male participants and fearing not being able to meet expectations—and to a lesser extent the fear of backlash and having imposter-feelings—could explain this gender difference.

Theoretical Contributions
The results of Studies 1-6 raise the question: Does a gender difference at 60% qualification fit exist at all? Further, the results from Studies 4-6 suggest that it may be more worthwhile to focus on gender differences at high levels of qualification fit as gender differences in application intention in our data mainly emerged at high levels of qualification fit. This could be an important focus for future research, especially for an examination of mediators. While past narratives focused on women and deficits (e.g., lacking self-confidence; in the application area in general a large amount of past research has focused on female applicants, from both actor and observer perspective, e.g., Moss-Racusin & Rudman, 2010; Salwender et al., 2023; Williams & Tiedens, 2016), a gender difference at high levels of qualification fit might be better explained by men striving more (and women striving less) for challenges and opportunities for development and therefore intending to apply less (or more) when their fit is very high.

Additional mechanisms may play a role as well, such as men over-estimating their overall fit (Nicks et al., 2022). In this regard, gender differences may appear in consecutive steps in the application process and may add up to final differences in application intention and success (see also the discussion of small, cumulative gender effects in Szillis & Stahlberg, 2007). Female and male applicants may for example differ in their subjective decision how much knowledge or skill they need to fulfill a qualification criterion as well as in their overall fit perception. At first glance, our Studies 4-6 (see online supplement) seem to contradict this possibility: female and male applicants similarly estimated the degree to which they fulfill a single qualification criterion depending on their self-perception of performance (e.g., whether an applicant says they fulfill the criterion speaking English fluently or not depends on their self-rated language skills but not on gender). However, these findings rely on self-reports (and men’s self-perception of skill may be inflated or women’s may be underestimated) and should be complemented with other-reports as well as more objective measures (e.g., English test). In
addition, qualification fit does not seem to play a major role for men with regards to their application intention (see non-significant correlation in Studies 4-6). It would be informative for research and practice to investigate which predictors are relevant for men’s application intentions.

Our findings of no gender difference in application intentions depending on qualification fit in experimental and correlational designs (Studies 1-6) and at the same time a robust gender difference in desire for preparedness (small-scale meta-analysis) may appear contradictory at the first glance. One potential explanation could be that for women higher psychological hurdles are present than for men when deciding whether to apply for a job or not, but women are willing and capable to go the extra mile and consequently no gender difference in application intentions based on qualification fit emerges. This might be part of a larger phenomenon as, for example, Salwender et al. (2023) found very small differences in women’s and men’s intention to seek power position and at the same time large gender differences for psychological hurdles such as fear of backlash.

Despite the psychological hurdle explanation other explanations are conceivable explaining at first glance contradictory findings, for example context. We sought to test the 100% versus 60% claim with university students in an as neutral context as possible to test its’ validity in a neutral, common, and generalizable setting. For this purpose, we used gender-inclusive language and neutral adjectives in the job advertisements and gender balanced jobs (see detailed methods sections of Studies 1-6 in the online supplement) and did not find strong support for the claim that women only apply when they are 100% qualified, whereas men already apply when they are 60% qualified using correlational and experimental designs. However, context may be an important moderator in this regard. The neutral context as well as the student assistant positions targeted in the reported studies (that were chosen to achieve
relevance and closeness to reality for the student samples) contrast with the career advancement/leadership context for which the statistic has been proposed. The proposed effect may only be found in a high-stakes, male-dominated area, as such a context could induce lack-of-fit mechanisms such as fears of not being able to meet expectations (Heilman, 1983). Therefore, future research should investigate context as moderator.

Further, even though much can be learned from the studies presented, several important questions remain unanswered. It would be very interesting to learn which application strategy (e.g., applying selectively, which may be a wise investment of applicants’ time, but may entail the risk of lost opportunities) is more advantageous and whether female applicants’ fears to fall short of expectations are valid, even when women are equally qualified as men. In general, applicants with relatively high qualifications are perceived as more hirable than applicants with relatively low qualifications (Hardy et al., 2022), showing that taking qualification fit into account when making application decisions is in general a good strategy. An analysis of a recruiting company, however, finds no increase in chances of being invited to an interview from 50% qualification fit to 100% qualification fit, for women even from 40% onwards, and therefore recommend applying once a match of 50% is given (Jaja, 2018). First evidence hints even towards drawbacks of very high qualification fits. In one study, for example, being highly capable led to less favorable impressions by hiring managers compared to being adequately capable as, among other things, highly capable candidates were perceived to have more outside job options and potentially quit sooner (Galperin et al., 2020). Men might be more aware of such drawbacks and/or integrate this awareness more strongly into their application strategy.

These findings from prior research would speak for a recommendation to apply at lower levels of fit than 100%, but this advice might not work for women: Research shows that
female applicants’ larger fears of not being able to meet expectations compared to male applicants’ fears (identified as explanation for a gender difference in desire for preparedness in Study 7) seem valid. The same performance has been found to be perceived differently depending on the gender of the actor in the direction that women’s performance was devalued (Heilman, 2001). This is even more intriguing as past research has found that in hiring decisions for women competence plays a central role, whereas for evaluations of men potential plays a larger role (Gerdes & Garber, 1983; Player et al., 2019). Further, Niessen-Ruenzi and Zimmerer (2023) showed that especially when the evaluation of leadership potential of candidates proved difficult (e.g., outside hires), signaling skills was more important for female than male candidates.

Limitations and Future Directions

Rejecting the 60% and 100% hypothesis altogether based on the data presented might be premature because of several shortcomings in our studies. Future research could improve the research design by incorporating real application situations for actual job seekers, use job advertisements from high-stakes, male-dominated areas, or use company application data instead of hypothetical situations (see also interim discussion on low interest in the respective jobs in our studies). Further, with a dichotomous yes/no decision that has to be taken in real life situations gender differences may be aggravated. It therefore seems especially relevant to learn more about the discrepancy of women indicating overall a higher application intention than men in our studies, whereas Tockey and Ignatova (n.d.) reported that women applied to fewer jobs than men on the actual job market. This discrepancy could have arisen due to response tendencies, social desirability, different types of jobs examined, etcetera. Future research should investigate with dichotomous application decisions for how many jobs women and men apply and whether qualification fit can predict which jobs they apply to.
Further, future research should investigate whether the null findings in experimental and correlational designs measuring application intentions in Studies 1-6 replicate using different methods. For example, in a longitudinal study participants could first indicate for a large pool of qualification criteria which they fulfill. Then participants could be randomly assigned to different fit conditions and the job advertisements could be created based on the qualification criteria information provided by the participants. Also, in cooperation with organizations, applications could be rated regarding their qualification fit and this could be regressed on applicants’ gender. For internal hires, available employee data could be used for a more objective assessment of qualification fit (e.g., age as proxy for experience).

A clear limitation of Study 7 was the explorative nature of including multiple mediators, often with self-created, translated items adapted for the application context. For some scales problematic scale metrics appeared (e.g., low reliability for perfectionism). Here, methodical improvements should be aspired for future research. Besides methodological improvements, a close look at the content scope of the items may be worthwhile. For impostor-feelings, for example, we only asked about impostor-feelings in application situations (i.e., others might notice in the application process that I am not as capable as expected). Perhaps impostor-feelings when thinking about the future job itself (i.e., others might notice after I am hired that I am not capable of doing the job) are more relevant and should be assessed. In this regard, qualitative interviews could be informative to learn about applicants’ thoughts and relevant psychological hurdles.

**Practical Implications**

Based on our research findings, authors of online magazine and blog articles should refrain from citing anecdotal findings or mere hypotheses on male and female application behavior as the matter seems more complex (e.g., psychological hurdles) and does not seem evidence-based at the moment. Organizations are advised to check for gender imbalances in their
applicant pool as many factors are known that prevent disproportionately more female than male applicants from applying for jobs. Especially gender imbalances in psychological hurdles in application processes (e.g., fearing not being able to meet expectations) should be considered when designing application processes. Further, hiring biases can entail negative monetary effects for organizations (utility loss; Hardy et al., 2022). This calls for thorough investigations of biases in recruiting processes leading to different standards and outcomes for female and male applicants and ways to reduce those. Studies that research recruiters’ perceptions of men and women who apply with different amounts of qualification fit will be informative in this regard. Such studies can complement previous work to develop interventions that have been found to be highly effective for both female and male applicants, especially when teaching job search skills, improving self-presentation, boosting self-efficacy, and encouraging proactivity (Liu et al., 2014). These aspects should be considered by providers of such interventions and by individuals when selecting those.

Conclusion

We tested the popular claim that women only apply for jobs when they are 100% qualified, whereas men already apply when they are 60% qualified. Across three experimental and three correlational studies we did not find robust gender differences when measuring application intentions depending on qualification fit. However, we consistently found higher psychological hurdles present for women, specifically a higher desire for preparedness based on the fear of not being able to meet expectations, present in application situations.
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The Politics Hurdle: Joint Effect of Organizational Culture and Gender on Lack of Fit Experiences
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Abstract
We propose that an organizational culture where playing politics is important for advancement, compared with an organizational culture where showing competencies is important, elicits stronger lack of fit experiences for women than for men. In a pre-study, playing politics was perceived as dominant, typically male work behaviors, whereas showing competencies was perceived as competent, typically female work behaviors. We then tested in two experiments (689 individuals, integrated in a small-scale meta-analysis) the joint effect of organizational culture and gender on four lack of fit indicators (self-concept conflict, fear of backlash, intention to seek power positions, concerns about one’s skills). As expected, women indicated more lack of fit experiences than men in politics cultures, but not in competencies cultures. Our findings suggest that perceived organizational culture may play an important role in understanding the dynamics of career advancement of women and men.
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What is required to advance to higher positions in an organization? Not surprisingly, research on antecedents and lay theories of power identified competence, structural position (e.g., access to information), demographics, and personality as predictors for advancement (Anderson & Brion, 2014; Belmi & Laurin, 2016; ten Brinke & Keltner, 2020). In addition, and of prime interest in the present research, political behaviors such as deciding strategically, using social connections instrumentally, and forming alliances have been discussed as necessary and useful to attain higher positions (Anderson & Brion, 2014; Belmi & Laurin, 2016). Playing politics is different from single instrumental work behaviors (e.g., instrumental networking) as it includes multiple behaviors focusing on advancement to power positions using a “pragmatic and Machiavellian approach to impression management and social relationships to get ahead” (Belmi & Laurin, 2016, p. 505). Although strategic networks and assertive self-promotion drive success (Belmi & Laurin, 2016), playing politics is often viewed negatively (Doldor et al., 2013; Pfeffer, 2010). Afterall, playing politics behaviors are manipulative and self-interested behaviors (Belmi & Laurin, 2016).

In this article, we propose that, at least for some individuals, playing politics may violate self-definitions and societal expectations regarding adequate behavior and will, therefore, lead to lack of fit experiences. This should be especially true for women for whom society prescribes communal behavior and proscribes dominant behavior (Prentice & Carranza, 2002).

This assumption is in line with previous findings: Even though women and men both rate playing politics as effective and necessary behaviors to acquire power (Belmi & Laurin, 2016, Online Supplement), and do not differ in their political skill levels or effective use of those skills (Harris et al., 2007; Judge & Bretz, 1994; Todd et al., 2009; Treadway et al., 2005), qualitative interview studies suggest that politics cultures constitute a comparatively high hurdle for women’s advancement. Women described playing politics as dominant, stereotypical male behaviors, reported to dislike playing politics, perceived playing politics to be at odds with female identity, and preferred success built on achievements (Davey, 2008; Doldor et al., 2013).

We further argue that the gender difference regarding lack of fit experiences expected in a politics culture should be less pronounced or even disappear in gender-neutral competencies cultures that require doing an excellent job, being highly motivated, and being a team player to succeed.
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The competence facet of agency is nowadays perceived as gender-neutral, whereas the dominance facet of agency is still stereotypically associated with masculinity, and communion is still stereotypically associated with femininity (Abele et al., 2016; Eagly et al., 2019). For men, lack of fit experiences in competencies cultures might depend on how much stereotypical female communal skills are emphasized in a specific competencies culture.

In the present research, we examine four indicators of a lack of fit experience. First, self-concept conflict reflects the experienced mismatch between one’s self-concept and an organization’s culture (Belmi & Laurin, 2016). Due to gender stereotypes and socialization, women’s (compared with men’s) self-concepts are more strongly characterized by communion and less strongly characterized by the dominance component of agency (Guimond et al., 2006; Hentschel et al., 2019). These self-concepts can be hypothesized to contrast with the dominant, typically male behaviors required in politics cultures. If so, politics cultures should elicit more self-concept conflict for women than for men, whereas in competencies cultures differences in self-concept should be less pronounced.

Second, fear of backlash is defined as being afraid of others’ reactions when violating expectations based on stereotypes (Moss-Racusin & Rudman, 2010). Gender stereotypes prescribe women to show communal and proscribe to show dominant behaviors (Prentice & Carranza, 2002). According to prior research, women are evaluated negatively for showing dominance (i.e., backlash), but not for showing competence or communion (Rudman & Glick, 2001; Williams & Tiedens, 2016). Moreover, women anticipate backlash (i.e., fear of backlash) and consequently self-limit their behavior (Amanatullah & Morris, 2010; Moss-Racusin & Rudman, 2010). So far, fear of backlash has been studied in specific situations (e.g., self-promotion, negotiation, Amanatullah & Morris, 2010; Moss-Racusin & Rudman, 2010). Going beyond specific situations, we examine whether organizational culture can induce general feelings of fear of backlash as one indicator of lack of fit experiences.

Third, lack of fit experiences (e.g., self-concept conflict) may lead to self-limiting behaviors (Heilman, 1983). These self-limiting behaviors can be reflected in lowered intentions to seek power which constitute a more indirect measure of lack of fit. This assumption can be built on research by Belmi and Laurin (2016) who found that individuals with low (vs. high) social class strive less for power when playing politics (vs. showing competencies) is important for advancement. Interestingly, with respect to gender differences in power motivation, prior research has revealed mixed findings. Some research suggest similar levels of power motivation for women and men (Anderson & Brion, 2014), whereas other research reports a lower implicit (Denzinger et al., 2016) and explicit power motive in women than in men (Gino et al., 2015). Although women view advancement as equally attainable, they perceive power as less desirable (Gino et al., 2015). These mixed findings point toward moderating variables. We propose that organizational cultures can function as moderators and hypothesize increased gender differences in the intention to seek power positions in politics (compared with competencies) cultures.

Fourth, limited experience and self-stereotyping may raise one’s concerns about one’s skills in playing politics (Belmi & Laurin, 2016). If so, women may believe that they lack the necessary skills to play politics (vs. showing competencies).

This present research is—to the best of our knowledge—the first quantitative, experimental investigation of the joint effect of organizational culture and gender on lack of fit experiences (in particular, including critical comparisons between different organizational cultures) showcasing the importance to disentangle the competence and dominance facets of agency. This approach, thus, also echoes the call to address structural hurdles in gender research (England et al., 2020) by linking structural aspects (organizational culture) with individuals’ resulting lack of fit experiences.

**Pre-Study**

The assumption that playing politics is perceived as typically male behavior and showing competencies as gender-neutral (or slightly female behavior) has so far been only addressed in qualitative research (based on interviews with women). To our knowledge, quantitative research with female and male participants has not yet been reported. Therefore, in a first step, we tested whether women and men both perceive playing politics as typically male behavior and showing competencies as gender-neutral (or even slightly female behavior). Moreover, we assessed dominance and competence as facets of agency as well as warmth and morality as facets of communion. We expected that playing politics is perceived by both women and men as more dominant, less competent, less warm, and less moral behavior compared with showing competencies.

**Method**

**Participants.** We recruited 100 participants via a participant pool from University of Mannheim and via posts on social media (75% female, $M_{age} = 33.90$, $SD_{age} = 11.90$, 97% with higher educational level, 30% students, 72% working, average work experience $M = 9.40$ years, $SD = 10.80$, 16% held a leadership position). For all studies reported participant treatment was in accordance with ethical standards from APA and University of Mannheim, participants could sign up for a lottery for Amazon vouchers, and materials, data and code for all studies are available through OSF (https://osf.io/aspf/?view_only=5774fd3a384b426aafff0e2d4e8ba506b).
Procedure and Design. After providing their demographics, participants were presented with two sets of work behaviors. Seven behaviors described the examples for playing politics and seven examples described showing competencies reflecting a one-factor (playing politics vs. showing competencies) within-subjects design. An example for playing politics is “Make decisions strategically, that is, decide on a purely business basis, and not pay attention to the sensitivities of others (e.g., colleagues).” An example for showing competencies is “Do excellent work and be competent at what you do” (based on Belmi & Laurin, 2016). Each behavior was evaluated on several dimensions (see below). The order of the two sets and the order of the behaviors within one set were randomized. Finally, participants indicated their self-ascribed masculinity-femininity (we expected comparable results for biological sex and self-ascribed gender identity; see Online Supplement).

Measures

Gender Typicality Rating. Participants rated how typically feminine or masculine they perceived described work behaviors to be (−3 = typically female to +3 = typically male). The reliabilities of these ratings were $\alpha = .67$ for playing politics and $\alpha = .62$ for showing competencies.

Agency and Communion Ratings. Participants rated each behavior in terms of agency and communion. For each behavior, participants indicated how much they associated a person showing the behavior in question with 12 different adjectives (1 = not at all to 7 = very much). Three adjectives each represented the four sub-facets dominance, competence, warmth, and morality (Abele et al., 2016). For example, participants indicated how much they associated “Do excellent work and be competent at what you do” with a person who is assertive (one of three indicators for dominance; $\alpha_{politics} = .88$; $\alpha_{competencies} = .87$), efficient (competence; $\alpha_{politics} = .91$; $\alpha_{competencies} = .87$), caring (warmth; $\alpha_{politics} = .91$; $\alpha_{competencies} = .86$), and trustworthy (morality; $\alpha_{politics} = .88$; $\alpha_{competencies} = .85$).

Results and Discussion

As predicted, playing politics was perceived as a typically male behavior ($M = 0.61, SD = 0.67$), $t(99) = 9.17, p < .001$, $d = 0.92$ (significant deviation from scale midpoint zero), whereas showing competencies was perceived as a typically female behavior ($M = -0.43, SD = 0.52$), $t(99) = -8.22, p < .001, d = 0.82$.

Furthermore, a repeated measure ANOVA revealed the expected Work Behavior × Agency-Communion-Rating interaction, $F(1.84, 159.05) = 420.73, p < .001, \eta^2 = .81$ (with Greenhouse–Geisser correction). Participants rated playing politics compared with showing competencies as higher in dominance (mean difference of 0.93, $SE = 0.07$, $p < .001$), lower in competence (mean difference of 1.07, $SE = 0.08$, $p < .001$), lower in warmth (mean difference of 1.87, $SE = 0.08$, $p < .001$), and lower in morality (mean difference of 2.18, $SE = 0.08$, $p < .001$; see Figure 1).

These results confirm our starting assumption that playing politics is perceived as typically male, dominant behavior. Showing competencies is perceived as typically female, competent, communal behavior. Women and men seem to share this perception. These findings underline the importance to disentangle the competence and dominance facets of agency.

Studies 1a and 1b

The pre-study clearly indicated that playing politics (compared with showing competencies) was perceived as stereotype male and dominant behavior. Given these perceptions, organizational cultures emphasizing playing politics are more likely to elicit lack of fit experiences in women than in men. In Study 1a, participants imagined working for a company either with a playing politics culture or a showing competencies culture. Study 1b was a direct replication of Study 1a using the same design and materials to test the stability and reliability of the results and increase test power. We hypothesized that women would report more lack of fit experiences (i.e., self-concept conflict, fear of backlash, intention to seek power positions, and concerns about one’s skills) in an organizational culture of playing politics, whereas this gender difference should be less pronounced in an organizational culture of showing competencies.
Method

We present an integrative data analysis based on the pooled raw data of the two independent samples of Studies 1a and 1b including a dummy indicating the respective sample, as well as a small-scale meta-analysis (Curran & Hussong, 2009). Separate analyses per sample are reported in the Online Supplement. Although the descriptive pattern of results was highly consistent, differences in significances between the pooled data and the individual studies are reported in footnotes.

Participants. We recruited university students via www.surveycircle.com and by spreading the study link via e-mail at multiple universities across Germany. We excluded three participants in Study 1a and eight participants in Study 1b who indicated at the end of the study that they did not answer the questions conscientiously. Furthermore, we excluded two participants in Study 1b with gender category “other” as this sample was too small for statistical analyses and 10 participants in Study 1b who indicated they had participated in this study before. For Study 1a, a power analysis for an ANOVA with interactions revealed a minimum sample size of \( N=128 \) to detect a medium-sized effect, \( f=0.25 \), with a power of \( (1-\beta)=.80 \) at \( \alpha=.05 \) for the proposed univariate Participant Sex \( \times \) Culture interactions (\( G^*\)Power, Faul et al., 2007). After reaching the suggested sample size, we continued recruitment until each condition contained at least 50 respondents (see suggestion by Simmons et al., 2013) resulting in 317 participants. With those 317 observations in four groups the analysis had 80% power to detect an interaction effect of \( f>0.16 \) at \( \alpha=.05 \). For replication purposes, for Study 1b we aimed to reach a sample comparable to Study 1a. The resulting sample size was 372 for Study 1b. The integrative data analysis based on the pooled raw data of Studies 1a and 1b (\( N=689 \), 68% women) had 80% power to detect univariate Participant Sex \( \times \) Culture interaction effects of \( f>0.11 \). See Table S11 in the Online Supplement for detailed demographics of the participants in Studies 1a and 1b.

Procedure and Design. After providing their demographics, participants had to imagine starting their career after university in a well-regarded (fictitious) German consulting company Swathmore International. All participants read that they would enter, as every new employee does, as Associate Consultant with the option to advance to higher positions. Then half of the participants learned, allegedly from sources within the company, that it would take playing politics to move up the ranks, whereas the other half learned that it would take showing one’s competencies. This reflects a 2 (participant sex: male vs. female) \( \times \) 2 (condition: politics culture vs. competencies culture) between-subjects design with random assignment to conditions. We presented the same examples for showing competencies or playing politics as in the pre-study to describe the respective company culture. Afterward, participants answered a manipulation check, indicated their self-concept conflict and fear of backlash, as well as their intention to seek power and concerns about their skills when using the strategies that promise advancement in the respective organization. Last, we added some exploratory questions (e.g., self-ascribed masculinity-femininity). Procedure and materials were adopted from Study 2 from Belmi and Laurin (2016).

Measures. Participants responded to all measures on 7-point rating scales ranging from 1=strongly disagree to 7=strongly agree if not indicated otherwise.

Manipulation Check. We asked participants to rate their agreement with two statements: “What people at Swathmore International primarily need to advance to a higher position is strategic skills” and “What people at Swathmore International primarily need to advance to a higher position is hard work and motivation.” \( r(687)=-.34, p<.001 \) (Belmi & Laurin, 2016). We also asked participants at the end of the study how well they could imagine the described situation (not at all to very well).

Self-Concept Conflict. Participants indicated their agreement with six statements (\( \alpha=.96 \)) about self-concept conflicts regarding the behaviors needed to advance to a higher position, for example, “I feel that these strategies conflict with who I am as a person” (Belmi & Laurin, 2016).

Fear of Backlash. We assessed fear of backlash with an adapted selection of six items (\( \alpha=.92 \)) from Rudman and Fairchild’s (2004) fear of backlash scale. Participants were asked to imagine performing the behaviors needed to advance to a higher position (in the respective experimental condition) and to indicate to what extent (1=not at all to 7=very much) they would fear their colleagues’ reactions, for example, “Would you be concerned that your colleagues might dislike you?”

Intention to Seek Power. We asked for the participants’ intention to seek power when thinking about the respective behaviors needed to advance to a high position with four questions, for example, “I would aspire to be in a high-ranking position in this organization” (Belmi & Laurin, 2016). In addition, we presented stairs depicting the seven different positions available in the company from lowest [Assistant Consultant] to highest [Partner] and asked “Which position would you like to occupy in this organization in the future?” (Belmi & Laurin, 2016). We combined both measures by standardizing and then averaging the items (\( \alpha=.96 \)).

Concerns About One’s Skills. We assessed participants’ concerns about their skills with two items, \( r(687)=.52, \)
Additional Measures. Identical to the pre-study, we assessed participants’ social gender with the German version of the Traditional Masculinity-Femininity Scale (Kachel et al., 2016; see Online Supplement). Furthermore, as prior research found that social class predicts the intention to seek power positions (Belmi & Laurin, 2016), we included a measure of the participants’ subjective social class (Euteneuer et al., 2015). Controlling for social class led to consistent results (see Online Supplement).

Results

Manipulation Check. Participants could overall imagine the situation well (\(M = 5.11, SD = 1.56\)), with no significant differences due to participant sex, condition, study, and the interactions (all \(p > .076\)). As intended, participants in the politics culture condition rated playing politics (\(M = 6.51, SD = 0.98\)) as more helpful than showing competencies (\(M = 4.10, SD = 1.97\)), whereas the reverse pattern emerged in the competencies culture, \(M_{\text{competencies}} = 6.51, SD = 0.94\) versus \(M_{\text{politics}} = 4.58, SD = 1.83\); Manipulation Check Items × Condition interaction, \(F(1, 681) = 591.98, p < .001, \eta^2 = .47\). Importantly, the three-way interaction Manipulation Check Items × Participant Sex × Study Dummy as well as the other two-way interactions were not significant, \(Fs < 1.82, ps > .178\).

Lack of Fit—Multivariate Results. A MANOVA (see Table S12 in the Online Supplement for intercorrelations of the lack of fit indicators) revealed a significant main effect for participant sex, \(F(4, 678) = 9.84, p < .001, \eta^2 = .06\), a significant main effect for condition, \(F(4, 678) = 206.64, p < .001, \eta^2 = .55\, \text{and the hypothesized Participant Sex × Condition interaction, } F(4, 678) = 5.87, p < .001, \eta^2 = .03.\) The main effect of study, the two-way interactions with study as well as the three-way interaction were non-significant (see Online Supplement, also for the following results). Planned univariate 2 (participant sex: male vs. female) × 2 (condition: politics culture vs. competencies culture) contrasts are reported below (see Figure 2).

Self-Concept Conflict. Participants reported more self-concept conflict in the politics compared with the competencies culture condition, \(F(1, 681) = 760.35, p < .001, \eta^2 = .53\). Crucially, this effect was more pronounced for women than for men, \(F(1, 681) = 19.06, p < .001, \eta^2 = .03\) (Participant Sex × Condition interaction). As predicted, women reported more self-concept conflict in the politics culture condition than men, \(t(183.01) = -3.90, p < .001\). Unexpectedly, in the competencies culture condition, men
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reported more self-concept conflict than women, \( t(203.83) = 2.14, p = .034 \).

**Fear of Backlash.** Women reported more fear of backlash than men, \( F(1, 681) = 30.58, p < .001, \eta^2 = .04 \). Furthermore, participants in the politics culture condition reported more fear of backlash than participants in the competencies culture condition, \( F(1, 681) = 372.48, p < .001, \eta^2 = .35 \). Most importantly, the latter effect was more pronounced for women than for men, \( F(1, 681) = 13.73, p < .001, \eta^2 = .02 \) (Participant Sex \( \times \) Condition interaction). In line with our hypothesis, women reported more fear of backlash in the politics culture condition than men, \( t(178.24) = -5.97, p < .001 \), whereas no gender difference emerged in the competencies culture condition, \( t(246.37) = -1.43, p = .153 \).

**Intention to Seek Power Positions.** Women reported less intention to seek power positions than men, \( F(1, 681) = 4.68, p = .031, \eta^2 = .01 \). Furthermore, participants indicated less intention to seek power positions in the politics culture condition compared with the competencies culture condition, \( F(1, 681) = 180.10, p < .001, \eta^2 = .21 \). With respect to our hypothesis, women reported a lower intention to seek power positions than men in the politics culture, \( t(197.77) = 2.64, p = .009 \), whereas this difference did not emerge in the competencies culture condition, \( t(219.90) = -0.01, p = .99 \); \( F(1, 681) = 4.37, p = .037, \eta^2 = .01 \) (Participant Sex \( \times \) Condition interaction).

**Concerns About One’s Skills.** Women reported more concerns about their skills than men, \( F(1, 681) = 7.96, p = .005, \eta^2 = .01 \). Participants in the politics culture condition reported more concerns about their skills than those in the competencies culture condition, \( F(1, 681) = 7.71, p = .006, \eta^2 = .01 \). A significant Participant Sex \( \times \) Condition interaction emerged, \( F(1, 681) = 6.91, p = .009, \eta^2 = .01 \). As expected, women reported more competence-based concerns in the politics culture condition than men, \( t(685) = -3.90, p < .001 \), whereas no gender difference emerged in the competencies culture condition, \( t(685) = -0.19, p = .847 \).

**Robustness Check With Small-Scale Meta-Analysis.** Beyond the integrated data analysis with the pooled data sets, we conducted a small-scale meta-analysis (fixed-effect model) across the individual studies. We transformed the \( \eta^2 \) of the interactions into \( d \)-effect sizes and weighted them by their sample’s inverse variance weight (i.e., one over the square of their standard errors, Lipsey & Wilson, 2001). Results are summarized in Table 1. The small-scale meta-analysis demonstrates significant Participant Sex \( \times \) Condition interactions for all four lack of fit indicators across Studies 1a and 1b. The effect sizes indicate small effects according to Cohen’s (1988) classification, with self-concept conflict showing the strongest gender difference in lack of fit depending on organizational culture.

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>( d )</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-concept conflict</td>
<td>0.34</td>
<td>[0.23, 0.45]</td>
</tr>
<tr>
<td>Fear of backlash</td>
<td>0.28</td>
<td>[0.18, 0.39]</td>
</tr>
<tr>
<td>Intention to seek power</td>
<td>0.16</td>
<td>[0.05, 0.27]</td>
</tr>
<tr>
<td>Concerns about one’s skills</td>
<td>0.21</td>
<td>[0.10, 0.32]</td>
</tr>
</tbody>
</table>

Note. 95% CI = 95% confidence interval for \( d \).

**Discussion**

The obtained findings suggest that women experience a stronger lack of fit than men when faced with situations in which playing politics (relative to showing competencies) is the key driver for career advancement. Beyond this significant interaction effect, it is noteworthy that lack of fit experiences was lower for all participants in the politics compared with the competencies condition. Importantly, the interaction pattern holds after controlling for subjective social class (see Online Supplement). Supporting the reliability of these findings, consistent results were obtained across two studies. The small-scale meta-analysis suggests that the hypothesized effect is presumably smaller for the intention to seek power than for the other three indicators of lack of fit experiences.

**General Discussion**

In summary, the present study clearly demonstrated the joint effects of gender and organizational cultures on lack of fit expectations of potential applicants for higher organizational positions. The results of a pre-study document that playing politics (vs. showing competencies) are perceived as dominant, typically male behavior, thus supporting prior qualitative research (Davey, 2008; Doldor et al., 2013). Subsequently, across two studies, women indicated more lack of fit experiences than men in organizational cultures where playing politics (vs. showing competencies) drives success. Effects were consistent across four different indicators of lack of fit experiences: Women reported more self-concept conflict, more fear of backlash, more concerns regarding the skills allegedly responsible for success in the respective organizations, and less intentions to seek power positions than men.

Presumably, the stronger experienced lack of fit results from women’s internalized or perceived prescriptive stereotypes to refrain from being dominant (e.g., forming alliances for
one’s own career advancement, see Belmi & Laurin, 2016). However, future studies will have to explicitly test these assumptions (and the relative importance of communal prescriptions and dominance prescrip-
sions). Moreover, it would be particularly interesting to examine whether women’s fear of being negatively viewed for behaving politically has a valid basis. Even if the evaluation of dominant men and women does not differ, as reported by Steffens and colleagues (2009, see also Williams & Tiedens, 2016, for reduced backlash effects outside North America), women’s lack of fit experiences are still highly consequential due to the self-limiting behaviors.

Effect sizes for the different indicators varied in our studies but proved reliable in a small-scale meta-analysis. Interestingly, the weaker effects regarding women’s reduced intention to seek power in political culture organizations resemble inconsistent findings regarding gender differences in the intention to seek power in prior research (e.g., Anderson & Brion, 2014; Denzinger et al., 2016; Gino et al., 2015). One may speculate that, compared with the other indicators of lack of fit, the intention to seek power is a more distal outcome that is not only influenced by joint effects of organizational culture and gender, but also, for example, by prestige or salary.

The obtained findings mirror prior research on the interplay of social class and organizational culture— with the results for women reflecting the same pattern as those for low socio-economic status individuals (Belmi & Laurin, 2016). Importantly, however, women’s lack of fit experiences were observed independently of subjective social class.

The present research was based on students’ reactions to descriptions of different organizational cultures. Although entering vocational activities for the first time is a crucial decision, it would be interesting to investigate lack of fit of employees already working in organizations with more or less playing politics cultures. One may speculate that the actual confrontation with the respective culture enhances lack of fit.

From a practical point of view, it is also worth stressing that beyond the gender differences that were our major research topic, the present results also show that politics cultures overall are perceived negatively, both by women and men. Therefore, organizations may well be advised to develop an organizational culture where competencies (not politics) are perceived important for advancement. Such a focus will also attract women for leadership positions. In this respect, it is interesting to note that men indicated more self-concept conflict for showing competencies compared with women (for the other three lack of fit measures no gender difference emerged). This might be due to the specific measure of showing competencies (e.g., having good communication skills) used in the present study (based on the work of Belmi & Laurin, 2016). Organizations may therefore be well-advised to focus on competencies that are not perceived as gender-specific.

Evidence about a stagnating progress in gender equality in the past years has been combined with the call to attend more to structural hurdles (England et al., 2020). Organizational cultures may constitute such structural hurdles as they potentially create boundary conditions for the effectiveness of diversity interventions (Baron et al., 2021). The present research, thus, echoes the call addressing structural aspects by focusing on the interplay of organizational culture and gender on individuals’ lack of fit experiences. Although readily acknowledging the necessity of future research, we strongly believe that the present results constitute an important step in understanding that organizational culture affects gender equality at work.
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Notes

1. We replaced the term “prosocial” used in Belmi and Laurin (2016) with “competencies” culture although we relied on the same materials for the culture manipulation. This was done because five out of the seven work examples items address competence, and only two prosocial behaviors. The results of our pre-study support this change as competency turned out as the most defining characteristic (i.e., highest ratings) across the seven used examples.

2. The two main effects of work behavior, \(F(1, 99) = 405.77, p < .001, \eta^2 = .80\), and of agency-communion-ratings, \(F(1.68, 166.08) = 404.38, p < .001, \eta^2 = .80\) (with Greenhouse–Geisser correction), were also significant, but are not interpreted due to the interaction. In some instances, a marginal interaction with participant sex emerged (in both rating tasks) indicating that women’s compared with men’s ratings were more extreme (see Online Supplement).

3. The same \(p\)-value applies for the Participant Sex \(\times\) Culture \(\times\) Study Dummy interaction.

4. The stimulus material was thankfully provided by Peter Belmi.

5. Items were thankfully provided by Lauri Rudman.

6. Study 1a: \(p = .071\); Study 1b: \(p = .248\).

7. Study 1a: \(p = .075\); Study 1b: \(p = .203\).

8. Study 1a: \(p = .071\); Study 1b: \(p = .070\).

9. Note that the interaction did not reach significance in Study 1a (\(p = .265\)) and in Study 1b (\(p = .228\)), which might be due to low power. The descriptive pattern is highly consistent (see Online Supplement). We nevertheless test the robustness of this finding in a small-scale meta-analysis.

10. Study 1a: \(p = .515\); Study 1b: \(p = .001\). This is reflected in the marginal participant sex \(\times\) study interaction (\(p = .055\)).

11. The interaction effect was \(p = .011\) in Study 1a and \(p = .228\) in Study 1b. The descriptive pattern is again highly consistent (see Online Supplement and meta-analysis).

12. We are also grateful to one of our reviewers who pointed out that future research may gain from using a real control group (e.g., no advancement strategies presented) that will allow to test whether playing politics enhances lack of fit experiences in general and gender differences in particular and/or whether showing competencies eliminates those.
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Abstract

Since the 1970s, the effects of masculine generics in language—namely the reduced mental representations of women—in comparison to gender-inclusive alternatives, have been discussed in science, politics, media, and society at large. The present research provides the first systematic pre-registered meta-analysis assessing how women are mentally represented and feel represented themselves, in reaction to masculine generics compared to gender-inclusive alternatives. The multi-level random-effects model comprises 357 effect sizes from 95 independent samples involving 19,582 individuals with nine native languages (German, English, French, Italian, Spanish, Hebrew, Dutch, Swedish, and Norwegian). The calculated overall effect size is based on studies that describe the difference in mental representations male participants have of women, and female participants have of other women, depending on the use of masculine generics versus gender-inclusive alternatives (other-perspective) and effect sizes that describe the difference in mental representations female participants have of themselves depending on the language form (self-perspective). The result, $d = 0.46$ (95% CI [0.36, 0.55]), provides evidence for a significantly higher mental representation of women when gender-inclusive alternatives are used compared to masculine generics. This holds for the other- and the self-perspective, female-typed, male-typed, and gender-neutral contexts, grammatical and natural gender languages, singular and plural forms, and between- and within-participant designs. Effects were larger for multi-gendering strategies (e.g., Swedish new gender-encompassing pronoun “hen”) compared to feminization (e.g., he/she) and neutralization strategies (e.g., chairperson). The results inform theory, politics, media, and society at large about the impact of gendered language on the mental representation of women.

**Keywords:** masculine generics, gender-inclusive language, mental representation, gender, meta-analysis
Public Significance Statement: This meta-analytic review reveals that when gender-inclusive language is used, women are mentally more strongly represented from an observer perspective and feel more addressed themselves than when masculine generics are used, documenting the failure of masculine forms to serve as truly generic.
Masculine Generics Versus Gender-Inclusive Language: A Meta-Analysis of the Effects of Language Form on the Mental Representations of Gender

When asked to draw a chairperson, do people draw women more often as exemplars than when being asked to draw a chairman? Do women feel more strongly addressed by a job advertisement written in a gender-inclusive form (e.g., “firefighter”) in comparison to a job advertisement that uses masculine generics (“fireman”)? As early as the mid-20th century, linguists Edward Sapir and Benjamin Lee Whorf hypothesized that thoughts are influenced by language (nowadays known as Sapir-Whorf Hypothesis; Lucy, 2001). Since the 1970s, the Sapir-Whorf idea has also been applied to language addressing gender and numerous researchers have examined questions, such as the two outlined above. In the present research we quantify the effect of gender-inclusive language forms (e.g., “chairperson”) versus masculine generics (e.g., “chairman”) on the mental representation of women, both from the other- and the self-perspective. We also test for variations of effect sizes due to relevant potential moderators, such as language family (natural vs. grammatical gender languages), study specifics (e.g., within- or between-participants designs), and attributes of the participants (e.g., age).

Is What is Supposed to be Generic Really Generic? A Theoretical Controversy

Gender is encoded in nearly all language systems (for more detailed overviews including genderless languages see Hellinger & Bußmann, 2001; Stahlberg et al., 2007), but the degree of gender encoding differs between specific languages and language families. In grammatical gender languages (e.g., German, Italian, or Hebrew) every noun and pronoun has a grammatical gender, which can be masculine as for instance the German noun “der Löffel” [the spoon], feminine as for instance “die Gabel” [the fork], or neuter as for instance “das Messer” [the knife]. In natural gender languages (e.g., English, Swedish, or Norwegian) only personal pronouns (e.g., “she” and “he”) reflect the gender of the person they refer to. Biological/social gender is not grammatically marked in nouns, not even in personal nouns (Stahlberg et al., 2007). For instance, the personal noun “teacher” does not entail any information
about the person’s sex/gender and thus can refer to a female and/or male person. In contrast, in grammatical gender languages personal nouns differ depending on a person’s sex/gender (e.g., in Spanish “la profesora” refers to a female teacher and “el profesor” refers to a male teacher).

In both, grammatical and natural gender languages, masculine generics exist. Masculine generics represent a language rule, whereby the grammatically masculine form (e.g., “el profesor”, “he”) refers to either a male person, a group of male persons, but also a group of people of mixed gender. Further, masculine generics can also be used when a person’s gender is unknown or irrelevant (Gygax & Gabriel, 2010; Gygax et al., 2009; Stahlberg et al., 2007). From a classical linguistic position, masculine generics include female and diverse genders not only in grammar but also in interpretation. According to this view, masculine generics do not convey the gender of a person. Two examples from grammatical gender languages support this view: inanimate nouns also have a grammatical gender without having a biological or social gender (see the “spoon” and “knife” examples above), and words exist where grammatical gender and biological/social gender mismatch (e.g., “das Mädchen” [the girl] in German, which is grammatically neuter, but describes a female person; Braun et al., 2005; Stahlberg et al., 2007).

Critique raised by feminist linguists calls the generic application of masculine generics into doubt, suggesting that women are not and do not feel represented as intended (Guentherodt et al., 1980). The proponents of this position argue that while for inanimate nouns the grammatical gender does obviously not express biological/social gender, a correspondence between grammatical and biological/social gender exists for most personal nouns (Guentherodt et al., 1980; Stahlberg et al., 2007). Feminist language critique emphasizes the ambiguity of masculine forms: sometimes ‘men’ and other masculine generics may mean men only and sometimes it may encompass men, women, and other genders. Or in other words, it is always correct to interpret a masculine generic as referring to male persons, whereas a reference
to women, groups of women and men, or people of other genders is only sometimes correct. Therefore, the association of masculine generics with male interpretations should be the strongest, resulting in a male bias of masculine generics (Braun et al., 2005).

Gygax and Gabriel (2010) as well as Irmen and Linner (2005) have further outlined the cognitive processes that could lead to women not being and feeling represented when masculine generics are used: When processing a linguistic input (e.g., “…the average student will feel isolated in his introductory courses” from Moulton et al., 1978, p. 1034), recipients build a mental model (Carreiras et al., 1996). These mental models contain explicitly stated information (e.g., studying person) and implicitly made inferences (e.g., person probably young as most students are young) based on the accessibility of the information. As the masculine generic can be interpreted in several ways (e.g., male person or gender unknown), the receiver of the message must solve the ambiguity of masculine generics by making inferences (Gygax & Gabriel, 2010; Irmen & Linner, 2005). These inferences contain mostly a concrete representation of a person (or group) with a specific gender (composition) instead of an abstractly represented person (or group) without a representation of gender (Hyde, 1984; Irmen & Linner, 2005). For making inferences, bottom-up (e.g., grammatical gender) as well as top-down (e.g., context) information is used. According to cognitive processing models (Gygax & Gabriel, 2010; Irmen & Linner, 2005), in the present example, without context information, the representation would likely be “male person” based on the bottom-up information of masculine grammatical gender.

**Alternative Language Forms to Enhance the Mental Representation of Women**

Based on the feminist language critique, different strategies have been proposed to enhance women’s visibility in language or the gender inclusiveness of language (Lindqvist et al., 2019). The first strategy uses feminization to make the feminine equally as salient as the masculine. Feminization can be implemented for instance via word pairs (“he/she”; “las alu-
nas y los alumnos” [Spanish female and male students]; Lindqvist et al., 2019). Many languages have found ways to achieve feminization by moving beyond their own alphabet and implementing symbols to create new word forms. For instance, the middle dot is specific for French language (“musicien-ne-s” [French gender-inclusive form for musicians combining grammatical feminine and masculine form]; Xiao et al., 2022).

The second strategy uses neutralization to create gender neutrality in language by reducing the salience of gender (de-gendering). It is implemented via the usage of gender-neutral expressions (e.g., “chairperson” instead of “chairman”) and pronouns (e.g., singular “they” instead of “he”; Lindqvist et al., 2019). In German, for instance, gender neutrality can be implemented using neutral forms that neither contain male nor female suffixes (e.g., the use of participle constructions such as “Studierende” [German gender-inclusive form for students] instead of “Studenten” [German masculine generic form for students]; Stahlberg et al., 2007).

The third strategy, multi-gendering, highlights a non-binary understanding of gender (Lindqvist et al., 2019), for instance, by introducing new pronouns (e.g., “hen” [Swedish singular pronoun to refer to a non-binary person, but also as generic singular pronoun form]; Bäck et al., 2013; the singular “they” is nowadays used in an analogous manner in English; Lindqvist et al., 2019) or by using special characters such as the asterisk (“Professor*innen” [German gender-inclusive form for professors including grammatically male and female form with the star representing gender diversity]; Zacharski & Ferstl, 2022).

**The Impact of Gendered Language on Perceivers and Actors: A Short Summary of Empirical Evidence**

In the 1970s, scientists started to run tests on the controversy of whether masculine generics are understood generically or elicit a male bias in mental representations (e.g., Harrison, 1975; Schneider & Hacker, 1973). As the mental representation of women has been the major focus of research on gender-inclusive language so far, other variables that have been
studied as effects of masculine generic versus gender-inclusive language forms (e.g., readability, see online supplement for a short overview of variables) are not included in the present meta-analysis. Similarly, the mental representation of non-binary people or those of other genders is not included in the present meta-analysis, as only very recently researchers have started to investigate effects of language forms that are not only supposed to enhance women’s mental representation but also strive to include gender identities outside the binary (Zacharski & Ferstl, 2022). Included in the present meta-analysis is research on the impact of gendered language on the mental representation of women, which comprises two perspectives: the perspective of perceivers (other-perspective) and the perspective of actors (self-perspective).

Regarding the other-perspective, numerous studies have covered perceivers’ mental construal and its outcomes, specifically the mental representations men have of women, and women have of other women depending on the use of masculine generics versus gender-inclusive alternatives. In their seminal experimental study, Schneider and Hacker (1973) presented fictional headlines for textbook chapters to their participants. The headlines were either depicted in a generic male form (e.g., “Societal man”) or a gender-inclusive form (e.g., “Society”). Participants’ task was to choose a picture that fits the headline. Women were more represented in pictures chosen by men and women when a gender-inclusive form was presented than when a generic male form was presented (Schneider & Hacker, 1973). Many of the ensuing research followed this classic paradigm and replicated a higher mental representation of women in reaction to gender-inclusive language versus gender-inclusive language while using different manipulations of the independent variables and different measures of the dependent variables. For example, Stahlberg and Sczesny (2001) presented in a study conducted in German profession categories (e.g., singers, athletes, politicians) either in the masculine generic form or via female-male word pairs and asked the participants to name three famous people for each profession. More women were named when profession categories were presented via
word pairs than via masculine generics (Stahlberg & Sczesny, 2001). Measures in this line of research range from naming people and/or writing stories (e.g., Keith et al., 2022), drawing or selecting pictures of women or men (e.g., Sniezek & Jazwinski, 1986), estimating the gender of target individuals/groups (e.g., Horvath et al., 2016), responding whether a sentence can refer to a woman (e.g., Körner et al., 2022), success expectations of the person described (e.g., Vervecken et al., 2013), and making associations (e.g., Scheele & Gauler, 1993).

In addition to those explicit measures of perceivers’ mental representations of women, research has employed implicit measures such as reaction times. Kim et al. (2022), for example, presented alternatingly male and female names in combination with professions in French and measured how long participants needed to respond whether an individual with the presented name could be a member of the respective profession. When professions were presented in a generic male form, participants responded faster to male compared to female names. When profession categories were presented in a gender-neutral form participants responded slightly faster to female compared to male names (Kim et al., 2022). Most of the studies using implicit measures used a study design comparing reaction times for female and male stimuli (e.g., names or pictures) testing whether masculine generics lead to slower reaction times compared to gender-inclusive alternatives when female (vs. male) stimuli were presented. As we investigate mental representations of women in reaction to masculine generics versus gender-inclusive language, only reaction times to female stimuli are included in the main analysis reported below. Additional analyses for the implicit measures are reported in the online supplement (i.e., comparing reaction times to female and male stimuli depending on language form as well as a separate meta-analysis on the Stimulus Gender × Language Form interaction effect).

Regarding the self-perspective, several studies have investigated the difference between masculine generics and gender-inclusive language on whether women feel or think themselves to be addressed by a text (e.g., a job advertisement). In one of the early studies,
MacKay presented a text either containing the masculine generic “he” or containing the gender-inclusive “they”. Women evaluated the text written in masculine generics as less relevant for themselves than the text written in gender-inclusive “they”. However, in a direct replication, this effect was reversed (MacKay, 1980). More recently, Stout and Dasgupta (2011) found that women’s sense of belonging during job interviews was higher when recruiters used gender-inclusive language (“he or she”, “one”) compared to masculine generics (“he”). Further research replicated the language form effect again studying diverse dependent variables, such as sense of belonging, job interest (e.g., Vervecken et al., 2013), or success expectations (e.g., Hentschel et al., 2018b). To test whether women’s mental representations of themselves is higher when gender-inclusive language is used compared to masculine generics, the main analysis reported below includes only the self-perspective of female participants. However, a critical comparison from the self-perspective is to examine whether the degree of mental representation differs for women and men. If masculine generics do not adequately serve as a true generic form and rather promote mental representations of men, the effect of language form should be stronger for female than male participants from the self-perspective. In other words, male participants should feel addressed by both masculine generics and gender-inclusive alternatives as both include mental representations of men, whereas female participants should feel more addressed by gender-inclusive alternatives compared to masculine generics as the first promote the mental accessibility of women (Vervecken et al., 2013). If the language form effect is comparable for female and male participants (or even stronger for male participants), this would not speak against a generic interpretation of masculine generics. We address this in two additional analyses reported below (i.e., comparing the language form effect from the self-perspective for female and male participants as well as a separate meta-analysis on the Participant Gender × Language Form interaction effect).

An increasing number of empirical studies from both self- and other-perspective, using explicit as well as implicit measures, have meanwhile reported on the mental representation of
gender in reaction to masculine generics versus gender-inclusive language. Diverse research designs have been applied to examine the impact of masculine generics versus gender-inclusive language, indicating that although masculine generics were intended to be generic, they oftentimes result in a lower mental representation of women compared to gender-inclusive language forms (= language form effect). This was corroborated in literature reviews (e.g., Irmen & Linner, 2005; Stahlberg et al., 2007), yet a systematic analysis of the available research is still lacking. We close this gap by providing the first meta-analysis of the available gender-related language form effects on the mental representation of women. Based on the existing literature, we expect a higher mental representation of women in reaction to gender-inclusive language forms compared to masculine generics from both other- and self-perspectives. Beyond investigating the quantity of the language form effect, we also examine its boundary conditions, such as gender typicality of context and publication year.

**Potential Moderators of the Strength of the Language Form Effect**

This meta-analysis examines several potential moderators of the language form effect, namely characteristics of the studies and of the participants. Moderator analyses are exploratory as the availability effect sizes greater than ten required to conduct the analyses (Fernández-Castilla et al., 2020) was not predictable at the beginning of this research project. Despite the exploratory nature of the analyses, assumptions regarding the effects of the respective moderators are discussed in the following.

**Study Characteristics**

**Gender Typicality of Context.** Gygax and Gabriel (2010) and Irmen and Linner (2005) outlined in their theoretical model that the bottom-up inference “male person” from masculine generics can be overridden by top-down influences. Chances are high that the “average psychology student feeling isolated in his introductory courses” is interpreted as mixed genders being addressed or even as being female due to knowledge about the large numbers of female psychology students (base-rate; Olos & Hoff, 2006). Correspondingly, Stahlberg et
al. (2007) hypothesize that in female-typed contexts the language form effect would be smaller compared to gender-neutral and male-typed contexts, as in female-typed contexts knowledge that women have a high base-rate overrides the bottom-up masculine interpretation of masculine generics. However, in recent years gender-inclusive forms have become more frequent (Adler & Hansen, 2020; Gustaffson Sendén et al., 2015) as well as counter-stereotypical role models (e.g., male nurses; Hussein et al., 2016). Thus, masculine generics in a female context could nowadays be interpreted as exclusively referring to males. If this mechanism was at work, the language form effect would have become larger in female-typed contexts compared to gender-neutral and male-typed contexts over time. We therefore not only tested the moderating role of context but also whether the size of the language form effect in the different contexts has changed over time.

**Language.** As outlined above, gender is encoded in all language systems (Hellinger & Bußmann 2001; Stahlberg et al., 2007), but to varying degrees. Here we focus solely on the distinction between grammatical gender languages and natural gender languages, as in both language systems masculine generics exist.

Again, contrasting assumptions regarding the effect of language can be formulated. On the one hand, one may assume that the language form effect should be larger for grammatical gender languages as in these languages gender is expressed not only via pronouns but also via the gender of nouns. The gender prime should therefore be more influential in comparison to natural gender languages. However, the same argument can also lead to the opposite assumption: Since inanimate objects (fork, spoon) have a grammatical gender in grammatical gender languages, people may be more used to disentangle grammatical and biological gender, and extend this to the case of social stimuli. First empirical results by Gygax et al. (2008) speak for the first assumption. For natural gender languages, they found that the specific male interpretation of masculine generics was overruled by a stereotypical interpretation, whereas for
grammatical gender languages this was not the case. This allows the conclusion that the language form effect is more robust in grammatical gender languages than in natural gender languages.

**Language Form.** As described above, the gender-inclusive alternatives comprise neutralization (e.g., they, human beings), feminization (e.g., pair form, capital-I, middle dot), and – only recently – multi-gendering (e.g., hen, gender asterisk *) strategies. Regarding their efficiency in enhancing the mental representation of women, past research hints towards larger language form effects for feminization compared to neutralization strategies (Stahlberg et al., 2007). This can be explained by the explicit reference to the female gender in feminine language forms. However, it remains an open question how large language form effects are for the multi-gendering strategy with respect to female representation, which is rather new.

For masculine generics, different forms have been used, for example expressions containing “man” (e.g., Sniezek & Jazwinski, 1986), as well as role nouns and pronouns in the grammatically male form (e.g., Stout & Dasgupta, 2011). Presumably, the language form effect may be larger for man-expressions as the most explicit reference to the mental representation of a male person.

**Singular Versus Plural.** Singular masculine generics are less likely to be interpreted as generic expressions in comparison to plural forms, as for plural forms increase the likelihood of including women into the mental representation of a less personalized and more abstract group. Therefore, the effects of language form may be stronger in singular than plural forms (Irmen & Linner, 2005).

**Publication Year.** Due to the lively public debate on masculine generics versus gender-inclusive language, masculine generics have been used less frequently in recent years, at least in public language contributions (Adler & Hansen, 2020). Consequently, this language form may be further losing its generic properties over time, and may be interpreted more in the sense of men only (Adler & Hansen, 2020; Gustaffson Sendén et al., 2015). However, the
discussion of gender-inclusive language may also have increased the sensitivity to the risk of not including women mentally in reaction to masculine generics. This process would lead to the opposite prediction of a weaker language form effect in recent research.

**Nation-Level Gender Equality.** Grammatical gender has been found to shape perception, judgement, decision making, and behavior (Prewitt-Freilino et al., 2012; Stahlberg et al., 2007). It has been theorized that a higher degree of gendering in languages should be associated with lower societal gender equality as a distinction between genders is very present in those languages (Prewitt-Freilino et al., 2012). Indeed, past studies have found that the more gendered languages were, the lower women’s participation in the labor force, the more traditional views of gender roles (Jakiela & Ozier, 2018), and the lower the nations’ level of achieved gender equality (Prewitt-Freilino et al., 2012).

**Between- Versus Within-Participants Design.** Between-participants and within-participants designs may differ in the size of language form effects. On the one hand, between-participants designs may elicit stronger language form effects than within-participants designs as the comparison group is unknown by the participants and therefore socially desirable responding is less likely. On the other hand, within-participants designs may elicit stronger effects. By having both language forms available, masculine generics could be interpreted as especially masculine (if not in the beginning, then over the course of the experiment, resulting in smaller differences in the aggregate; Gygax & Gabriel, 2008).

**Participant Characteristics**

**Participant Gender in the Other-Perspective.** In the other-perspective, all genders are expected to mentally represent women less often than men when reading about other people in masculine generic language forms (e.g., reading about the work of firemen vs. firefighters). We exploratorily test whether an interaction with participant gender emerges beyond this main effect of language form.
**Participant Gender in the Self-Perspective.** As described above, a critical comparison from the self-perspective is to examine whether the language form effect differs for women and men. Women should feel less mentally represented by masculine generics compared to gender-inclusive language, whereas men should feel addressed by both language forms similarly. We therefore tested not only the main effect of language form for women only (that was part of the main analysis) but also report two additional analyses. First, we test in a separate data set that includes only the self-perspective, but in addition to female participants also male participants whether the language form effect from the self-perspective is stronger for female than male participants. Second, we report the results of a meta-analysis testing whether the Participants Gender × Language Form interaction effect emerges robustly across studies.

**Participant Age.** The language form effect has been investigated in children as well as adults and has been discussed to vary in its strength with age (Switzer, 1990). With development from childhood to adulthood, thinking becomes more abstract (Marini & Case, 1994). This would make it easier to interpret masculine generics as generics potentially leading to a smaller language form effect with increased age. However, mental representations in general could become more inclusive (also in reaction to gender-inclusive language forms) leading to higher female interpretations with increasing age in both language forms (Switzer, 1990). We therefore tested exploratorily whether, and if so how, the language form effect varies with participants’ age.

**Artifact Characteristics**

The public debate on the research on the language form effect has been highly controversial in the past. For example, many studies on gender-inclusive language have been criticized for only using a single sentence while more context is needed to interpret masculine generics correctly as generics (Kurfer, 2022). To test the robustness of the language form effect, we additionally tested relevant moderators, such as length of the stimulus material. Detailed
descriptions and analyses can be found in the online supplement. We also coded publication status of the studies as one of several tests for publication bias (see sensitivity analyses in the Results section below).

**Relevance of the Present Meta-Analysis**

The mental representation of gender in masculine generics has been discussed controversially on a theoretical as well as empirical level. This question has gained high interest not only in the scientific community, but also in politics, media, and the society at large. For example, in a New York Times article from 1981, McFadden calls for more elegant gender-inclusive forms than using a slash (as in he/she) since the slash can complicate language and may be distracting (McFadden, 1981). Recent media reports from Germany cover political, legal, and societal discussions, for example, whether it is lawful to take points in a university exam for not using gender-inclusive language (Schmoll, 2022; Zoske, 2021). Also recently, in France the introduction of a gender-inclusive pronoun “iel” has been discussed controversially. Proponents have advocated for the inclusive mental representations promoted by “iel”, opponents have criticized such language reforms as unnecessary with reference to the generic function of masculine generics (Driyef, 2021).

This meta-analysis bears highly relevant implications for these ongoing debates. First, it will inform politics, media, and broader society about accumulated scientific knowledge of the effect of language on people’s mental representations of gender. Second, the moderation analyses will reveal, for example, whether the strength of effects differ for languages (see the discussion of languages with grammatical of natural gender above) or whether different gender-inclusive forms (e.g., neutralization or feminization) show difference in the size of their effects. Learning about the boundary conditions will allow theoretical accounts to be refined and guidelines for gender-inclusive language to be updated. For example, companies can use the accumulated knowledge in their hiring and communication strategies (e.g., language in job advertisements). Third, as gender-related language forms predict gender prejudices (DeFranza
et al., 2020) and nation-level gender inequality (Jakiela & Ozier, 2018; Prewitt-Freilino et al., 2012), the present investigation of language is meaningful beyond simply studying mental representations, as it bears weight for these highly relevant, ongoing challenges for society.

**Method**

**Literature Search**

The goal of the present meta-analysis was to compare gender-inclusive language with masculine generics on women’s mental representation. We therefore restricted our search to those terms: (language OR linguist*) AND (gender* OR sex* OR masculin* OR femini* OR woman OR men) AND (fair OR bias* OR neutral OR generic* OR grammatical gender OR inclusi* OR stereotyp* OR equal*) AND (cognit* OR representati* OR visibil* OR evaluat* OR belief OR perception OR occupation OR availab* OR attitud*). We used five databases to locate relevant studies: PsychInfo, PSYNDEX, PsychArticles, Web of Science Core Collection, and ProQuest Dissertation and Theses Global (last search date December 23rd, 2020). Those databases were chosen based on their common inclusion in meta-analyses in Social Psychology. In addition, we published a call for (unpublished) data on September 10th, 2020, to minimize the file drawer problem (Rosenthal, 1979). Further, we cross-checked references in book chapters, reviews, and screened articles, and used the “cited by” function in Google Scholar to complement our comprehensive literature search.

After removing duplicates using Mendeley (www.mendeley.com), we used Abstrackr (Wallace et al., 2012) for screening 6535 titles and abstracts (see Prisma flow chart in Figure 1 for detailed numbers; Moher et al., 2009). The first 100 abstracts were screened by all four screeners (the two first authors and two research assistants) as pilots. After discussing disagreements and refining the inclusion and exclusion criteria, we switched to double-screening mode (i.e., each abstract was screened by two randomly selected screeners). Abstrackr uses a machine learning algorithm that sorts the abstracts according to their relevance based on previous screening decisions. When Abstrackr indicated that 0% of the remaining articles (about
2600) were likely to be relevant, we switched to single-screening mode (i.e., each abstract was screened by one screener).

**Study Selection**

After all abstracts were screened, the first two authors examined all 201 records that at least one screener indicated to be relevant for inclusion and decided together upon their eligibility for the meta-analysis. Disagreement about the inclusion or exclusion of studies was resolved through discussion with the last author. With respect to the independent variables, we included all studies containing an experimentally manipulated comparison of masculine generics and one or more gender-inclusive language form(s). Since the criterion for the independent variable was an experimental approach, we excluded corpus and language analyses. We also excluded studies analyzing (grammatical) congruency or match/mismatch effects (e.g., reaction times in response to stereotypic matching pairs “doctor-he” and mismatching pairs “doctor-she”; Banaji & Hardin, 1996) or comparing grammatical male versus female forms (e.g., Formanowicz & Sczesny, 2016). Further, we excluded studies that did not contain a masculine generic condition or contained language manipulations that were confounded with other manipulations (e.g., masculine generic + sexist wording vs. gender-inclusive language + non-sexist wording; Bem & Bem, 1973). With respect to the dependent variables, we included all studies measuring female representation as the dependent variable (see also the TOPICS+M criteria presented in Table 1 for detailed information on inclusion criteria; Johnson & Hennessy, 2019).

We only included articles published in German and English language (according to the authors’ language abilities). Bachelor’s or Master’s theses were only included when an intention to publish was declared to ensure that supervisors had checked methods and results for accurateness.
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Table 1

Inclusion Criteria for the Present Meta-Analysis according to the TOPICS+M Criteria

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time</td>
<td>Studies of all publication years are of interest; short-term effects (i.e., manipulation of independent variables and measurement of dependent variables within the same experimental session)</td>
</tr>
<tr>
<td>Outcome</td>
<td>(a) other-perspective (mental representations men have of women and women have of other women):</td>
</tr>
<tr>
<td></td>
<td>- naming persons and/or writing stories</td>
</tr>
<tr>
<td></td>
<td>- drawing or selecting pictures</td>
</tr>
<tr>
<td></td>
<td>- estimating the gender of target persons/groups</td>
</tr>
<tr>
<td></td>
<td>- responding whether a sentence can refer to a woman</td>
</tr>
<tr>
<td></td>
<td>- success expectations</td>
</tr>
<tr>
<td></td>
<td>- drawing associations</td>
</tr>
<tr>
<td></td>
<td>- reaction times</td>
</tr>
<tr>
<td></td>
<td>(b) self-perspective (mental representations female participants have of themselves):</td>
</tr>
<tr>
<td></td>
<td>- sense of belonging</td>
</tr>
<tr>
<td></td>
<td>- job interest</td>
</tr>
<tr>
<td></td>
<td>- success expectations</td>
</tr>
<tr>
<td>Population</td>
<td>humans</td>
</tr>
<tr>
<td>Intervention</td>
<td>Gender-inclusive language form(s), e.g.</td>
</tr>
<tr>
<td></td>
<td>- Feminization (e.g., pair form)</td>
</tr>
<tr>
<td></td>
<td>- Neutralization (e.g., neutral expressions)</td>
</tr>
<tr>
<td></td>
<td>- Multi-gendering (e.g., Gender *, neologism)</td>
</tr>
<tr>
<td>Comparison</td>
<td>Masculine generic language form(s), e.g., -man, masculine generic nouns and pronouns</td>
</tr>
<tr>
<td>Study design</td>
<td>experimental between- and within-subjects designs comparing masculine generics with gender-inclusive language forms on female representation</td>
</tr>
<tr>
<td>Exploratory Moderators</td>
<td>Self-other-perspective, gender typicality of context, language, language form, singular versus plural, publication year, nation-level gender equality, between- versus within-participants design, participant gender in the other-perspective, participant gender in the self-perspective, participant age, artifact characteristics</td>
</tr>
</tbody>
</table>

Coding

All studies were coded by one of four trained raters (second and third author and two research assistants) and double-checked by the first author. Disagreements were solved via discussion between raters. If data were missing, we contacted the first author of the respective article up to two times. The final set of data included in the main analysis of the meta-analysis
was 65, containing $m = 95$ independent samples, and $k = 357$ effect sizes, from $N = 19,582$
participants. For most samples we retrieved multiple effect sizes as we coded separate effect
sizes, if available, for female and male participants from the other-perspective, gender typical-
ity of contexts, multiple dependent variables, and multiple masculine generics and/or gender-
inclusive language form comparisons.

**Coding of the Moderators**

**Gender Typicality of Context.** Context was coded either as female-typed, male-
typed, gender-neutral context or as not available.

**Language.** For each effect size, we coded whether the language used in the experi-
ment was a grammatical or natural gender language. To determine the language category, we
used the classification of Prewitt-Freilino et al. (2012). We also examined whether the lan-
guage form effect in grammatical and natural gender languages changes over time to rule out
that change over time drives a potential difference between grammatical and natural gender
languages as all studies conducted before 1992 (19 articles) were in English.

**Language Form.** We coded gender-inclusive language forms as neutralization (e.g.,
they, human beings), feminization (e.g., pair form, capital-I, middle dot), neutralization plus
feminization used, multi-gendering (e.g., hen, gender asterisk *), and other (e.g., pair form al-
ternated with masculine generics or a footnote explaining that all genders are meant to be in-
cluded in masculine generics). Masculine generics were coded as generic man, generic nouns,
generic pronouns, and combinations of those.

**Singular Versus Plural.** For each effect size, we coded whether it contained singular,
plural, or mixed language forms.

**Publication Year.** To include publication year in the meta-analysis we assigned the
oldest study from 1973 a value of 0 ascending to the newest studies from 2022 a value of 49.

**Nation-Level Gender Equality.** For each sample, we coded the nation-level gender
equality using the Global Gender Gap Index (World Economic Forum, 2022).
**Between- Versus Within-Participants Designs.** We coded whether the manipulation of language form was between- or within-participants for each effect size.

**Participant Gender in the Other-Perspective.** For each effect size from the other-perspective, we coded whether the effect size contained data from female participants only, male participants only, or all participants from the study combined (if separate data were not available).

**Participant Gender in the Self-Perspective.** In the main analyses reported below (summarizing across other- and self-perspective), we only include the self-perspective of female participants to test whether overall (i.e., from both perspectives) women’s mental representation is higher when gender-inclusive language is used compared to masculine generics. For the additional analyses on participant gender in the self-perspective we created two separate data sets. In one data set we coded for each effect size from the self-perspective whether the effect size contained data from female participants only or male participants only. In the other data set we coded for each study reporting data from the self-perspective the effect size for the Participant Gender × Language Form interaction effect itself.

**Participant Age.** We coded age of participants as school children, students, adults, mixed age groups, and age information not available. For those studies for which means or medians of participants’ age were reported, we also coded age as continuous variable.

**Publication Status.** For publication status we coded whether the study was published with peer review, published without peer review, unpublished, or publication information was not available.

**Effect Size Calculation**

Language form was the dichotomous independent variable and female mental representation was the continuous dependent variable. For each comparison between masculine generics and gender-inclusive language form we retrieved the effect size Cohen’s $d$. Positive values of $d$ reflect more and negative values reflect less female representation in the gender-
inclusive compared to the masculine generic condition. If not reported in the original study, we computed $d$ from descriptive statistics (means and information on variability, proportions), from test statistics ($F$ tests, $t$ tests, regression coefficients), or other effect sizes ($\eta_p^2$, OR). For each effect size, we coded the degree of estimation necessary to calculate the effect ranging from $0 = \text{no estimation}$ (e.g., $d$ given, or direct calculation of $d$ from means, standard deviations, and cell sizes) to $4 = \text{highly estimated}$ (e.g., estimation of $d$ using the reported means and an estimated pooled standard deviation stemming from an $F$-statistic with two numerator degrees of freedom). The degree of estimation in effect size calculation did not moderate the language form effect, providing a robustness check (see online supplement).

**Transparency and Openness**

We adhered to the MARS guidelines for meta-analytic reporting (Appelbaum et al., 2018). All meta-analytic data, analysis code, and research materials (including our coding scheme) are available at https://osf.io/ducgp/?view_only=54d7129820454a9488fedceca40d3b72. Data were analyzed following the guide from Harrer et al. (2021) using R, version 4.0.3 (R Core Team, 2020) and the packages meta (version 4.19.1; Balduzzi et al., 2019), Matrix (version 1.2.18; Bates & Maechler, 2019), effectsize (version 0.6.0.1; Ben-Shachar et al., 2020), pwr (version 1.3.0; Champely, 2020), powerAnalysis (version 0.2.1; Fan, 2017), robumeta (version 2.0; Fisher et al., 2017), dmetar (version 0.0.9000; Harrer et al., 2019), purrr (version 0.3.4; Henry & Wickham, 2020), esc (version 0.5.1; Lüdecke, 2019), report (version 0.5.6; Makowski et al., 2023), tibble (version 3.1.4; Müller & Wickham, 2021), clubSandwich (version 0.5.8; Pustejovsky, 2022), compute.es (version 0.2.5; Del Re, 2013), netmeta (version 1.5.0; Rücker et al., 2021), metasens (version 0.6.0; Schwarzer et al., 2021), metafor (version 3.0.2; Viechtbauer, 2010), ggplot2 (version 3.3.5; Wickham, 2016), stringr (version 1.4.0; Wickham, 2019), forcats (version 0.5.1; Wickham, 2021), tidyr (version 1.1.3; Wickham, 2021), tidyverse (version 1.3.1; Wickham et al., 2019), readxl (version 1.3.1; Wickham & Bryan, 2019), dplyr (version 1.0.5;
Wickham et al., 2021), readr (version 1.4.0; Wickham & Hester, 2020), zoo (version 1.8.8; Zeileis & Grothendieck, 2005) and lmtest (version 0.9.38; Zeileis & Hothorn, 2002). The hypothesis, literature search string, inclusion criteria, and moderators of the meta-analysis were preregistered at https://osf.io/93np4/?view_only=344b97f397b848699c83626349bc4e90.

**Statistical Analysis**

Multilevel random-effects models with robust variance estimation were used to address the multilevel nature of our data (three levels: participants nested in effect sizes nested in study samples) in our analyses (Harrer et al., 2021). Effect sizes were nested in study samples as, for example, in several articles more than one gender-inclusive condition was compared to the same masculine generics condition or as multiple dependent variables were assessed in the same sample. Robust variance estimation accounts for correlated sampling errors within studies by adjusting standard errors and confidence intervals (Tipton, 2013). Random-effects models enabled the testing of our proposed moderators (Borenstein et al., 2009).

**Results**

The main goal of the current meta-analysis was to quantify the effect of gender-inclusive language compared to masculine generics on the mental representation of women. The 65 articles and data sets included in the meta-analysis were published between 1973 and 2022. Across the $m = 95$ samples the mean percent of female participants was 60%. Approximately 46% of the samples were student samples, 17% adults outside university, 17% children, 18% mixed samples, and for 2% of studies the sample makeup was not reported. Of the $k = 357$ effect sizes 273 captured the language form effect from the other-perspective. 60% of the effect sizes contained a feminization strategy as gender-inclusive form, 30% a neutralization strategy, 6% a multi-gendering strategy, 4% neutralization and feminization mixed, and 1% other strategies. Most effects sizes came from a between participants design (94%), 70% from grammatical gender languages. The following languages were included in the meta-analysis:
German (50% of effect sizes), English (27%), French (6%), Italian (5%), Spanish (5%), Hebrew (4%), Dutch (3%), Swedish (2%), Norwegian (0.3%, natural gender languages in italics).

**Overall Effect of Language Form on Mental Representation of Women**

Overall (i.e., across self- and other-perspective), the average language form effect was $d = 0.46, SE = 0.05, 95\% \text{ CI} [0.36, 0.55], t(90.1) = 9.54, p < .001, k = 357, m = 95$, indicating a higher mental inclusion of women for gender-inclusive forms compared to masculine generics. The effect was reliable for both studies using the other-perspective ($d = 0.49, 95\% \text{ CI} [0.40, 0.59], k = 273$) and those using the self-perspective ($d = 0.34, 95\% \text{ CI} [0.18, 0.50], k = 84$) although it was marginally stronger for studies using the other-perspective ($p < .10$).

Across all included studies, effect sizes varied widely, ranging from −1.11 to 3.14, most effects were positive (81%). These results are depicted in Figure 2 and Figure 3.

The observed effects were heterogeneous $Q(356) = 1742.73, p < .001$. The $I^2$ statistic indicated that 80% of the observed variation was due to between-study heterogeneity, which is conventionally interpreted as substantial heterogeneity (Harrer et al., 2021). This underlines the adequacy of choosing a random effects model and enables testing for moderation, which are reported in the following.

**Exploratory Moderator Analyses**

**Gender Typicality of Context**

The mean effect size of language form on the mental representation of women did not differ between contexts, $F(3, 353) = 1.77, p = .152$. Despite the non-significant moderation, we investigated the language form effect within the different contexts to examine descriptive trends. The language form effect was marginally stronger ($p < .10$) for male-typed contexts ($d = 0.62, 95\% \text{ CI} [0.43, 0.80], k = 47$) than female-typed ($d = 0.48, 95\% \text{ CI} [0.29, 0.67], k = 50$) and significantly stronger ($p < .05$) for male-typed contexts than gender-neutral contexts ($d = 0.46, 95\% \text{ CI} [0.28, 0.63], k = 65$). The language form effects in the female-typed and gender-
neutral context did not differ from each other ($p > .10$) and were comparable to the language form effect when context information was not available ($d = 0.45$, 95% CI [0.33, 0.56], $k = 195$).

In addition, we analyzed whether the size of the language form effect in the different contexts has changed over time. In male-typed contexts the language form effect has become smaller over time ($b = −0.05$, 95% CI [−0.09, 0.006]), whereas in female-typed ($b = 0.02$, 95% CI [−0.01, 0.06]), gender-neutral contexts ($b = −0.02$, 95% CI [−0.06, 0.01]), and when no context information was available ($b = −0.03$, 95% CI [−0.06, 0.006]) effect sizes did not differ depending on publication year (see plot with effect sizes by year and context in the online supplement).

**Language**

The mean effect size of language form on the mental representation of women did marginally differ between grammatical and natural gender languages, $F(1, 355) = 3.71$, $p = .055$. The difference in the mental representation of women between gender-inclusive and masculine generic forms was marginally stronger ($p < .10$) in natural gender languages ($d = 0.59$, 95% CI [0.43, 0.75], $k = 106$) than in grammatical gender languages ($d = 0.40$, 95% CI [0.28, 0.51], $k = 251$).

We also analyzed whether the language form effect in grammatical and natural gender languages has changed over years to rule out that changes over time drive a potential difference between grammatical and natural gender languages, as all studies conducted before 1992 (19 articles) were in English. Publication year did not moderate the language form effect, neither for natural ($b = −0.008$, 95% CI [−0.03, 0.01]) nor grammatical gender languages ($b = 0.007$, 95% CI [−0.007, 0.02], see plot with effect sizes by year and language in the online supplement).
Figure 2

Forest Plot

<table>
<thead>
<tr>
<th>Author(s) and Year</th>
<th>Estimate [95% CI]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Merkel (2013) Study 2b Main Study</td>
<td>0.13 [0.88, 0.22]</td>
</tr>
<tr>
<td>Safir et al. (1992)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>MacKay (1980) Study 2</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Merkel (2013) Study 2a</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Calde (1951)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Schüle (2000)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>nice (2013)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Hentschel et al. (2013b)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Rotthmund &amp; Schaele (2004) Study 1</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Hamlet (1988)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Braut et al. (1986) Study 1</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Merkel (2013) Study 1</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Morige (2012)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Mantel &amp; Reuter (2001)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Dei-Lemus (2014)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Verbeek &amp; van Stockhoven (2014)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Bailey et al. (2019)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Mora et al. (2012) Study 1</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Stahlsberg &amp; Szczesny (2001) Study 4</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Brooks (1993)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Mora et al. (2012) Study 2</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>de Lemus et al. (2013) Study 2</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Horvath &amp; Szczesny (2010)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Sato et al. (2010)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>MacKay (1990) Study 1</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Kellner et al. (2018)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Premack (1994)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Verbeek &amp; Hammow (2015)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Khosroshahr (1989)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Gabel (2000)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Horvath et al. (2016) Sample 1</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Verbeek et al. (2016) Study 3</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>de Lemus et al. (2019) Study 1</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Horvath et al. (2019) Sample 2</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Horvath et al. (2015) Study 4</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Horvath et al. (2019) Study 4</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Schmider &amp; Hoppe (1972)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Hansel et al. (2016)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Verbeek et al. (2013) Study 1</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Bailey &amp; LaFrance (2017)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Jokiel et al. (2012) Study 1</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Blake &amp; Kilminn (2010) Study 2</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Jokiel et al. (2012) Study 2</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Braut et al. (1996) Study 2</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Köper et al. (2022) Study 1</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Merkel (2013) Study 2b Pretest</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Moulton et al. (1978)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Verbeek et al. (2013) Study 2</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Köper et al. (2022) Study 1</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
<tr>
<td>Hentschel et al. (2016)</td>
<td>0.14 [0.47, 0.18]</td>
</tr>
</tbody>
</table>
Note. The forest plot shows the $k = 357$ effect sizes aggregated across the $m = 95$ samples.
**Figure 3**

*Violin Plot*

*Note.* A higher mental representation of women in reaction to gender-inclusive language compared to masculine generics is reflected in more positive values of $d$. The solid line represents the mean effect size, and the dashed lines depict the corresponding 95% confidence interval. The width of the violin shows the distribution of the $k = 357$ effect sizes. In the center of the violin plot a boxplot of the effect sizes is depicted (the black points are outliers $> 1.5$ interquartile range).
**Language Form**

The mean effect size of language form on the mental representation of women differed between gender-inclusive language forms, $F(4, 352) = 2.71, p = .030$. The effect was largest for multi-gendering strategies ($d = 0.69$, 95% CI [0.49, 0.89], $k = 21$), followed by feminization ($d = 0.49$, 95% CI [0.38, 0.60], $k = 213$), feminization plus neutralization ($d = 0.41$, 95% CI [0.07, 0.74], $k = 15$), and neutralization ($d = 0.40$, 95% CI [0.27, 0.52], $k = 105$). Other strategies (e.g., footnotes) were not significant ($d = 0.06$, 95% CI [−0.54, 0.66], $k = 3$). The language form effect was significantly stronger in multi-gendering strategies compared to feminization ($p < .05$), neutralization ($p < .01$) and other strategies ($p < .05$). Comparing the language form effect between feminization and neutralization strategies revealed that the language form effect was marginally stronger ($p < .10$) in feminization compared to neutralization strategies.

For different masculine generics (such as “man” or “he”) no moderation of the language form effect appeared, $F(3, 353) = 1.53, p = .207$. Descriptively, the mean effect size was larger for generic man wordings ($d = 0.76$, 95% CI [0.45, 1.08], $k = 31$) compared to generic pronouns ($d = 0.52$, 95% CI [0.30, 0.73], $k = 58$), generic nouns ($d = 0.42$, 95% CI [0.30, 0.53], $k = 245$), and combinations of those ($d = 0.39$, 95% CI [−0.01, 0.79], $k = 23$). The language form effect was significantly stronger for generic man wordings than for generic nouns ($p < .05$; no other differences emerged in comparing the different masculine generics).

**Singular Versus Plural**

The language form effect was also not moderated by singular versus plural forms, $F(2, 354) = 1.32, p = .268$. The mean effect sizes for plural forms ($d = 0.53$, 95% CI [0.39, 0.67], $k = 150$), singular forms ($d = 0.45$, 95% CI [0.30, 0.59], $k = 162$), and mixed forms ($d = 0.30$, 95% CI [0.05, 0.55], $k = 45$) did not differ from each other ($ps > .10$).

**Publication Year**
Year of publication did not moderate the language form effect, $b = -0.003$, 95% CI [-0.009, 0.003].

**Nation-Level Gender Equality**

To test whether the language form effect differs depending on nation-level gender equality, we included the global gender gap index as moderator in our meta-analytic model. As multiple samples were nested within nations, this analysis added a fourth level in the random effects model. No significant moderation emerged, $F(1, 355) = 2.30$, $p = .130$. Correspondingly, the effect of the global gender gap index on the language form effect was not significant, $b = 5.22$, 95% CI [-1.55, 11.99].

**Between- Versus Within-Participants Design**

No moderation of the language form effect by design appeared, $F(1, 355) = 1.91$, $p = .167$, and the mean effect sizes of between-participants designs ($d = 0.49$, 95% CI [0.38, 0.58], $k = 334$) and within-participants designs ($d = 0.26$, 95% CI [-0.01, 0.56], $k = 23$) did not differ from each other ($p > .10$).

**Participant Gender in the Other-Perspective**

In studies using the other-perspective, the average language form effect was $d = 0.49$, $SE = 0.05$, 95% CI [0.38, 0.60], $t(77.7) = 9.00$, $p < .001$, $k = 273$, $m = 82$. The moderation of participant gender was not significant, $F(2, 270) = 2.01$, $p = .136$. Descriptively, the mean effect size was largest for gender not differentiated ($d = 0.54$, 95% CI [0.41, 0.65], $k = 164$), then male participants ($d = 0.48$, 95% CI [0.26, 0.69], $k = 48$), followed by female participants ($d = 0.34$, 95% CI [0.14, 0.54], $k = 61$). The language form effect did not differ between female and male participants ($p > .10$).

**Participant Gender in the Self-Perspective**

To analyze gender differences in the self-perspective, we used a separate data set that included the self-perspective of female and male participants (in contrast to the other analyses reported in the results section that included female participants only in the self-perspective).
With this separate data set, we tested whether the mental representation differed for female and male participants from the self-perspective, which should not be the case if masculine generics were understood generically. The crucial moderation of participant gender was significant, $F(1, 117) = 25.59, p < .001$, showing a significant language form effect for female participants ($d = 0.24, 95\% \text{ CI } [0.15, 0.32], k = 84$), whereas the language form effect was not significant for male participants ($d = -0.02, 95\% \text{ CI } [-0.13, 0.09], k = 35$). The language form effect for female participants was significantly larger than the language form effect for male participants ($p < .001$). In addition, we calculated a separate meta-analysis of the Participant Gender × Language Form interaction effect on mental representations from the self-perspective. The results of a random effects model revealed a significant Participant Gender × Language Form interaction effect, $d = 0.17, 95\% \text{ CI } [0.06, 0.27], k = 28$.

**Participant Age**

We tested whether the language form effect differs depending on the age group of participants in the respective studies. A significant difference between age categories emerged, $F(4, 352) = 2.48, p = .044$. The language form effect was strongest for adult samples ($d = 0.77, 95\% \text{ CI } [0.54, 0.99], k = 69$), followed by children ($d = 0.52, 95\% \text{ CI } [0.30, 0.74], k = 61$), students ($d = 0.39, 95\% \text{ CI } [0.26, 0.53], k = 180$), mixed age samples ($d = 0.34, 95\% \text{ CI } [0.12, 0.56], k = 45$), and not significant when age information was unavailable ($d = 0.23, 95\% \text{ CI } [-0.47, 0.93], k = 2$). The language form effect was significantly stronger ($p < .01$) for adult samples compared to students and mixed age samples. For those studies for which means or medians of participants’ age were reported, we also tested age as continuous predictor. Participant age had a significant, positive effect on the language form effect, $b = 0.01, 95\% \text{ CI } [0.0006, 0.03]$. This means that with increasing mean age of a sample the difference in mental representation of women increases between masculine generics and gender inclusive forms.

**Sensitivity Analyses**
We conducted outlier analyses and identified two effect sizes (Eberhart, 1976; Tavits & Pérez, 2019) with studentized residuals > 1.96 as outliers. In the next step, we calculated Cook’s distance to examine whether these two outliers were influential. As both outliers were also among the top ten influential cases, we repeated our main analysis excluding those two cases as robustness check. When excluding the outliers results were virtually identical, $d = 0.42$, $SE = 0.04$, 95% CI [0.33, 0.50], $t(90.1) = 10.30$, $p < .001$, $k = 355$, $m = 93$.

Besides outlier analyses, we tested for publication bias. 71% of the effect sizes stemmed from data published with peer review, 11% from data published without peer review, 14% from unpublished data, and for 4% of the effect sizes publication information was not available. We first tested publication status as moderator. This analysis revealed no significant moderation, $F(3, 353) = 1.05$, $p = .372$, and the language form effects of all publication statuses were significant ($ps < .03$). Next, we visually examined a funnel plot (Figure 4; for this and the following sensitivity analyses we discarded the multi-level structure by aggregating per sample). The visual inspection showed some asymmetry indicating that our results could be affected by publication bias. We used Egger’s regression test to quantify funnel plot asymmetry. The result, $z = 2.06$, $p = .039$, indicated that the data were indeed asymmetric. However, in addition to publication bias, an asymmetric funnel plot can also be the result of extreme heterogeneity of effect sizes due to diverse study designs (Harrer et al., 2021). We therefore applied the three-parameter selection model (3PSM; McShane et al., 2016) to detect publication bias. This selection model is a generalization of other methods to detect publication bias (e.g., $p$-curve analysis). The non-significant test statistic, $\chi^2 = 0.36$, $p = .551$, indicates that our result was not substantially influenced by publication bias. Additional sensitivity analyses (e.g., $p$-curve analysis) can be found in the online supplement.
Figure 4

Funnel Plot

Note. The white area denotes a significance area of $p < .01$, the dark grey area $p < .05$, and the outer light gray area $p < .10$. The three effect sizes with very large standard errors stem from odds ratios with treatment-arm correction due to zero cells (Scheele & Gauler, 1993; Bäck et al., 2013). Exclusion of these three samples did not change the main results.

Discussion

When exposed to masculine generics as opposed to gender-inclusive forms, how are women mentally represented by themselves and others? The present meta-analysis summarized research conducted between 1973 and 2022 that investigated the mental representation
of women in masculine generics compared to gender-inclusive language across diverse study designs from a self- as well as other-perspective. The key finding is that women are more mentally represented (other-perspective) and feel more represented (self-perspective) when gender-inclusive language is used compared to masculine generics (medium-sized effect, robust in sensitivity analyses).

This first meta-analytic evidence of the language form effect is in line with prior literature reviews describing gender-inclusive language as an effective way to increase the mental representations of women (e.g., Stahlberg et al., 2007): (1) Female and male participants show a higher mental representation of other women when being asked to draw a chairperson than when being asked to draw a chairman; (2) Female participants themselves show stronger job interest, success expectations, and feelings of belonging when gender-inclusive language forms are used compared to masculine generics, whereas male participants showed no such difference depending on language form. The results also imply that not only do others overlook, for example, female candidates for a position, but also female candidates themselves feel less addressed in reaction to masculine generics compared to gender-inclusive language forms. As such, masculine generics are not simply a grammatical device within languages, but carry a statistically significant male bias compared to more gender-inclusive language forms. The results of this meta-analysis therefore clearly support the proposition of feminist linguistics that masculine generics obscure female visibility. The validity of these findings seems not limited by publication bias or other methodological or artifact characteristics. Beyond this basic finding, we tested for moderating effects (e.g., context, language) to inform theory and practice about boundary conditions for the language form effect, described next.

**Boundary Conditions for the Language Form Effect**

The language form effect was significant for all three contexts (female-typed, male-typed, gender-neutral) and slightly larger for male-typed contexts. This descriptive trend is in line with the cognitive process model (Gygax & Gabriel, 2010; Irmen & Linner, 2005) as
male interpretations based on masculine generics are postulated to be more easily overruled by female-typed context information leading to smaller differences between gender-inclusive forms and masculine generics in female-typed contexts compared to male-typed contexts. As the language form effect was not weaker in female-typed compared to gender-neutral contexts, it seems that especially male-typed contexts elicit non-generic interpretations compared to gender-neutral and female-typed contexts. This allows the conclusion that male-typed, not female-typed contexts, drive context effects. Still, even in female-typed and gender-neutral contexts the mental representation of women was significantly and robustly higher when gender-inclusive language was used compared to masculine generics.

Moreover, the language form effect was stronger in natural gender languages compared to grammatical gender languages (which cannot be attributed to peculiarities of old studies). A potential explanation for a stronger language form effect in natural gender languages could be a consequence of the ease of avoiding gendered language in natural gender languages. As such, in natural gender contexts masculine generics may be interpreted less generically than in grammatical gender languages where the grammatical feature of masculine forms is more prominent (in social stimuli as well as in inanimate objects).

With regard to whether different forms of gender-inclusive language are equally effective in enhancing female representation, the meta-analysis revealed that multi-gendering inclusive forms were more successful at increasing female mental representations of women than feminization and neutralization strategies. In line with past literature reviews (Stahlberg et al., 2007) the language form effect was stronger when feminization compared to neutralization strategies were used, which can be explained by the explicit reference to the female gender in feminine language forms. The number of effect sizes investigating other gender-inclusive forms (e.g., a footnote explaining that all genders are meant to be included in masculine generics) was very small, as those few initial studies found that such forms are ineffective in changing mental representations (Rothmund & Scheele, 2004). Regarding masculine generics
no moderation emerged, but especially expressions containing “man” seemed to trigger male
biased interpretations compared to generic nouns.

Beyond those study characteristics the language form effect was robustly found for
singular and plural forms, as well as between- and within-participant designs (which did not
differ from each other). The language form effect neither varied by publication year nor by
degree of achieved gender equality of nations.

Concerning the age of participants, the language form effect was found for adults, stu-
dents, children, and for samples with mixed age groups. We expected that the language form
effect would become smaller as abstract thinking increases and masculine generics might
therefore be interpreted as more generic. Contrary to our expectation the language form effect
became larger, not smaller, from childhood to adulthood. A post-hoc explanation might be
that besides abstract thinking also attention to grammatical features of language, knowledge
about stereotypes, and “people = men” biases could increase with higher age and more
strongly influence gendered interpretations of language than abstract thinking.

**Theoretical Implications**

Overall, the present findings corroborate the feminist linguistic view that masculine
generics reduce the mental representation of women compared to more gender-inclusive lan-
guage forms. This is likely due to the ambivalent meaning of masculine generics: men only
versus men and women alike. Beyond the large body of research on mental representations
summarized in this meta-analysis, recent research has shown this using physiological
measures (specifically event-related potentials; Misersky et al., 2019). Moderator analyses
further supported the cognitive process model on the interpretation of masculine generics
(Gygax & Gabriel, 2010; Irmen & Linner, 2005). The language form effect was descriptively
stronger in male-typed contexts compared to female-typed contexts, which can be explained
by the model’s proposed overwriting with context information (i.e., female-typed context information promotes mental representations of women when masculine generics are used, resulting in a smaller language form effect).

Further research should inspect divergences in the language form effect between grammatical and natural gender languages in more detail to learn more about the particularities of gendered interpretations in natural and grammatical gender languages. This would also allow predictions of how changes in language (e.g., through the increased usage of gender-inclusive language) translate into changes in mental representations of gender. In this regard, the Norwegian language could play a crucial role for future research, as Norwegian was formerly a grammatical gender language and by discarding grammatical female forms an attempt was made towards more diverse mental representations of gender in the present natural gender Norwegian language (Gabriel, 2008).

In addition, future research should also investigate the finding that the language form effect increases with age to better understand what mechanism drives this effect and followingly which approaches and features contribute to inclusiveness in language (e.g., attention to grammatical features of language, knowledge about stereotypes).

Another important, unsolved question concerns the mental representation of gender depending on language in terms of absolute values. In the present meta-analysis, we investigated relative values and compared whether the mental representation of women was higher or lower when masculine generics versus gender-inclusive language forms were used. A future meta-analysis should investigate absolute values of mental representation and examine whether gender-inclusive forms are powerful enough to increase the mental representation of women to a theoretically or empirically derived level (e.g., 50%, or more or less depending, for example, on the base rate) or even elicit a female bias. In combination with examining absolute values, future research should investigate base rates as a relevant moderator (Braun et al., 2005; Brohmer et al., 2022).
**Practical Implications**

Current research shows that everyday speech is biased towards men (Caliscan et al., 2022; MacArthur et al., 2020). If a goal is to increase the mental representation of women, based on the results of this meta-analysis, guidelines for gender-inclusive language should recommend multi-gendering language forms (e.g., hen, gender asterisk *) and discourage the use of wordings containing “man”. This can be relevant, for example, for companies in their pursuit to attract diverse talents and communicate inclusively, for political parties to reach diverse groups of voters, for news and marketing companies to speak to a diverse audience, and so forth. Prior research has shown that gender-inclusive language sometimes seems to reduce the perceived aesthetics of texts but is nevertheless very comprehensible content wise (Braun et al., 2007). Over time, habituation effects for aesthetics may occur parallel to higher acceptance rates of the changes the introduction of gender-inclusive language entails (as have been observed for “hen” in Swedish language; Gustafsson Sendén et al., 2021).

**Limitations**

A clear limitation of this meta-analysis is that only studies investigating the mental representation of women could be included as only very recently research has started to examine the mental representation of diverse genders. First results suggest that using multi-gendering language forms leads to inclusive mental representations including people beyond the gender binary (Merkel & Roessel, 2023; Zacharski & Ferstl, 2022). Further, only very few studies so far looked at spoken language, and only very recently on multi-gendering spoken forms (see Jöckel et al., 2021; Körner et al., 2022). While already being used in daily life, as discussions about German public news show (Payr, 2022), more research is needed to understand how such forms are perceived in spoken language and test their effectiveness in increasing female and diverse mental representations of gender.
Further, although this meta-analysis included research on nine languages (all research reports that were available in English and German), future research should endeavor to examine other languages, particularly those which use scripts other than Latin, or include sign languages, as their absence from the literature on this topic undermines a holistic understanding of gendered mental representations.

**Conclusions**

In this meta-analysis 357 effect sizes from 95 independent samples provided evidence for a significantly higher mental representation of women in gender-inclusive alternatives compared to masculine generics. Effects were very robust considering publication bias, outlier, and other sensitivity analyses. The difference between gender-inclusive forms and masculine generics in mental representations of women was largest for multi-gendering strategies (e.g., hen, gender asterisk *). Future research should endeavor to investigate the mental representation of people beyond the gender binary.
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