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Abstract. Because of a growing number of initiatives and regulations, predictions of modern artificial intelligence (AI) systems increasingly come with explanations about why they behave the way they do. In this paper, we explore the impact of feature-based explanations on users’ information processing. We designed two complementary empirical studies where participants either made incentivized decisions on their own, with the aid of opaque predictions, or with explained predictions. In Study 1, laypeople engaged in the deliberately abstract investment game task. In Study 2, experts from the real estate industry estimated listing prices for real German apartments. Our results indicate that the provision of feature-based explanations paves the way for AI systems to reshape users’ sense making of information and understanding of the world around them. Specifically, explanations change users’ situational weighting of available information and evoke mental model adjustments. Crucially, mental model adjustments are subject to the confirmation bias so that misconceptions can persist and even accumulate, possibly leading to suboptimal or biased decisions. Additionally, mental model adjustments create spillover effects that alter user behavior in related yet disparate domains. Overall, this paper provides important insights into potential downstream consequences of the broad employment of modern explainable AI methods. In particular, side effects of mental model adjustments present a potential risk of manipulating user behavior, promoting discriminatory inclinations, and increasing noise in decision making. Our findings may inform the refinement of current efforts of companies building AI systems and regulators that aim to mitigate problems associated with the black-box nature of many modern AI systems.
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1. Introduction
Contemporary artificial intelligence (AI) systems’ high predictive performance frequently comes at the expense of users’ understanding of why systems produce a certain output (Gunning et al. 2019, Meske et al. 2022). For AI systems that provide predictions to augment highly consequential processes such as hiring decisions (Hoffman et al. 2018), investment decisions (Ban et al. 2018), or medical diagnosing (Jussupow et al. 2021), this “black box” nature can create considerable downsides. These issues include impaired user trust, reduced error safeguarding, restricted contestability, and limited accountability (see Rosenfeld and Richardson 2019 for a review). Having recognized these problems, organizations developing AI and governments increasingly adopt principles and regulations (EU 2016, 2021; Google AI 2019; Meta AI 2021) effectively stipulating that AI systems need to provide meaningful explanations about why they make certain predictions (Goodman and Flaxman 2017, Cabral 2021). In light of these developments, the implementation and use of explainable AI (XAI) methods are becoming more widespread and mandated by law.
The purpose of XAI methods is to make AI systems’ hidden logic intelligible to humans by answering the question: Why does an AI system make the predictions it does? Thereby, XAI methods aim to achieve high predictive performance and interpretability at the same time. Many state-of-the-art XAI techniques convey insights into AI systems’ logic after training and explain behaviors by depicting the contribution of individual input features to the outputted prediction (Doshi-Velez and Kim 2017). Although there is reason to believe that XAI can mitigate black-box problems (Bauer et al. 2021), the pivotal question is how users respond to modern explanations, given that the human factor frequently creates unanticipated, unintended consequences even in well-designed information systems (Willison and Warkentin 2013, Chatterjee et al. 2015).

Nascent research on human-XAI interaction examines how explainability affects humans’ perceptions, attitudes, and use of the system, for example, trust (Erlei et al. 2020), detection of malfunctioning (Poursabzi-Sangdeh et al. 2021), (over)reliance (Bussone et al. 2015), and task performance (Senoner et al. 2021). Prior research, however, does not consider the potential consequences of providing explanations for users’ situational information processing (the use of currently available information in the given situation) and mental models (cognitive representations that encode beliefs, facts, and knowledge). By depicting the contribution of individual features to specific predictions, feature-based XAI enables users to recognize previously unknown relationships between features and ground truth labels that the AI system autonomously learned from complex data structures. In that sense, XAI may constitute the channel through which AI systems impact humans’ conceptualization and understanding of their environment. This effect could reinforce the already considerable influence contemporary AI systems have on human societies (Rahwan et al. 2019) by, for better or worse, allowing human users to adopt systems’ inner logic and problem-solving strategies. Despite the increasing (legally required) implementation of XAI methods, a systematic study of these effects is yet missing. The paper at hand aims to fill this important gap.

We ask three research questions. Does the additional provision of feature-based explanations affect AI system users’ situational processing of observed information? Does it affect users’ underlying mental models? What are important moderating factors? Consider, for instance, a loan officer who works with an AI system to predict an applicant’s risk parameters and determine the credit approval. Because of legal requirements (e.g., Artificial Intelligence Act; EU 2021), the AI system recently started to provide feature-based explanations, showing that it strongly relies on people’s smartphone charging behavior to predict creditworthiness.1 Although previous research examines how this explanation may affect the loan officer’s perceptions of the system, we conjecture that the explanation also, and maybe more importantly, affects his processing of currently available information and his underlying mental models of the determinants of creditworthiness. By changing mental models, explanations may even reshape the loan officer’s behaviors in related domains beyond the loan approval decision, for example, assessing the faithfulness of his daughter’s new boyfriend based on the smartphone charging behavior.2

Considerable challenges arise when trying to answer our research questions. First, measuring how XAI methods affect users’ situational processing of information and mental models is extremely difficult because these cognitive processes are typically unobserved. Second, we need to control for possible external cues, unintended stimuli, additionally attainable information, and preferences that may affect these cognitive processes in any given situation. Third, whether people interact with an (X)AI system, let alone rely on it, is highly endogenous and depends on factors such as culture, technological literacy, and the socio-technological environment. Thus, isolating effects associated with the provision of explanations in addition to predictions is particularly demanding, if not outright impracticable, in a natural (organizational) setting. To address these challenges, we rely on two complementary, incentivized experimental studies.

In Study 1 (n = 607), laypeople played a series of investment games (Berg et al. 1995), making sequential economic transaction decisions in an intentionally abstract setting. In Study 2 (n = 153), experts from the real-estate industry predicted listing prices for real apartments located in Germany. Study 2 extends Study 1 by testing the generalizability of our findings and elaborating on mechanisms driving the results. In both studies, conditional on the treatment, participants either received no decision support, support from an AI system in the form of opaque predictions or an XAI system with predictions plus feature-based explanations. We answer our research questions by eliciting and comparing changes in both participants’ decision-making patterns and their beliefs about feature-label relationships.

The two studies strongly complement each other for three reasons. First, laypeople (Study 1) and experts (Study 2) are the two diametrical archetypes of AI system users affected by growing explainability requirements. Studying both types’ responses to XAI methods enables us to identify possibly differential effects and make inferences about the generalizability of our findings. Second, we consider two fundamental types of prediction problems where AI systems are frequently in use: transaction outcome predictions (Study 1) and price predictions (Study 2) (Ban et al. 2018, Rico-Juan and de La Paz 2021). Examining the two settings allows us to understand better whether the interplay between XAI and cognitive processes is task specific. Third, using local interpretable model-agnostic explanations (LIME) (Study 1)
and SHapley Additive exPlanations (SHAP) explanations (Study 2), the two most popular feature-based XAI methods (Gramegna and Giudici 2021), allows us to draw more general conclusions about the interplay between feature-based explainability and cognitive processes.

Our findings paint a consistent picture: Providing explanations is the critical factor that enables AI systems to influence the way people make sense of and leverage information, both situationally and more permanently. Crucially, we find an asymmetric enduring effect that can foster preconceptions and spill over to other decisions, thereby promoting certain (possibly biased) behaviors.

Our paper proceeds as follows. Section 2 presents theoretical foundations, whereas Section 3 explains our experimental studies and results. Section 4 concludes by discussing our results, the limitations of our work, and directions for future research.

2. Theory
In this section, we first discuss modern XAI methods (Section 2.1). Subsequently, we outline the relation between providing explanations and cognitive processes (Section 2.2) and discuss our work’s contribution to the literature (Section 2.3).

2.1. Explainable AI
Following Doshi-Velez and Kim (2017), we conceptualize XAI as methods that possess the ability to present in understandable terms to a human why an AI system makes certain predictions. Over the last couple of years, researchers developed ample XAI methods that help elucidate the opaque logic of machine learning (ML)-based AI systems (Ribeiro et al. 2016, Lundberg and Lee 2017, Koh and Liang 2017, Lakkaraju et al. 2019). Very generally, XAI methods aim to alleviate problems associated with the black-box nature (e.g., distrust, lack of accountability, and error safeguarding) while maintaining a high level of prediction accuracy (Bauer et al. 2021).

Our study focuses on feature-based XAI methods, hereafter XAI methods, that can explain the behavior of any ML-based AI system by showing the contribution of individual features to the prediction. We do so for several reasons. First, these explanations are the most widespread in practice (Bhatt et al. 2020, Senoner et al. 2021, Gramegna and Giudici 2021). Second, they are highly intuitive and straightforward to interpret as they satisfy most requirements for human-friendly explanations (Molnar 2020). Third, they are typically applicable to systems using structured and unstructured data (Garreau and Luxburg 2020). Fourth, these methods can explain individual predictions, local explainability, which might be the only method legally compliant with (upcoming) regulations (Goodman and Flaxman 2017).

Many researchers recognize two related XAI methods as state-of-the-art: LIME and SHAP (Gramegna and Giudici 2021, Molnar 2020). LIME (Ribeiro et al. 2016) and SHAP (Lundberg and Lee 2017) provide explanations through additive feature attributions, that is, linear models that depict the numeric contribution of each feature value to the overall black box model prediction. Both approaches learn these interpretable “surrogate models” on input-prediction pairs of the black box model and are applicable to virtually all classes of ML models, that is, are model agnostic. On the individual level, SHAP and LIME provide contrastive explanations that inform users why predictions for a specific instance diverge from the prediction for an average instance (Molnar 2020). For example, if the SHAP value for the feature Balcony equals +500 (−200), it indicates that having a balcony marginally increases (decreases) the current apartment’s listing price prediction by $500 ($200). The big difference between LIME and SHAP is the way of estimating the additive feature attributions. LIME creates synthetic, perturbed data points in the local neighborhood of the observation of interest and fits a weighted linear model to explain the relationship between the synthetic data and the relevant black box predictions. Importantly, LIME weights synthetic instances based on their proximity to the original data point. By contrast, SHAP is inspired by coalitional game theory and treats input features as a team of players that cooperate to generate a payoff (the prediction). The method essentially estimates the marginal contribution of each player to the overall payoff, Shapley values (Shapley 1953), using a linear model that weights instances based on characteristics of coalitions. Given these mathematical differences, the two methods can produce (slightly) different feature attributions for the same instance. However, from the perspective of a user who is not familiar with these details, the intuition and interpretation of the two methods’ explanations are reasonably similar (Molnar 2020). Notably, LIME and SHAP closely relate to the seminal description of Gregor and Benbasat (1999) of “why and why not explanations” in the context of knowledge-based expert systems.

With the development of modern explainability methods, research on the impact of contemporary XAI on user behavior has become increasingly essential (Vilone and Longo 2021). Nascent research in this domain typically focuses on how explanations affect user attitudes and reliance on the AI system (Lu and Yin 2021). These studies produce mixed evidence on the consequences of XAI on decision performance, user trust, perception, and decision-making performance. Several studies depict that explanations can enhance trust in and positive perceptions of the system (Rader et al. 2018, Dodge et al. 2019, Yang et al. 2020), whereas others provide reversed evidence (Erlei et al. 2020, Poursabzi-Sangdeh et al. 2021). Although prior studies produce important insights regarding the interplay between XAI and user perceptions, none of them considers that the additional provision of explanations may also reshape users’ information processing,
both situationally and more permanently. For instance, using SHAP to show the contribution of input features to a creditworthiness prediction may not only affect a loan officer’s perception of the AI system in use. Instead, she may process currently available information about the applicant differently and develop a novel understanding of the determinants of creditworthiness, that is, adjust her mental model. With the increasing adoption of explainability principles by organizations (Google AI 2019, Meta AI 2021) and the growing number of regulatory transparency requirements (EU 2016, 2021), it is pivotal to understand how contemporary XAI methods influence cognitive processes that lie at the heart of people’s knowledge, behavior, and problem-solving capabilities.

2.2. Cognitive Perspective on XAI Employment

Through feature-based explanations about an AI system’s prediction, human users can observe possibly unknown feature-label relationships that the system learned from complex data structures by itself (Agarwal and Dhar 2014, Berente et al. 2021). Although providing explanations, in general, can have a variety of cognitive effects, researchers across disciplines generally agree that they primarily enhance people’s understanding of someone or something, improve reasoning, and facilitate learning (Gregor 2006, Malle 2006). From a cognitive perspective, obtaining explanations can entail two effects: First, it may change people’s situational processing of available information: their use of available information while observing explanations. Second, it can lead to an adjustment of their beliefs about feature-label relationships the AI system inherently models: their mental representation of real-world processes. In this paper, we follow previous work in information systems and rely on the “Mental Models Framework” to conceptually understand relevant cognitive processes (Vandenbosch and Higgins 1996, Lim et al. 1997, Alavi et al. 2002).

Mental models are “all forms of mental representation, general or specific, from any domain, causal, intentional or spatial” (Brewer 1987, p. 193), encoding beliefs, facts, and knowledge (Jones et al. 2011). Through imaginary manipulations of model components, people can reason and make inferences about how to solve problems (Rouse and Morris 1986). Much of the people’s decision making is based on these simulations that figuratively create informal algorithms for carrying out specific tasks (Johnson-Laird et al. 2017). For instance, real estate agents can mentally simulate how listing prices might change if an apartment for sale had a balcony.

When people perform tasks, they draw on relevant mental models that guide their processing of incoming information to form expectations and make (expectedly) optimal decisions. Working with an AI system that provides black box predictions, that is, information relevant to the task, allows people to reflect on their own expectations and compare it to the machine prediction (Schön 2017). This mental process might entice people to revise their expectations and thus make different decisions because the machine prediction effectively substitutes for people’s own mental model driven formation of expectations (Agrawal et al. 2019). However, the black box nature does not allow users to directly compare their underlying beliefs and logic with that of the AI system. This comparison can only occur when they learn how the system combines available information to arrive at a prediction. In the previous example, the real estate agent may have access to an XAI system that provides a listing price prediction together with an explanation of how specific apartment attributes contribute to it. The agent can compare the explanation to her own initial perception of the individual attribute contributions to the listing price. As a result, the agent may detect inconsistencies that prompt her to revise her logic by putting more or less emphasis on specific information currently available to evaluate the apartment. This explanation-enabled situational process (Schön 2017) can reconcile the distinct logic that humans and machines apply to arrive at a certain assessment. From this perspective, providing explanations on top of predictions may constitute a pivotal factor in allowing users to reflect on how they leverage information to solve a problem and adapt it according to the AI system’s logic for the given task.

Apart from situationally changing cognitive processes that shape the current decision, the interaction between mental models and explanations may also yield lasting effects because mental models possess the dynamic capacity to change (Jones et al. 2011). Repeatedly observing explanations about how feature X contributes to prediction Ŷ and engaging in reflection processes may evoke adjustments of the underlying mental model in use. Following Vandenbosch and Higgins (1996), exposure to external stimuli, here explanations, can lead to two mental model adjustment processes: maintenance and building. Under mental model maintenance, people feel encouraged to maintain or reinforce current beliefs and decision-making rules. This process occurs when they perceive or select new information to fit into their current beliefs and routines. Under mental model building, individuals profoundly restructure or build new mental models in response to handling novel, disconfirming information. As a result of these processes, individuals may adopt different beliefs about how X contributes to the real label Ŷ, enticing them to process information differently even when explanations are no longer present. Put differently: users may not merely combine situationally observed explanations with their own logic to solve a given task. Instead, observing the system’s logic may more fundamentally reshape users’ way of solving problems in general, that is, evoke learning. Therefore, users may exhibit different problem-solving strategies whenever they draw on the explanation-adjusted mental model, even in situations where they do not observe explanations anymore.
In sum, cognitive theories give reason to believe that providing explanations in addition to predictions can influence users’ processing of information about feature $X$, both situationally and more fundamentally. Because of the latter effect, modern XAI methods may constitute a cornerstone of effective knowledge transfers from ML-based AI systems to human users, helping them to learn from the AI how $X$ relates to $Y$. Hence, explanations could facilitate learning machine knowledge: new knowledge AI systems autonomously learned from Big Data and previously missed by domain experts (Teodorescu et al. 2021, van den Broek et al. 2021).

2.3. Contribution to the Literature

Our study complements three different streams of literature. The first and most closely related line of work studies the interplay between XAI techniques and user behavior (see Rosenfeld and Richardson (2019) and Vilone and Longo (2021) for an overview). About two decades ago, several studies found that suitably designed explanations about the functioning and purpose of legacy knowledge-based expert systems can increase users’ trust in the systems, improve users’ perceptions of the system, and enhance decision-making performance (Dhaliwal and Benbasat 1996; Gregor and Benbasat 1999, Ji-Ye Mao 2000, Wang and Benbasat 2007). However, these expert systems codify knowledge from human experts as explicit procedures, instructions, rules, and constraints in a digital format. They do not represent machine knowledge that modern ML-based AI systems learn independently of domain experts by training on large data sets (van den Broek et al. 2021). Given the inherent distinctions between expert systems and ML-based AI systems in terms of encoded knowledge, contemporary explainability methods present an entirely different form of reasoning to users, namely that of machines (Vilone and Longo 2021, Meske et al. 2022). More recent research on the impact of explainability on user behavior mainly focuses on how contemporary XAI methods impact users’ perceptions of the AI system. This nascent literature shows that explainability often improves reliance on and trust in the system (Busson et al. 2015), fairness perceptions (Dodge et al. 2019), human-AI collaboration (Yang et al. 2020), task efficiency (Senoner et al. 2021), and users’ understanding of the system’s malfunctions (Rader et al. 2018). However, there is also evidence of disadvantages relating to informational overload (Poursabzi-Sangdeh et al. 2021), reduced user trust (Erlei et al. 2020), and overreliance (Busson et al. 2015). Moreover, explanations that are unstable and sensitive even to small perturbations to inputs have the potential to mislead human users into trusting a problematic black box, for example, by selectively providing explanations that conceal biased behaviors and malfunctions (Kaur et al. 2020, Lakkaraju and Bastani 2020). Hence, explanations may be a security concern if adversaries use perturbations of inputs and model attributes to produce intentionally misleading explanations that manipulate users’ trust and behaviors (Ghorbani et al. 2019). We complement this pivotal and insightful work by examining the impact of contemporary XAI on users’ situational information processing and mental models. Understanding how the provision of explanations about the workings of ML-based AI systems may reshape these cognitive processes is pivotal for anticipating the downstream consequences of this technology on human societies and designing effective transparency and explainability regulations.

The second set of literature we complement explores the mechanisms of learning in socio-technological environments. A common theoretical foundation builds on Bayes rule as a rational benchmark of how humans accommodate new information (Holt and Smith 2009). However, research has shown systematic deviations from Bayes’ rule. Reasons include over- or underweighting of new information (Rabin and Schrag 1999) and a general tendency to asymmetrically discount information conflicting with prior beliefs while readily internalizing confirming information (Yin et al. 2016). We complement this research stream by showing how human users deviate from Bayes rule in the context of learning from modern AI systems. Notably, there exists a limited number of prior research examining how black box predictions change users’ decision-making habits (Abdel-Karim et al. 2020, 2022; Fügner et al. 2021a, b; Jussupow et al. 2021). Relatedly, in a formal model, Agrawal et al. (2019) show that the predictions of black box AI systems can alter users’ abilities by providing them with incentives to learn to assess the (negative) consequences of their actions for the task supported by the AI.3 None of these studies, however, examines the role of feature-based explanations in learning, which could pave the way for more fundamental changes in the way users understand real-world processes. Our paper intends to fill this gap. We study how the provision of explanations about how an AI system solves prediction tasks allows users to integrate the presented machine knowledge into their mental models, that is, learn from XAI. A better understanding of how explainability may contribute to machine teaching, the notion that AI systems first learn novel knowledge that experts neither conceive nor anticipate from data and then transfer this knowledge to human users (Abdel-Karim et al. 2020), is particularly significant given the growing requirements to implement explainability methods when using AI systems.

The third stream of literature we add to studies how humans collaborate with computerized systems to solve
problems. Previous research in this area dates back decades. Several studies document that humans resist using computerized decision aids, despite possible performance benefits (Kleinmuntz 1990), whereas others find that humans possess a strong preference for using them (Dijkstra 1999). With the growing employment of modern AI systems in a broad range of domains, the examination of human-machine collaboration has seen a considerable resurgence, for example, in the domain of finance (Ge et al. 2021), medicine (Jussupow et al. 2021), customer service (Schanke et al. 2021), and on-demand tasks (Fügener et al. 2021a). Research on “centaur” systems (Goldstein et al. 2017, Case 2018) documents how hybrid human-AI systems (i.e., centaur systems) achieve superior results in comparison with the entities operating independently (Dellermann et al. 2019, Tschandl et al. 2020), promising considerable benefits from successful human-AI collaboration. Several factors moderate the interaction of humans and AI systems including the perceived subjectivity of the task (Castelo et al. 2019, Logg et al. 2019), seeing the system err (Dietvorst et al. 2015), being able to modify predictions (Dietvorst et al. 2018), the divergence between actual and expected predictive performance (Jussupow et al. 2020), and, most importantly for our research, understanding the system’s internal logic (Gregor and Benbasat 1999, Hemmer et al. 2021). Following our conjecture that explanations pave the way for AI systems to affect people’s cognitive processes, contemporary XAI methods introduce another layer of complexity in human-AI interaction and its success: an interaction between machine and human problem-solving strategies. Our work provides novel insights into whether and under what circumstances people prefer to rely on their own way of leveraging information or willingly adjust it according to machine explanations. In this sense, our work contributes to the literature on (hybrid) human-AI collaboration by analyzing the underlying cognitive processes that may facilitate or hinder the realization of the promise of this technology.

3. Empirical Studies

We now present the design and results of Studies 1 and 2. In both studies, participants made decisions under uncertainty (providing loans and predicting apartment listing prices) either with the aid of an opaque AI, an explainable AI, or without any support. We paid participants according to their decision-making performance to reveal actual preferences and beliefs.4 We implemented both studies using oTree, Python, and HTML and ran them online. In Study 1, we recruited 607 participants on Prolific and let them engage in deliberately abstract investment games (Berg et al. 1995). Results allow us to observe how the provision of explanations on top of predictions shapes information processing and mental models for laypeople in a very general sequential transaction domain. Study 2 extends the first study by testing the generalizability of mental model adjustments regarding the task domain (listing price predictions), decision-maker expertise, and the explanation presentation, and elaborates on important asymmetric effects. With the help of our industry partner, the Real Estate Association Germany (IVD), we recruited 153 experts from the real estate industry to participate in Study 2. We report the designs and results of the two studies consecutively. Figure 1 portrays an overview of the experimental designs.

3.1. Study 1

3.1.1. Design. In Study 1, participants repeatedly engaged in one-shot investment games (Berg et al. 1995) that possess the following structure. An investor receives 10 monetary units (MU). The investor initially observes 10 deliberately abstract borrower characteristics and decides whether to invest her 10 MU with the borrower. If she does not invest, the game ends without the borrower making a decision, and both the investor and borrower earn a payoff of 10 MU. If she invests, the borrower possesses 30 MU and can keep the whole amount without repercussions. Crucially, the borrower can repay the
investor 10 MU, thereby reciprocating the investor’s initial trust. In case of repayment, the investor receives 20 MU (we double the amount); otherwise, the investor earns 0 MU while the borrower gets 30 MU. The borrower, in the absence of sufficiently strong social motives, for example, altruism, egalitarian concerns, or moral preferences (Miettinen et al. 2020), will not make a repayment and maximize his personal income. As a result, the payoff structure of the investment game is of an adversarial nature from the investor’s perspective because her material well-being is at the mercy of the borrower if she invests. The investor loses her initial investment of 10 MU whenever the borrower pursues pure income-maximizing or adversarial motives like wanting to minimize the investors’ payoffs. Given this payoff structure, an income-maximizing investor in the experiment will only invest if (i) her belief that the borrower’s motive leads him to repay her is sufficiently strong, and (ii) she ultimately judges that the prospect of doubling her income is worth risking the loss of her investment. Study 1 participants always played as investors. Borrowers are subjects from a previous incentivized field study who had to decide on repayment assuming an initial investment; that is, they have already committed to a repayment decision and cannot strategically change this choice ex post. We did not provide intermediary feedback to prevent the development of idiosyncratic expertise, experience, or investment strategies that may confound our results. We randomly matched investor and borrower decisions to determine game outcomes at the end of the study and pay both according to the earned MU.

Study 1 comprised a baseline (AI) and a treatment (XAI) condition, each with three stages. In Stage I, each participant made 10 investment decisions for distinct, randomly drawn borrowers without intermediary feedback. They always observed the 10 characteristics of a borrower and did not obtain any aid. The idea is that the 10 borrower characteristics allow investors to get an idea of the likelihood that an individual borrower will make a repayment, for whatever motives, and to assess whether it is worth taking the risk of losing their investment. We deliberately chose 10 unintuitive traits correlated with a person’s repayment inclination so that participants did not possess strong prior beliefs about the informativeness of characteristics for someone’s repayment behavior (see Table 4 in the online appendix). The main reason for choosing just these characteristics is that previous empirical tests have shown that they are appropriate features for developing an AI system that accurately predicts repayment with which participants interact in Stage II. Importantly, participants learned that the AI system makes predictions based on the same 10 borrower characteristics they also observe, mitigating concerns that they believed the AI system to have access to more information.

Stage II introduced our treatment variation. Participants made 20 decisions for new random borrowers observing all 10 borrower traits. Additionally, baseline participants saw an AI system’s prediction about whether borrowers will repay an initial investment. Again, we did not provide intermediary feedback. We trained the AI system on 1,054 distinct data points collected in a previous field study, the same data set that the borrowers that participants encounter in the experiment stem from (see the online appendix for details). The system did not continue to learn during the experiment. Treatment participants, on top of predictions, observed LIME explanations (Ribeiro et al. 2016) for each borrower characteristic, informing them of its contribution to the repayment prediction. Revealing LIME values on top of identical predictions constituted the treatment variation. As is often the case, we depicted LIME values graphically using colored bars of different lengths. Participants received detailed information about the model, input features, performance on a representative test set, and how to interpret LIME explanations.

Stage III perfectly mirrored Stage I. Importantly, participants engaged with the same borrowers from Stage I in random order. We did not draw participants’ attention to this fact to alleviate concerns about the experimenter’s demand effect. The study concluded with a brief questionnaire on socio-economic control variables.

3.1.2. Results. Throughout our analyses of Study 1, we mainly rely on the following regression model:

\[ Y_{ij} = \beta_1 \cdot X_{ij} + \beta_2 \cdot (X_{ij} \times I_s) + \beta_3 \cdot (X_{ij} \times \text{Expl}_i) + \beta_4 \cdot (X_{ij} \times \text{Expl}_i \times I_s) + \gamma_{ij} + \epsilon. \]  

\( Y_{ij} \) is a dummy indicating whether participant \( i \) invested with borrower \( j \) in Stage \( s \). Hence, \( \beta \) coefficients measure variation in the probability to invest with a borrower, and \( X_{ij} \) is a vector reflecting the 10 observed borrower traits, the overall prediction, and LIME values. Most relevant to our analyses, \( I_s \) and \( \text{Expl}_i \) are dummy variables, respectively, indicating whether a decision takes place in Stage \( s \) compared with Stage I (i.e., Stage I serves as the reference category) and whether participant \( i \) is in the XAI treatment (observes explanations on top of predictions in Stage II), and \( \gamma_{ij} \) represents individual-state fixed effects. We report standardized regression coefficients with robust standard errors. Our main interest lies in the interaction terms \( \beta_3 \) and \( \beta_4 \) respectively, capturing the isolated effects of observing the prediction and additionally observing LIME explanations. As \( \beta_4 \) constitutes a difference-in-difference (DiD) estimator, it is pivotal to check that before the intervention, there are no treatment differences (parallel trends assumption). Regression analyses reveal that baseline and treatment participants in Stage I did not place significantly different weight on any trait; hence, the use of a
DiD identification strategy appears generally valid. Nevertheless, because participants placed significant weight on Gender, Conscientiousness, Neuroticism, and Younger Siblings in only one of the two conditions, there is still some concern about the appropriate interpretation of DiD estimates for these traits. To avoid drawing incorrect conclusions, we conservatively refrain from interpreting these traits’ estimates while still including them as controls in the model.

3.1.2.1. Situational Information Processing. We start analyzing how participants’ weighting of borrower characteristics changed from Stage I to II, that is, changes in participants’ situational information processing. Figure 2 illustrates our results. Figure 2(a) depicts the average LIME values (color saturation) participants observed for different feature values (y and x axis). Higher positive (negative) LIME values depict a higher positive (negative) contribution of a given feature value to the predicted probability that a borrower makes a repayment. Figure 2(b) portrays how the provision of predictions and explanations affected the weighting of a given borrower trait. The diamond marker represents the original weighting in Stage I (β1). The dashed and solid arrows, respectively, illustrate the isolated effects of observing predictions (β3) and additional explanations (β4). Depicted results stem from regressions reported in Table 9 in the online appendix.

There are two main insights. First, prediction effects in Figure 2(b) suggest that the provision of opaque predictions generally decreased the weight participants placed on observed borrower traits. On average, the absolute magnitude of coefficients changed by 63.6%. Although only the estimates for Agreeableness, Patience, and Older Siblings are significant, predictions reduced the absolute magnitude of all variables. Second, the provision of explanations on top of predictions entailed significant weight changes that mirror the relationship between borrower traits and repayment behavior as depicted by the LIME values. Here, the average magnitude of absolute weight changes equals 73.9%. Figure 2(a) shows that the predicted repayment probability markedly decreases (increases) with a borrower’s level of Competitiveness (Patience). Figure 2(b) reveals that these are the two traits whose weighting the provision of explanations significantly fostered: observing explanations rendered the relationship between a borrower’s Competitiveness (Patience) and a participant’s investment likelihood significantly more negative (positive). Notably, explanations as such increased the absolute magnitude of the coefficient for Competitiveness (Patience) by 240.0% (94.6%). LIME values reveal that Agreeableness, the trait participants initially weighted the most, has almost no impact on the repayment prediction. Accordingly, we find that the provision of explanations led to a significant decrease in the magnitude of the weight participants placed on this trait (−44.7%). Additional analyses confirm that LIME values for these three characteristics had a significantly positive influence on participants’ investment decisions, corroborating the notion that participants paid attention to and adjusted their weighting of traits according to observed explanations (see Table 11 in the online appendix). Taken together, participants significantly adjusted their weighting of information in the direction of observed explanations for (i) the trait they initially perceived as most important and (ii) the traits LIME highlighted as most important. Finally, although not shown in the Figure 2 for ease of interpretation, regression analyses further reveal that explanations significantly reduced the weight participants placed on the prediction as such (magnitude of coefficient decreased

Figure 2. (Color online) Prediction and Explanation Effects on Situational Information Processing

Notes. We illustrate how the provision of opaque predictions and LIME explanations on top of predictions affect participants situational information processing. (a) LIME values (z axis) for different feature values (x axis) participants observed in the study. For the binary feature Oldersiblings, we show the LIME values for No and Yes at the outer limits of the continuous feature scale. (b) Estimated prediction and explanation effects, respectively, of β3 and β4 in Model (1) with s = 2. Initial values represent β1. We denote significance levels by *p < 0.1, **p < 0.05, and ***p < 0.01.
by 26.8%); that is, they were less likely to follow a prediction that a borrower makes a repayment.\footnote{11}

**Result 1.1.** Observing explanations changed participants’ situational processing of the overall prediction and borrower traits that explanations or they themselves consider most important. The direction of adjustments mirrors explanations.

Result 1.1 agrees with our theoretical elaborations: People adjust their situational information processing in response and according to explanations they currently observe. Notably, elicited expectations about the prediction accuracy did not differ significantly for predictions with or without explanations (71.8% and 70.6%, respectively; \( p = 0.751 \), Wilcoxon rank-sum test). Therefore, changes in the weighting of predictions do not seem to result from lower performance expectations. Next, we test the conjecture that explanations affect beliefs about the relationship between borrower characteristics and repayment behavior, that is, mental models.

**3.1.2.2. Mental Model Adjustments.** We compare participants’ information weighting across Stages I and III to test the conjecture that explanations affect mental models about the relationship between borrower traits and repayment behavior. We rely on the regression model (1), setting \( s = 3 \) and excluding controls for the prediction and LIME values. Figure 3 illustrates regression results that we report in Table 12 in the online appendix.

Figure 3 portrays how the provision of predictions and explanations lastingly changed the weighting of a given borrower trait across Stages I and III, where participants had no (X)AI aid. The diamond marker depicts the original weighting in Stage I (\( \beta_1 \)). The dashed and solid arrows, respectively, show how having observed predictions (\( \beta_3 \)) and explanations on top of predictions (\( \beta_4 \)) did fundamentally alter participants’ information processing, that is, mental models.

Observing opaque predictions did not result in a significant change in participants’ weighting of borrower traits. By contrast, depicted results suggest that providing explanations did entail an adjustment of mental models with the absolute magnitude of coefficients changing by 61.8% on average. Importantly, this adjustment was asymmetric. Observing explanations led participants to place significantly more weight on borrowers’ Competitiveness (+148.6%) and Patience (+59.4%) in Stage III than in Stage I. The weight changes again mirror the observed LIME explanations. After observing explanations that the AI system places the most weight on borrowers’ Competitiveness and Patience, participants increased their weighting of these attributes even for investment decisions where they no longer observed explanations. Intriguingly, we do not find that explanations about the low relevance of Agreeableness led participants to adjust their marked weighting of this trait significantly. Although participants weighted Agreeableness significantly less while observing explanations, they returned to their original weighting of it once they lost access to the XAI system. Naturally, one may wonder about this asymmetry’s origins. One plausible interpretation is that explanations are less likely to evoke pronounced mental model adjustments when they conflict with strong preconceptions. Put differently, people are more inclined to engage in mental model maintenance rather than building because it is less cognitively demanding and creates less psychological distress (Vandenbosch and Higgins 1996). In Stage I, participants put by far the most emphasis on a borrower’s Agreeableness to decide on investing. LIME values, however, suggested that this conception is incorrect because it is among the least relevant predictors for borrowers’ repayment inclination. Although one would expect that participants engaged in mental model building to reshape their beliefs about the relationship between Agreeableness and repayment behavior, we do not find significant adjustments. For Competitiveness (Patience), explanations depicted an important negative (positive) influence, which, given their initial weighting of it, confirmed participants’ prior beliefs. Following the Mental Models framework, confirming explanations should evoke the maintenance or reinforcement of prior beliefs. Given the significant explanation effects, it seems that participants willingly engaged in this process. This inclination to engage in mental model maintenance rather than building more generally concurs with the frequently documented confirmation bias (Yin et al. 2016), that is, the tendency to selectively process information in a way that allows for the continuation or strengthening of beliefs. We elaborate on this issue in Study 2 and the discussion.\footnote{12}
of the cases. As a result, treatment and baseline participants respectively achieved a decision accuracy of 51.7% and 57.2% (−9.6%, \( p < 0.01 \), F test) for most competitive borrowers and 59.5% and 62.8% (−5.3%, \( p < 0.05 \), F test) for other borrowers. Notably, participants already associated very high competitiveness with a low repayment likelihood in Stage I: Most competitive borrowers received an investment in 56.3% of the cases, whereas all others did so in 69.5% of the cases (there do not exist treatment differences). Against this background, explanations seem to have exacerbated this inaccurate pattern\(^{16}\) to an extent that treatment participants made significantly worse decisions than before. Put differently, confirming explanations inappropriately reinforced preconceptions about most competitive borrowers not repaying an investment in our setting.

**Result 1.3.** Participants excessively increased the isolated weighting of a trait they already believe to be evidence against repayment. This reaction inefficiently decreased participants’ likelihood to invest with repaying borrowers that were highly competitive.

In sum, the results for Study 1 are highly consistent with the notion that the provision of explanations creates a novel channel through which AI systems may reshape users’ way of processing information, both situationally and more permanently. For the latter effect, we observe an asymmetry that is reminiscent of a confirmation bias and, in our setting, decreased participants’ decision-making performance by excessively reinforcing inaccurate preconceptions.

### 3.2. Study 2

The goal of Study 2 is twofold. First, we extend Study 1 results by testing the generalizability of mental model adjustment findings regarding the task domain, user expertise, and explanation presentation and examining whether the asymmetry we found for explanation-driven mental model adjustments in Study 1 is indeed a manifestation of the confirmation bias. Second, we explore if mental model adjustments spill over to related but disparate domains.

#### Table 1. Investment Performance Across Stages

<table>
<thead>
<tr>
<th></th>
<th>Stage I (no aid)</th>
<th>Stage II (with aid)</th>
<th>Stage III (no aid)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy</td>
<td>Recall</td>
<td>Accuracy</td>
</tr>
<tr>
<td>Baseline (AI) (%)</td>
<td>60.3</td>
<td>64.9</td>
<td>63.1</td>
</tr>
<tr>
<td>Treatment (XAI) (%)</td>
<td>60.7</td>
<td>67.4</td>
<td>57.5</td>
</tr>
<tr>
<td>( F ) test: Baseline versus treatment</td>
<td>( p = 0.79 )</td>
<td>( p = 0.31 )</td>
<td>( p &lt; 0.01^{***} )</td>
</tr>
</tbody>
</table>

**Notes.** We depict participants’ investment performance as measured by their accuracy (share of payoff maximizing decisions) and recall (share of investments with repaying borrowers) in Stages I, II, and III. We report results separately for baseline (AI) and treatment (XAI) participants. \( F \) tests reveal the significance of treatment differences per measure and stage.

\( ^{*} p < 0.1; ^{**} p < 0.05; \) and \( ^{***} p < 0.01. \)
3.2.1. Design. Study 2 comprises four consecutive stages, where recruited real estate experts estimated the listing price per square meter in Euros of apartments that we previously collected from a large online platform. Participants saw 10 apartment characteristics to make an informed guess and did not receive intermediate feedback. To reduce the task complexity and avoid informational overload, we fixed seven apartment characteristics across all stages, that is, apartments only differed regarding the same three characteristics: Location (Frankfurt/Cologne), Balcony (Yes/No), and Green voter share in the district (Below city average/City average/Above city average). We provide screenshots of the interfaces from each stage in the online appendix.

In Stage I, we elicited participants’ initial beliefs about the relationship between the three variable apartment characteristics and listing prices. Participants estimated the listing price of four random apartments with different combinations of the variable attributes by entering their marginal contributions to the price using a slider. Sliders ranged from minus to plus 2.500€ in steps of 50€. We initially set the marginal contributions and overall price estimation to 0€ and the average listing price (9,600€), respectively. Participants additionally stated their confidence in the entered marginal contributions and the resulting price estimation on a five-point scale.

Stage II introduced our treatment variations. In all variations, participants estimated listing prices for eight random apartments with different combinations of variable attributes they did not encounter in Stage I. In contrast to Stage I, participants directly entered the estimated listing price. As a reference point, they again observed the average listing price for an apartment. Participants stated their confidence on a five-point scale. In our baseline condition (NoAid), participants estimated the price without any aid. Participants in the AI condition observed opaque listing price predictions of a steady, that is, nonlearning, AI system trained on 4,975 collected observations. In our XAI condition, in addition to observing these predictions, participants also saw numerically presented SHAP values for the three variable apartment characteristics, that is, marginal contributions to the prediction in Euros. After they entered all eight listing price estimates, participants in treatments with decision support filled out a survey containing items on their trust, degree of reliance, and perceived transparency of the AI system (and explanations).

Stage III replicated Stage I to measure posterior beliefs. Independent of the condition, participants again made decisions without any aid for the same apartments.

Finally, in Stage IV, participants estimated the listing price for one last apartment without any decision aid. Across participants, we varied the balcony and green voter attribute of the apartment, whereas the seven fixed attributes were identical to the previous listings. Most importantly, the apartment was in a midsize city in eastern Germany (Chemnitz). For historical, demographic, and socioeconomic reasons, Chemnitz is very different from “A-cities” such as Frankfurt and Cologne, so the housing market is also very different. Germans in general and real estate agents in particular are usually aware of this East-West disparity. The study concluded with a questionnaire on participants’ socio-demographics.

3.2.2. Results. We report our results in three steps. First, we outline the experts’ belief adjustments from Stage I to Stage III. Second, we examine the occurrence of confirmation bias in these adjustment processes. Finally, we analyze experts’ listing price estimates in Stage IV.

3.2.2.1. Mental Model Adjustments. Figure 4 shows the distribution of absolute differences between experts’ beliefs about the marginal contribution of the three variable attributes before and after the treatment intervention. We show results for the NoAid, AI, and XAI conditions. The distributions for the NoAid and AI conditions are remarkably similar and skewed toward zero, indicating that experts frequently did not adjust beliefs. The distribution for XAI participants is considerably less right-skewed; that is, they adjusted their beliefs across Stages I and III more. On average, NoAid, AI, and XAI participants’ absolute belief adjustments equaled 166.4€, 165.4€, and 299.1€, respectively. Only the differences between NoAid versus XAI (+79.7%, p < 0.01, F test), and AI versus XAI (+80.8%, p < 0.01, F test) conditions are statistically significant (see Table 24 in the online appendix), that is, observing explanations led to remarkably stronger adjustments of beliefs. Our notion is that real estate experts updated initially held mental models about the relationship between apartment attributes and listing prices as they encountered SHAP explanations. Contrast our first study, we directly measure participants’ prior and posterior beliefs about the contribution of distinct apartment characteristics to listing prices in Study 2. This design facet enables us to estimate mental model adjustments directly, leveraging the accepted framework by DeGroot (1974). Specifically, we assume that agent i’s posterior belief about the relationship of characteristic j and the listing price \( Post_{ij} = a_{ij} \cdot Prior_{ij} + (1 - a_{ij}) \cdot Expl_{ij} \) is a weighted combination of the corresponding prior belief \( Prior_{ij} \) and the personally observed explanation \( Expl_{ij} \); \( 1 - a_{ij} \) represents the extent of belief adaptation in the direction of the explanation, whereas \( a_{ij} \) describes the anchoring of the previous belief. For instance, in the extreme case of \( 1 - a_{ij} = 1 \), individual i completely abandons her prior mental model and adopts the observed explanation as her new one. We estimate the weights \( (1 - a_i) \) and \( a_i \) for our three study conditions using a
regression model comprising treatment interactions that has the following form:

\[
Pos_{ijk} = \beta_1 \cdot Pri_{ijk} + \beta_2 \cdot (AI_i \times Pri_{ijk}) + \beta_3 \cdot (Expl_j \times Pri_{ijk}) \\
+ \beta_4 \cdot SV_{ij} + \beta_5 \cdot (AI_i \times SV_{ij}) + \beta_6 \cdot (Expl_j \times SV_{ij}) \\
+ \gamma_i + \delta_k + \epsilon. 
\] (2)

The variables \(Pos_{ijk}\) and \(Pri_{ijk}\) respectively, represent expert \(i\)'s posterior and prior beliefs about attribute \(j\)'s contribution to apartment \(k\)'s listing price in Euros. Most importantly, \(AI_i\) is a dummy variable indicating that expert \(i\) observed a prediction, whereas the dummy \(Expl_j\) equals one if a participant additionally observed explanations; \(SV_{ij}\) represents the average SHAP value for apartment attribute \(j\) of the apartments participant \(i\) encountered in Stage II; and \(\gamma_i\) and \(\delta_k\) are expert and apartment controls, respectively.

On an individual level, Model (2) estimates how observed SHAP values affected participants' adjustments of beliefs about the relationship between a given characteristic and the listing price. It enables us to quantify the "stickiness" of prior beliefs (\(\beta_1 - \beta_2\)) and "gravitational pull" of explanations (\(\beta_4 - \beta_5\)) and directly test the occurrence of confirmation bias. Importantly, this estimation is only possible for Study 2, where we elicited prior and posterior beliefs about distinct feature-label relationships. In Study 1, we measured the ultimate investment decisions only and observed belief changes indirectly through changes in those decisions. As a result, we cannot individually quantify the impact of observed explanations on specific beliefs nor can we analyze confirmation bias: a key contribution of our second study.

Table 2 depicts regression results for Model (2). Results show that in our NoAid and AI conditions where participants did not observe explanations, SHAP values (unsurprisingly) have no significant explanatory power regarding posterior beliefs (see \(\beta_4\) and \(\beta_5\)).

When participants did not obtain machine aid or only observed predictions, their prior and posterior beliefs were more than 60% positively correlated (\(\beta_1\) and \(\beta_2\)); that is, participants barely adjusted their beliefs. Only when participants observed explanations in addition to predictions did the displayed SHAP values have positive, statistically significant effects. \(\beta_6\) reveals that XAI participants significantly adjusted their beliefs in the direction of observed explanations. According to the estimate, posterior beliefs resembled SHAP values more closely in the XAI treatment condition compared with the NoAid and AI conditions (approximately +25 percentage points). Observing explanations also caused XAI participants’ posterior beliefs to resemble their prior significantly less (\(\beta_3\)), that is, prior beliefs became less "sticky" compared with the NoAid and AI conditions (approximately –25 percentage points). In sum, these results suggest that observing SHAP explanations led participants to adjust their beliefs in the direction of explanations and abandon their priors. This insight corroborates our Result 1.2 in Study 1 on an individual level, revealing that explanation-driven mental model adjustments also occur for experienced experts, who are arguably familiar with apartment traits and listing price predictions.
3.2.2.2. Confirmation Bias. In Study 1, we observed asymmetric mental model adjustments that are reminiscent of the confirmation bias. The design of Study 2 allows us to test for confirmation bias in mental model adjustment processes more directly by examining whether XAI participants’ adjustments depended on the alignment of explanations and prior beliefs.

We define that explanations confirmed an expert’s preconception about the price contribution of a specific apartment attribute if the prior and the observed average SHAP value for the corresponding attribute have the same sign. With this definition, observed explanations confirm prior beliefs in 49.6% of the cases.23 We analyze differences in belief adjustments with respect to confirming and conflicting explanations using a modified version of Model (2). Specifically, we are interested in whether the convergence of XAI participants’ posterior beliefs toward observed SHAP values only occurred when explanations confirmed prior beliefs. Therefore, we focus on the subsample of XAI participants allowing us to omit treatment dummies and interaction terms which facilitates the interpretation of results. Along the lines of Model (2), we regress XAI participants’ posterior beliefs about the relationship between apartment characteristics and the listing price on their prior beliefs and observed SHAP values. Most importantly, we now add a dummy variable (Confirm) indicating whether explanations confirmed prior beliefs and its interaction with average SHAP values and prior beliefs as independent variables. The interaction Avg. SHAP × Confirm will provide insights into whether the influence of observed SHAP values on belief adjustments depended on the alignment of explanations and prior beliefs, which are insights we cannot obtain from Study 1 using Model (1).

Corroborating our interpretation of Result 1.2 from Study 1, we find that explanation-driven belief adjustment processes depended on whether explanations confirmed or conflicted with prior beliefs. The estimate for the interaction term Avg. SHAP × Confirm is positive and statistically significant (see column (1) in Table 3). Following the estimate, posterior beliefs resembled observed SHAP values significantly more closely (about 50% more) if they confirmed their prior beliefs. Hence, consistent with confirmation bias, the belief adjustment was asymmetric regarding the confirmatory nature of explanations. If participants had updated beliefs rationally according to Bayes rule, the interaction term should be insignificant as Bayesian observers would not weight explanations conditional on their alignment with prior beliefs (Rabin and Schrag 1999).

To elaborate on the notion that these asymmetric belief adjustments are a manifestation of confirmation bias, we further consider the role of experts’ confidence in their prior beliefs. Prior research shows that confirmation bias is strongest for entrenched beliefs (Pyszczynski and Greenberg 1987, Knobloch-Westerwick and Meng 2009). To test the existence of such heterogeneity, we consider experts’ reported confidence in prior beliefs and define that an expert possessed low (high) confidence in a prior, if, on a five-point scale, they reported a confidence level of less than 4 (at least 4). In columns (2) and (3) of Table 3, we, respectively, repeat the regression analysis reported in column (1) for the subsamples of low- and high-confidence prior beliefs.

Table 3. Confirmation Bias and Posterior Belief Formation

<table>
<thead>
<tr>
<th>Dependent variable:</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Posterior belief</td>
<td>Overall</td>
<td>Low confidence beliefs</td>
<td>High confidence beliefs</td>
</tr>
<tr>
<td>Prior belief</td>
<td>0.492***</td>
<td>0.483***</td>
<td>0.496***</td>
</tr>
<tr>
<td></td>
<td>(0.091)</td>
<td>(0.105)</td>
<td>(0.136)</td>
</tr>
<tr>
<td>Avg. SHAP</td>
<td>0.303***</td>
<td>0.344***</td>
<td>0.145**</td>
</tr>
<tr>
<td></td>
<td>(0.048)</td>
<td>(0.055)</td>
<td>(0.067)</td>
</tr>
<tr>
<td>Confirm</td>
<td>12.039</td>
<td>-10.838</td>
<td>115.724</td>
</tr>
<tr>
<td></td>
<td>(27.949)</td>
<td>(39.552)</td>
<td>(73.702)</td>
</tr>
<tr>
<td>Avg. SHAP × Confirm</td>
<td>0.166***</td>
<td>0.107</td>
<td>0.301***</td>
</tr>
<tr>
<td></td>
<td>(0.059)</td>
<td>(0.077)</td>
<td>(0.094)</td>
</tr>
<tr>
<td>N</td>
<td>708</td>
<td>481</td>
<td>222</td>
</tr>
<tr>
<td>R²</td>
<td>0.746</td>
<td>0.725</td>
<td>0.843</td>
</tr>
</tbody>
</table>

Notes. We depict results from OLS regression models with individual and apartment fixed effects. We report robust standard errors reported in parentheses. The dependent variable equals XAI participants’ posterior belief about the marginal contribution of apartment attributes to the listing price in euros. The main independent variables of interest are participants’ prior beliefs, the average SHAP values for apartment attributes in Stage II, a dummy indicating that observed SHAP values in Stage II confirmed participants’ priors, measured by an equal sign of prior beliefs and average SHAP values for a given attribute, and interaction terms. We further control for the overall posterior listing price participants entered for the apartment and the average prediction they observed in Stage II. Column (1) presents results for all decisions. Columns (2) and (3) respectively depict results for the shares of decisions where XAI participants report low and high confidence in their prior.

*p < 0.1; **p < 0.05; and ***p < 0.01.

Reported estimates provide further evidence that explanation-enabled mental model adjustments were subject to confirmation bias. According to the estimated coefficient of Avg. SHAP × Confirm, for low-confidence priors, the influence of observed SHAP values on posterior beliefs did not depend on whether explanations confirmed prior beliefs (see column (2)). Considering the positive and significant estimate of Avg. SHAP, the belief updating was in line with Bayes rule. By contrast, for high-confidence priors, belief adjustments were highly sensitive to whether SHAP values confirmed priors (see column (3)). The estimate for Avg. SHAP × Confirm suggests that the magnitude of the adjustment of high-confidence priors was about two times larger when observed explanations were in line with them.

Result 2.1. Study 1 findings extend to expert users, SHAP explanations, and the domain of apartment price predictions: SHAP explanations led real estate experts to adjust prior beliefs about the relationship between apartment attributes
and listing prices. Adjustment processes were subject to the confirmation bias.

3.2.2.3. Spillover Effects. Although we observe that real estate experts (asymmetrically) adjusted prior beliefs, all previously reported results pertain to the same market: Participants observed SHAP explanations for the same two A-cities in Western Germany, for which we elicited prior and posterior beliefs. What remains open is whether explanation-driven belief adjustments spilled over to the listing price estimation for apartments in different markets. We put this idea to the test by examining the distribution of participants’ final price predictions for an apartment in a medium-sized eastern German city that is not an “A city”: Chemnitz.

Figure 5 shows the distribution of listing price estimates conditional on the share of green voters in the district for NoAid, AI, and XAI participants. The results indicate that observing explanations impacted participants’ price estimates for Chemnitz apartments in neighborhoods with high and low proportions of green voters. Figure 5(a) shows that the distribution of listing prices for an apartment in a district with a low green voter share is considerably more right-skewed for XAI than NoAid or AI participants; that is, they estimate relatively low prices more frequently. NoAid, AI, and XAI participants on average estimated a listing price of 4,752€, 5,141€, and 3,140€, respectively. Only the differences between NoAid versus XAI and AI versus XAI are statistically significant in regression analyses (p < 0.05, F test, for both). The distribution of price estimates in districts with high shares of green voters has a stronger left-skew for XAI participants than their NoAid and AI counterparts (Figure 5(b)). On average, NoAid, AI, and XAI participants estimated a listing price of 5,231€, 4,606€, and 6,092€, respectively, for an apartment in a district with a high percentage of green voters. Again, we only find significant explanation effects (p < 0.1, F test, for both). These results reveal the economic significance in the changes of price distributions.

Specifically, compared with observing no predictions (opaque predictions), observing explained predictions decreased Chemnitz price estimates by 33.9% (38.9%) if the share of green voters was low and increased price estimates by 16.5% (32.4%) if the share of green voters was high. As one might expect, the direction of the difference in experts’ evaluation of the green voter share attribute is in line with explanations observed in Stage II: SHAP values indicated that in Frankfurt and Cologne, a high (low) share of green voters marginally contributes to listing prices by about +652€ (−613€). We do not find any effect for experts who only observed opaque predictions in Stage II.

To elaborate on these findings, we also perform a median split and analyze the subsamples of experts whose average absolute belief adjustment for the attribute “Green voter” is below and above the median. Consistent with the idea that belief spillover effects drive differences in listing price estimates in Chemnitz, experts who strongly adjusted their beliefs about the relevance of “Green voters” from Stage I to III drive our aggregate-level results. We do not find significant treatment differences in the accuracy of participants’ listing price estimates as measured by the absolute deviation from actual prices. Nevertheless, our results show that using XAI as a decision support tool in one market can affect aggregate listing prices in another market in an economically considerably way (average absolute change: approximately 20%), which is not the case for opaque systems. This result demonstrates that XAI methods can link disparate decision-making tasks.

Result 2.2. Pronounced explanation-driven belief adjustments spill over to experts’ listing price estimation in a fundamentally different market.

In summary, our results from Study 2 (i) demonstrate the robustness of our results from Study 1 on mental model adjustments in terms of system user expertise, explanation representation, and decision domain; (ii)
provide strong evidence that explanation-driven mental model adjustments are subject to confirmation bias, and (iii) show that explanation-driven mental model adjustments generate significant spillover effects.

4. Discussion and Conclusion

We report results from two empirical studies that provide novel insights into the interplay between the use of feature-based XAI methods and users’ cognitive processes. Our main contribution is the identification of considerable side effects of providing feature-based explanations, the most popular form of XAI methods, on users’ situational information processing and mental models. We find that the latter effect (i) is subject to the confirmation bias so that misconceptions can persist and even accumulate, possibly leading to suboptimal decisions, and (ii) can create spillover effects into other decision domains. These overarching results suggest that the growing, partially legally required, use of feature-based XAI methods opens a new channel through which AI systems may fundamentally reshape the way humans understand real-world relationships between features X and target variables Y. In the following, we discuss our results, present implications for organizations and society, and, based on the limitations of our studies, provide directions for future research.

4.1. Discussion of Results

Study 1 demonstrates that the provision of explanations can situationally lead lay users to adjust their weighing of features accordingly, the average absolute change in estimates equals 73.9%, and to put less emphasis on the overall prediction (−26.8%). Explanations also evoked asymmetric changes in lay users’ conceptions about the relationship between borrower traits and repayment inclinations that influence behaviors even when they do not observe explanations anymore, the average absolute change in estimated coefficients equals 61.8%; that is, explanations affect mental models. Explanation-driven effects decreased lay users’ decision-making performance in our setting. Compared with opaque predictions, explanations decreased participants investment performance by 8.9% while observing them and by 9.8% even when not observing explanations anymore. Study 2 extended these results in three ways. First, we find that even expert users in a considerably more applied domain adjusted mental models by about 25 percentage points. Second, results indicate that asymmetric mental model adjustments were a manifestation of the confirmation bias because posterior beliefs resembled observed explanations about 50% more closely if explanations confirmed prior beliefs. Third, Study 2 reveals that mental model adjustments created spillover effects leading to an average absolute change in apartment price estimates for a different market by approximately 20%.

From a theoretical perspective, our results contribute to our understanding of the role of popular XAI methods in effective knowledge transfers from ML-based AI systems to human users. A key promise of modern AI systems is that the application of ML techniques will discover new knowledge from Big Data that has previously eluded even experienced experts (Berente et al. 2021, van den Broek et al. 2021). This “machine knowledge” is typically codified in the form of a complex predictive model that outperforms humans. We show that providing predictions alone is insufficient to achieve systematic knowledge transfers from AI systems to human users. In both our studies, neither laymen nor experts adapted their understanding of the relationships between features X and label Y according to “machine knowledge” when observing only opaque predictions. Merely in treatments where users also had access to explanations, they began to adapt their approach to solving the task so that it more closely matched the strategy of the AI system. Therefore, XAI methods appear to be a pivotal factor contributing to an effective channel through which AI systems can pass on their self-learned knowledge to human users. Crucially, feature-based XAI methods seem to induce an asymmetry in mental model adjustments: users adjust their beliefs more in the direction of observed explanations if they confirm rather than disconfirm their priors. This asymmetry contradicts with the updating behavior of a Bayesian observer who would neither over- nor under-weight explanations conditional on them confirming or disconfirming prior beliefs. This asymmetry occurred regardless of whether we provide graphically visualized LIME or numerically represented SHAP explanations. It therefore seems as if additive feature-based explanations more generally evoke cognitive processes leading users to learn from the machine selectively. Researchers across disciplines commonly refer to such an asymmetry as confirmation bias (Yin et al. 2016). Study 2 provides consistent evidence that explanation-driven knowledge transfers from an AI to a human similarly suffer from confirmation bias as knowledge transfers in the human-to-human domain. For example, confidence in prior conceptions and their difference from the new information moderate confirmation bias (Pyszczynski and Greenberg 1987). Similar to learning from other humans, users seem unwilling to internalize potentially helpful, XAI-channeled machine knowledge if it is inconsistent with what they already, perhaps incorrectly, believe to be true. From the perspective of the Mental Models framework, individuals more frequently engage in maintaining rather than in building mental models of the relationships between features and labels. One reason for this effect could be the need to attain or maintain a high level of self-esteem (Klayman 1995), leading users to focus inappropriately on explanations that make them feel competent. In other words, they may derive
a positive intrinsic benefit from being in the right (Gilad et al. 1987). From this perspective, people may misuse the XAI as a tool to enhance their self-esteem. If left unaddressed, the asymmetric adaptation of mental models by humans may prevent modern (X)AI applications from fulfilling their promise of making humans smarter, which (ironically) may also hinder the further development of AI applications by humans.

Interpreting our results in the light of the model by Agrawal et al. (2019) yields another theoretical insight regarding the ramifications of XAI. Our results indicate that users’ willingness to follow XAI predictions depends on whether the explanations conform with their mental models. One way to rationalize this behavior is that their objective function includes a component that accounts for experiencing some positive (negative) intrinsic utility when obtaining a signal that their mental model may (not) be accurate (Festinger 1962, Gilad et al. 1987, Harmon-Jones 2019). In the model by Agrawal et al. (2019), AI systems make predictions about uncertain states of the world that relate to the profitability of taking specific actions. Human users, in turn, assess the expected payoffs associated with specific actions, that is, make judgments. Our results suggest that human judgment in this model encompasses not only the material consequences of an action but also the psychological impact of receiving a signal that implicitly shows whether current mental models are correct. If explanations reveal that the AI system arrived at a prediction in a way that contradicts their held mental models, taking an action that follows this prediction effectively constitutes a signal to oneself that the current mental model is incorrect, creating psychological distress, for example, in the form of a cognitive dissonance (Harmon-Jones 2019). This mental toll may lead users not to follow the prediction in the first place. Conversely, users may follow unreliable predictions more often if the explanations are consistent with their current mental models because doing so provides a psychologically valuable self-signal that they are in the right (Gilad et al. 1987). Against this background, users’ inclination to follow predictions of an XAI system, and thus their ultimate decisions and gains, is subject to greater variance than with a black-box AI. This is because users’ propensity to follow predictions depends on the consistency of the explanations with their mental models.

Another theoretical contribution of our work is to show the potential of feature-based XAI to link different decision domains by influencing users’ beliefs about the feature-label relationship. Study 2 results show that observing explanations for listing price predictions for apartments in Market A influenced the price estimation of experts in a different Market B, where the learned pattern does not exist, and they did not have access to XAI decision support. We find that listing prices estimated by experts who observed explanations differed significantly from those estimated by experts who either had no decision aid or only observed opaque predictions. This spillover effect seems to occur because of the adjustment of mental models that experts draw on in both situations. Therefore, as an unintended side effect, increasing public and private efforts to promote the use of XAI methods may extend the already significant influence of AI systems from areas where we interact with them (Rahwan et al. 2019) to areas where such systems are not in use. Feature-based XAI methods’ potential to link different domains is particularly concerning given recent evidence on their susceptibility to intentional manipulation and adversarial attacks (Lipton 2018). Many modern XAI methods, including LIME and SHAP, optimize fidelity, that is, ensure that explanations accurately mimic the predictions of the black box model. However, even small perturbations of the input data (e.g., deliberate manipulation and measurement errors) can lead to considerably different explanations for identical predictions, that is, depict different feature-label relations (Ghorbani et al. 2019, Lakkaraju and Bastani 2020). The potential instability of explanations allows manipulating user behaviors. Following our results, the creation of misleading explanations may not only affect users’ trust in the AI system (Lakkaraju and Bastani 2020) but also lead to an (asymmetric) adjustment of mental models that affect users’ decision making beyond the XAI augmented decision at hand. Specifically, the depiction of certain feature-label relationships that are not present can evoke inappropriate mental model adjustments that, given the documented asymmetry, will cause users who already believe these patterns to be true, to feel vindicated and reinforce these beliefs. In general, the documented spillover effects may magnify the reach and impact of intentional manipulations of explanations, increasing deceiving parties’ incentive to do so.

4.2. Implications

Reported results have important practical implications for organizations and policymakers. Our finding that XAI can change human thinking points to potential pitfalls for companies that want, or have to, use XAI. Consider a company that plans to implement XAI methods to explain to its employees why an AI system makes certain predictions. As Study 1 shows, providing explanations in addition to predictions may draw users’ attention excessively to the explanations, to the detriment of the prediction itself. Users may place too much emphasis on individual explanations that confirm their prior beliefs, rather than adhering to the overall prediction. As a result, employees’ decision-making performance for the task at hand may deteriorate, which is in line with evidence from related research (Poursabzi-Sangdeh et al. 2021). In domains where explanations are becoming a regulatory standard, managers need to take such potential downsides into account and contemplate
the ramifications of implementing explainability measures. Following our results, managers who, in the future, are obliged to put XAI methods in place, should not take these steps too lightly. From a business perspective, our documented downsides of explainability could render the continued use of AI-based decision support systems unattractive. Considering that AI systems are often deeply interwoven with business processes, this XAI-driven discontinuance may entail considerable organizational change. As a result, managers may be well advised to assess potential inconsistencies between the AI system’s internal logic and employees’ understanding of the task it supports before rolling out explainability measures. This puts managers in a position to evaluate the magnitude of the potential downside of explainability and use countermeasures. For example, managers may obviate confirmation bias by openly discussing explanations that conflict with employees’ mental models and showcasing arguments in support of the explanation.

Another pitfall for companies concerns the transfer of knowledge from AI systems to human users. As Study 2 shows, even experts can overgeneralize learned feature-label relationships that are only applicable in the context in which they interact with the system. With the confirmatory learning from explanations, existing differences in employees’ initial conceptions may lead to differences in how they collaborate with and what they learn from the XAI, for example, fostering the biased weighting of certain information. From this perspective, providing explanations might decrease individual level noise in the decision-making process (Kahneman et al. 2021) because individuals’ decisions become more consistent. This is in line with Fügener et al. (2021b), who find decisions to be increasingly consistent among users engaging with opaque predictions. On a more aggregate level, however, our results suggest that explained predictions may additionally foster differences in the decision-making process across subgroups of users that possess heterogeneous priors. As a consequence, the variation of decisions on a group level can grow. As pointed out by Kahneman et al. (2021), variation in decisions can substantially contribute to errors and ultimately harm business performance. Consider our previous example of loan officers. XAI may cause loan approval decisions to increasingly depend on the particular employee, with idiosyncratic mental models, assessing the applicant’s creditworthiness. This increase in loan approval variation may create considerable business, legal, and reputational risks. Against this background, managers should closely monitor the introduction of XAI to identify a possible increase in decision variance. For instance, managers could complement XAI with “noise audits” and the development of “reasoned rules” (as proposed by Kahneman et al. 2021) to overcome the hidden costs of XAI-driven increases in inconsistent decision making.

From a societal perspective, our results indicate that broad, indiscriminate implementation of XAI methods may create unintended downstream ramifications. Our finding that XAI can lead users to adjust mental models in a confirmatory way and carry over learned patterns to other domains may, in an extreme case, foster discrimination and social divisions. Assume all recruiters start to collaborate with an XAI system to support hiring decisions. For example, a subgroup of recruiters may discriminate against women because they believe female applicants to be less productive on the job. If the XAI (occasionally) provides local explanations that depict being female as negative evidence for high future performance, the subgroup that statistically discriminates based on gender will readily reinforce its prior belief, that is, engage in mental model maintenance. As a result, these recruiters may become more biased and less noisy in their behavior as they hire female applicants consistently less. Given the spillover effects we find, they may even carry over their strengthened conceptions about women’s productivity to other jobs, further reinforcing discriminatory patterns. Additionally, because nondiscriminating recruiters will most likely refrain from adjusting their mental model, that is, not engage in mental model building, social divisions among recruiters may develop and accumulate along the lines of gender biases. Hence, without any malicious intent, the broad use of XAI may ironically foster human discriminatory tendencies and divide social groups. Notably, with the possibility to manipulate explanations, deceiving third parties could also intentionally cause explanations to exhibit specific prediction contributions for sensitive attributes such as race, gender, or age. This effect could lead human users who already hold prejudices, stereotypes, or discriminatory tendencies to reinforce their views, which could promote certain political agendas.

4.3. Limitations and Future Research
As with any other research study, ours is not without limitations. In light of increasing regulatory requirements and private initiatives, we believe that these limitations open up fruitful avenues for future research. One limitation of our work concerns the lack of feedback on the decision outcomes and thus the performance of the AI system. In both of our studies, we did not provide feedback for two reasons. First, it adds a considerable layer of complexity that impedes the measurement and interpretation of isolated explanation-driven effects on users’ cognitive processes. Second, in practice, many AI-supported decisions do not yield immediate feedback, or only yield feedback for some of the predictions. Hence, users have to interact with the system without learning its prediction accuracy, at least for a certain period. Examples include hiring decisions supported by an on-the-job performance predicting AI
system, investment decisions supported by a return predicting AI system, and drug treatment decisions supported by an effectiveness predicting AI system. Consequently, explanations may alter users’ situational information processing and mental models before feedback on system performance arrives. Nonetheless, we strongly encourage future research to examine the role of feedback as it may introduce unexpected dynamics in the cognitive effects we document. For instance, the (selective) reinforcement of their mental models through explanations, may lead users to be more forgiving and maintain trust in the AI system, even if they eventually see it making mistakes. In this way, the interaction between feedback and explanations might constitute a factor contributing to unwarranted algorithm appreciation (Logg et al. 2019), leading users to rely on incorrect outcomes blindly. Additionally, people’s adjustments of the situational information processing and existing mental models possibly depend on the extent to which the XAI system’s predictions outperform their own. If users learn that an XAI system’s predictions perform considerably better than their subjective ones, the magnitude of reported confirmation biases may vary. Conversely, when users’ predictions are better than the XAI, their confirmation bias might be even stronger. Future research could examine to what extent our reported effects, at the intensive margin, depend on users’ perceptions about differences in their own and the XAI system’s predictive performance.

Another limitation of our work originates from letting participants interact with local, feature-based XAI methods. We opted to use these explanations because they are already widely in use in practice and because there are arguments that feature-based explanations on an individual level are necessary to comply with (upcoming) regulatory requirements (Goodman and Flaxman 2017). Yet, there exist other forms of explanations, for example, global feature-based explanations or even example-based explanations. Although an investigation and comparison of the interplay between different forms of explanations and cognitive processes are beyond the scope of this paper, it is worthwhile for future research to explore whether, and if so why, the effects we document would change if users (additionally) obtain other forms of explanations. Consider, for instance, global explanations. Although local explanations help understand why an AI system produces a prediction on a case-by-case basis, global explanations reveal important high-level patterns and nonlinearities in the system’s logic. Such global explanations effectively aggregate individual-level information for the user and help to understand the system’s overall logic. By taking over this information aggregation task, global explainability could mitigate concerns about the selective processing of isolated local explanations that arguably contribute to the occurrence of confirmation bias.

Additionally, the global representation may facilitate comparison and reflection processes that ultimately improves the transfer of knowledge from the AI system to the user.

4.4. Conclusion
A concluding remark is worth making. Of course, our work is not meant to be an argument, let alone a plea, against making “black box” AI systems more explainable or transparent. Instead, we comprehend our findings as a warning that the indiscriminate use of modern XAI methods as an isolated measure may lead to unintended, unforeseen problems because it creates a new channel through which AI systems can affect human behaviors across domains. The pervasive human inclination to process information in a way that confirms their preconceptions while ignoring potentially helpful yet conflicting information needs addressing if explainability is to become an effective means to combat accountability, transparency, and fairness issues without creating adverse second-order effects. For instance, one might restrict the provision of explanations of sensitive features for end users of the system and only use them to ensure the proper and unbiased functioning of the AI system during the development process. Additionally, it might be important to provide developers and data scientists with cognitive awareness trainings to make them more sensitive to their own biased mental processes.

Endnotes
1. For anecdotal evidence of such nontraditional data use, see LenddoEFL.com or https://money.cnn.com/2016/08/24/technology/lenddo-smartphone-battery-loan/index.html.
2. On a high level, both decisions effectively constitute sequential economic transactions under uncertainty that strongly depend on trust.
3. Explainability may enter the model of Agrawal et al. by changing the prediction reliability. Following Proposition 2, the necessity for providing explanations decreases with the users’ judgment. However, the model does not consider the idea presented in our paper that explainability may also affect users’ understanding of the process that determines the uncertain state of the world the AI tries to predict. One could integrate this notion into the framework by modeling that explanations affect users’ judgment capabilities by influencing beliefs about underlying processes. Extending the model of Agrawal et al. in this direction may be a fruitful endeavor to better understand whether explainability modulates the relationship between prediction and judgment. However, an extension of the formal model is beyond the scope of this paper and left for future research.
4. See the online appendix for details on the experimental procedures including payments, instructions, and screenshots.
5. When a risk-neutral, purely self-interested investor expects that the borrower repays her with a probability of \( p > 0.5 \), for example, because she believes the borrower to possess altruistic, efficiency, or fairness preferences, they have a strict incentive to invest because they maximize their expected earnings. Importantly, holding such expectations about the borrower’s preferences is justified and frequently observed.
in sequential games: A considerable share of people does respond reciprocally in sequential exchanges if they are trusted (see Miettinen et al. 2020 for an overview).

To reduce the complexity for the reader, we only report the three main stages of the experiment. Right before and after Stage II, we additionally measured participants’ prior and posterior preferences to observe three borrower characteristics. We use these measures as robustness and consistency checks. We provide a detailed description of these measurements in the online appendix.

The questionnaire items included in the field study were selected partly for exploratory reasons and partly motivated by previous research documenting their association with individuals’ repayment behavior in investment games (Ben-Ner and Halldorsson 2010).

For most traits, values and LIME values are almost perfectly correlated producing severe problems of multicollinearity (see Table 7 in the online appendix). Therefore, in our regression analyses, we only include LIME explanations for which there exists a tolerable correlation between the trait and LIME values: Openness, Agreeableness, and Conscientiousness.

See Table 8 in the online appendix.

These results do not allow us to isolate how explanations affect what investors consider to be a borrower’s motivation to repay them or not. The change in the weighting of competitiveness could stem from a reinforced perception that competitiveness predicts a low repayment likelihood because it proxies for antisocial, income-maximizing, or relative income-maximizing motives. Although we cannot isolate investors’ latent beliefs about borrowers’ motives, our results effectively show that the provision of explanations does entail a change in at least one of these perceived latent motives, that is, that XAI can change the processing of information. A similar argument applies regarding mental model adjustments outlined later.

Reported results are robust to excluding participants who always or never invested in our analyses, respectively, alleviating concerns that our results are driven by pure altruists or players who always choose the game-theoretically dominant strategy (see the subsection on additional robustness checks in the online appendix). Instead, our results stem from those participants whose behavior suggests that they try to invest with borrowers whom they believe will make a repayment, that is, individuals who, from a conceptual point of view, should be most inclined to learn to recognize repaying borrowers. Results 1.2 and 1.3 are equally robust to excluding these “extreme” types, warranting a similar interpretation.

The significant explanation effect for Openness and Extraversion may be a consequence of participants’ significantly stronger weighting of borrowers’ Competitiveness and Patience and a limited capacity to process information. Specifically, XAI participants in Stage III place similarly low weight on all borrower traits but Competitiveness, Agreeableness, and Patience. This pattern may suggest that participants heuristically focus on the three characteristics that they themselves and the AI system deemed most relevant to the decision. As a result, they place less weight on all other traits, which for Openness led to a statistically significant effect.

We show ROC curves in Figures 17 to 19 in the online appendix.

Participants neither knew their own nor the AI system’s performance because we did not provide intermediate feedback. Therefore, they could not see how much better or worse the system performs compared with themselves. Although unknown to participants, predictions are accurate in about 69.3% of the cases. This performance holds equally for both repaying (69.7%) and nonrepaying borrowers (67.7%). Participants in Stage I correctly invested with (non)repaying borrowers in 66.1% (41.2%) of the cases and overall in 60.5% of the cases. Put differently, the AI system outperforms them overall (+14.5%) and especially for the identification of nonrepaying ones (+64.3%). As a result, participants could have benefited from relying on the predictions, which baseline participants did at least partially.

Across Stages I and II, baseline participants’ access to the AI system significantly increased the accuracy by 4.6% (p < 0.01, F test), whereas the recall effectively remained constant (p < 0.82, F test). XAI participants’ performance significantly decreased regarding both the accuracy (−5.3%; p < 0.01, F test) and recall score (−14.6%; p < 0.01, F test).

A purely linear distinction between most competitive and other borrowers does not allow to draw conclusions about their repayment likelihood: they, respectively, made a repayment in 77.4% and 79.8% of the cases (p = 0.85, F test).

We scraped data from a large online platform in February 2022. We collected observations for all apartments listed for sale in the seven major cities of Germany (“A-Cities”) and a medium-sized eastern German city (Chemnitz). We constructed a data set consisting of eight apartment attributes and the listing price directly obtained from the platform and two additionally collected features from public statistics. We provide summary statistics in the online appendix (Table 6).

We selected these three characteristics for technical reasons regarding the ML model and based on the input from our industry partner. The notion is that these characteristics together are (i) sufficiently relevant to the prediction and (ii) familiar/accessible to experts.

The AI system is a random forest that achieves a performance of $R^2 = 0.72$ on unseen test data. See the online appendix for additional information.

For instance, A-cities exhibit considerably higher average wages, more liberal political attitudes, and faster population growth (Cajias et al. 2020).

The positive coefficient for $\beta_5$ may be related to the fact that SHAP values and overall predictions are inextricably linked. Merely observing high (low) predictions may lead to adjustments of reported beliefs upward (downward), creating a positive, however, insignificant correlation with underlying SHAP values in the data.

Participants, on average, have worked in the real estate industry for 13.8 years and, on a scale from 1 to 10, report that their experience level in rating apartment listing prices is 5.7.

Our main insights are robust to defining more restrictively that explanations confirm priors if the absolute distance between the prior and the observed average SHAP value is smaller than the absolute distance between the prior and 0 (and, at the same time, smaller than the absolute distance between the prior and the closest extreme, that is, ±2,500€ (see Table 25 in the online appendix).

We did not include Chemnitz observations in the data to train the AI model. We conducted several analyses showing that the most important predictors for listing prices in Frankfurt and Cologne (cities in Stages I to III) differ considerably from listing price predictors in Chemnitz. Real estate experts are arguably aware of the structural differences in apartment markets.
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