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Abstract  

 

Single Nucleotide Polymorphism (SNP) genotype datasets used in empirical research are steadily 

growing in size which has introduced challenges in the calculation of population statistics that are based 

on large parts of the genome. In other fields, similar computational challenges have been tackled with 

the help of Graphics Processing Units (GPUs). We have developed a range of algorithms for the 

calculation of SNP genotype matrix operations widely used in empirical studies, which take advantage 

of modern NVIDIA GPUs. We provide an implementation in the C library miraculix and exemplary 

interfaces in Julia and Fortran. To ease adaptation, we also supply functions to calculate a number of 

derivatives, such as the genomic relationship matrix (GRM), linkage disequilibrium (LD) statistics, the 

genomic BLUP, and principal components analysis. Source code is released under the Apache 2.0 

license and is freely available at GitHub. The library is developed in C, C++ and CUDA. 
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Introduction 

 
 Due to the emergence of high-throughput 

sequencing technology, the recent decades have 

seen the collection of massive genomic 

datasets, furthering the research in various 

fields in genetics such as human medicine or 

animal breeding and plant breeding. The 

consideration of large amounts of data helps to 

increase the accuracy of predictive models 

(Canela-Xandri et al., 2016; Zhao et al.,2021; 

Singh and Prasad, 2021) and some authors show 

that big data can contribute towards the closing 

of the missing heritability gap (Kim et al., 2017; 

Pallares, 2019). For breeding purposes, the use 

of genomic information leads to more accurate 

breeding values at earlier life stages, thus 

allowing for earlier selection to both reduce 

housing cost and increase genetic gain 

(Schaeffer, 2006). However, the computational 

analysis of these datasets places a significant 

burden on researchers and practitioners.   

A genomic relationship matrix (GRM) 

describes the proportion of the genome that is 

shared between individuals in a population 

(Mrode, 2014) and is used in various selection 

methods such as genomic BLUP (VanRaden, 

2008), single-step genomic BLUP (Misztal et 

al., 2009), extended genomic BLUP for 

modeling epistatic effects (Jiang and Reif, 

2015) or (selective) epistatic random regression 

BLUP (Vojgani et al., 2021). Similarly, linkage 

disequilibrium (LD) measures the statistical 

similarity of pairs of SNPs in a population. For 

instance, LD quantities are used in human 

genetic studies to infer information on disease 

causes or population history (Pritchard and 

Przeworski, 2001; Gazal et al., 2017). Due to 

the large dimensions of modern genomic data 

sets, a naive calculation of the GRM, LD and 

their derivatives would inflict extraordinarily 

high computational demands, both in terms of 

memory requirements and calculation times. 

Since the SNP genotype of an individual is 

coded as 0 for one homozygous genotype, 1 for 

the heterozygous genotype, or 2 for the alternate 

homozygous genotype, each SNP value can be 

stored in 2 bits of memory. An example of this 

compressed storage format is the PLINK 1 

binary format (Chang et al., 2015). While many 

statistical quantities in genomics can be 

calculated using highly optimized BLAS 

libraries, similar utilities are not available for 

these compressed storage formats. There exist 

two main approaches to mitigate this problem. 

The first one decompresses SNP genotype data 
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before further processing. For instance, the R 

packages AGHmatrix (Amadeu et al., 2016), 

qgg (Rohde et al., 2019), rrBLUP (Endelman, 

2011) and snpReady (Granato et al., 2018) use 

custom floating-point matrix operations for the 

calculation of the GRM or rely on BLAS 

libraries. The R package SNPRelate (Zheng et 

al., 2012) benefits from explicit SIMD 

instructions in the calculation of LD and the 

GRM. Standalone solutions for the calculation 

of LD include HaploView and LDkit (Barrett et 

al., 2004; Yao, 2020). The calculation of the 

GRM and LD statistics is also implemented in 

the software packages PLINK and GCTA 

(Yang et al., 2011; Chang et al., 2015) which 

have popularized the second approach for 

processing compressed genotype data. They 

both utilize bit-compressed algorithms for an 

efficient calculation of the dot product of SNP 

vectors. Motivated by the remarkable speed 

improvements of these implementations, a 

number of tailored algorithms for the dot 

product have been developed for different 

instruction set architectures which are up to 48 

times faster than a naïve BLAS-based 

implementation (Schlather, 2023).  

Additionally, some software solutions have 

studied the benefit of offloading genotype 

matrix operations to the GPU. PLINK 2.0 

provides a BLAS-based calculation of the GRM 

on GPUs. However, according to the 

documentation, this functionality is just 

provided as a proof-of-concept. The Julia 

package SnpArrays.jl (Zhou et al., 2020) offers 

a pure-Julia solution for accelerating the 

multiplication of SNP matrices by a floating-

point vector on GPUs.  

Over the past few years, there has been a 

rising interest in low-precision arithmetics in 

the field of deep learning (Hubara et al., 2017), 

which has led to hardware improvements. For 

example, recent NVIDIA® architectures have 

introduced a number of new assembler 

instructions for this purpose. In deep learning, 

the method of quantization reduces the 

cardinality of possible values of a parameter by 

using low-precision integers and has been used 

in neural networks to increase the number of 

parameters (Gholami et al., 2022; Dettmers et 

al., 2022; Kim et al., 2022). This progress has 

opened new paths to explore for acceleration in 

genomic calculations.  

We present the library miraculix which 

implements functions for the GPU-based 

multiplication of compressed SNP matrices by 

itself or floating-point matrices, which helps to 

accelerate the calculation of the GRM, LD and 

other essential quantities in genomics. In 

contrast to some of the aforementioned software 

packages such as PLINK, the package 

miraculix offers only a narrow, highly fine-

tuned functionality and is designed to allow a 

neat integration into genomic analysis 

pipelines. Furthermore, it differentiates itself 

from other GPU software solutions by 

leveraging low-precision instructions available 

on NVIDIA® GPUs to operate on compressed 

SNP data. This technique reduces device 

memory requirements and is substantially faster 

than solutions in floating-point format. We 

provide interfaces which can be used by 

existing libraries for genomic analysis or in 

higher-level programming languages such as 

Julia (Bezanson et al., 2017). 

 

Materials and Methods 

 

For a diploid species, the SNP genotype 

matrix Z describes the genomic information of 

a set of genetic markers in the population. That 

is, 𝐙 ∈ {0,1,2}𝑛 ×𝑘 , where 𝑛 is the number of 

individuals in the population and 𝑘 is the 

number of SNPs. Due to the dramatic decrease 

in sequencing costs over the last decades, it is 

now possible to genotype millions of SNPs in 

vast populations or, alternatively, impute 

incompletely genotyped individuals. Therefore, 

researchers regularly deal with extraordinarily 

large data sets. For instance, the UK Biobank 

comprises broad genetic data of hundreds of 

thousands of human individuals (Bycroft et al., 

2018). The SNP genotype matrix is used for a 

wide range of genomic analyses. For instance, 

the SNP genotype matrix is used for computing 

the VanRaden 1 GRM 𝐆, which is defined by  
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𝐆 =  
𝐏𝐙(𝐏𝐙)′

2𝐩′  ·  (1k  −  𝐩)
 

with 1𝑘 = (1, . . . , 1)′ denoting a vector of 

length k consisting only of 1s, 𝐩 denoting the 

vector of allele frequencies and the matrix 𝐏 =

𝐈 − 2 ⋅ 1𝑛𝐩′ for the identity matrix I. Here, the 

matrix 𝐏 scales 𝐙 to have zero-centered allele 

counts (VanRaden, 2008). In genome-wide 

analysis studies (GWAS), the SNP genotype 

matrix 𝐙 is used to calculate regression 

coefficients of traits on one or multiple SNPs 

(Jiang et al., 2019). In the analysis of LD, the 

SNP genotype matrix is used to approximate the 

correlation statistic 𝑟2 through the computation 

of the correlation between allele counts in Z. 

Due to the intrinsic properties of a SNP matrix, 

the efficient computation of 𝐙𝐙′ or 𝐙′𝐙 is in fact 

the problem of a {0,1,2}-matrix multiplication 

(Chang et al., 2015; Schlather, 2023). Memory-

efficient storage formats for Z, such as the 

PLINK 1 binary format, only use 2 bits per 

entry and the conceptual arrangement of these 

bits yields different multiplication approaches. 

A number of highly efficient SIMD-based 

algorithms for Central Processing Units (CPUs) 

have been suggested (Schlather, 2023; Chang et 

al., 2015). Here, we rely on an allele-count 

encoding for our GPU implementation 

MMAGPU, which stores counts in unsigned 2-

bit integer format. This allows us to target the 

4-bit matrix multiplication assembler 

instructions on modern NVIDIA® GPUs of 

compute capability 7.5 and higher. Through bit-

masking and shift operations, we obtain a 

straightforward matrix multiplication 

microkernel. For fast data movement from 

global memory to shared memory to the cores 

and back, our library extends the CUTLASS 

library (NVIDIA, 2023) with 2-bit 

specializations, utilizing the available fast tile 

iterators. Since the resulting multiplication 

function is mainly bound by data transfers 

between the GPU and main memory, we divide 

the multiplication into blocks of rows and 

parallelize the multiplication of these rows into 

different threads and streams respectively. 

Deviating from the above computations ZZ’ 

and 𝐙′𝐙, an efficient multiplication of the SNP 

genotype matrix by a floating-point matrix is 

required for other essential operations in 

genomics, e.g., in GWAS. Recently, we have 

presented functionality in miraculix for 

offloading this type of computation to GPUs 

and how this functionality can be used for 

accelerating single-step evaluations 

(Freudenberg et al., 2023). 

To our knowledge, miraculix is the first 

software library which offers a GPU-based 

implementation of optimized matrix 

multiplications on compressed genotype data. 

The R packages MoBPS (Pook et al., 2020) and 

EpiGP (Vojgani et al., 2023), as well as the 

proprietary software MiXBLUP (ten Napel et 

al., 2021), have integrated miraculix. 

 

Results & Discussion 

 

Since multiplications of the SNP genotype 

matrix are an essential operation in a number of 

computational tasks in genomics, miraculix can 

be used as the backend for various calculations. 

In this section, we describe four possible 

applications of our high-performance GPU 

implementation and demonstrate how it enables 

the processing and analysis of datasets in 

previously unattainable computing times. 

 

Genomic Relationship Matrix 

 

For large dimensions of Z, a straightforward 

calculation of G becomes computationally 

prohibitive and a careful treatment of the 

involved operations is required. The 

decomposition 

𝑐𝐆 =  𝐌 − 1𝑛𝐩′𝐌 − 𝐌1n𝐩 + 𝐌1n𝐩′𝐩1n𝐌  

with 𝐌 = 𝐙𝐙′ and 𝑐 = 2𝐩′(1k − 𝐩), reveals 

that the matrix G can be obtained from M at 

relatively low computational costs of order 

𝑛2 + 𝑛𝑘, whereas M requires 𝑂(𝑘𝑛2) 

(Schlather, 2023). In Figure 1, we compare the 

computation time of our GPU implementation 

with the CPU-targeted solution in PLINK. As 

these evaluations are performed on different 
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hardware, we also benchmark a naive GPU 

implementation, which involves unpacking 

compressed genotype data into unsigned 

integers and uses the NVIDIA® cuBLAS 

library for multiplication. This approach 

resembles the proof-of-concept GPU solution 

implemented in PLINK, though we opted to 

store the input data in integers of 8 bits to save 

memory, while PLINK uses single-precision 

floating-point values. We simulated three 

different sets of genotype markers for a 

population of 22 000 individuals with the 

simulation utility in PLINK: A low-density 

array with 50 241 markers (“Low”), a medium-

density array with 250 000 markers 

(“Medium”) and a high-density one with 

1 000 000 markers (“High”). For reference, the 

UK Biobank currently comprises about 

850 000 directly measured variants. We tested 

the GPU functions on an NVIDIA GPU A100 

with 80GB of device memory, while running 

PLINK on a dual-socket AMD® EPYC 7513 

(2.6 GHz) with 32 dedicated cores each using 

the PLINK options --make-rel square cov. The 

results displayed are the median of 5 

evaluations. Though direct conclusions on the 

efficiency of each solution are hard to draw due 

to the different hardware involved in the 

benchmarks, it can be observed that wall clock 

times in miraculix are smaller by a factor of at 

least 18 across the three test sets compared to 

PLINK. On the large dataset, the computation 

time was reduced from approximately 20 

minutes to 56 seconds. Juxtaposing our solution 

to the simple cuBLAS-based solution, we see 

that significant speed gains can still be achieved 

by using our stack of microkernels for sub-byte 

integers and efficient memory management. 

Yet, the significantly higher price tag of the 

A100 GPU has to be considered when 

evaluating these results: It is available at about 

15 000 USD with a thermal power design 

(TDP) of 300W, while each of the two AMD® 

EPYC 7513 (2.6 GHz) CPUs has a 

recommended price of 2 840 USD with a TDP 

of 200W. Considering the power consumption 

of the evaluated methods, it is reasonable to 

assume that the GPU approaches are 

significantly more efficient than PLINK. 

Making a rough estimate based on the involved 

TDPs and computing times, a reduction in the 

magnitude of 20 in terms of power consumption 

can be presumed. 

 

The gBLUP model 

 

The genomic BLUP (gBLUP) model is 

widely used in population analysis to capture 

additive genetic effects (Misztal and Legarra, 

2017) and is the basis for various extensions 

such as the extended gBLUP model, the single-

step gBLUP model or the epistatic random 

regression BLUP model (Misztal et al., 2009; 

Jiang and Reif, 2015; Vojgani et al., 2021). In 

the gBLUP model, a quantitative trait 𝐲 is 

assumed to be in a linear relationship with the 

genetic markers and environmental influences, 

captured in a matrix 𝐗 ∈ ℝ𝑛×𝑝. The effects of 

SNPs are traditionally assumed to be random, 

resulting in the model 

𝒚 = 𝑿𝒃 + 𝑷𝒁𝒖 + 𝒆, 

where 𝐛 is a vector of fixed effects, 𝐮 ∼

𝑁(0, 𝜎𝑢
2𝐈) is a vector of random effects and 𝐞 ∼

𝑁(0, 𝜎𝑒
2𝐈) is an error term independent of u. 

Alternatively, the term 𝐠 = 𝐏𝐙𝐮 can be used to 

denote the breeding values. Then, g is normally 

distributed with mean 0 and covariance matrix 

σg
2𝐆 for 𝜎𝑔

2 > 0. Furthermore, denoting V = 

𝜎𝑒
2

σg
2 𝐈 + 𝐆, the best linear unbiased estimator 

(BLUE) for b is given by  

�̂� = (𝑿′𝑽−𝟏𝑿)
−𝟏

𝑿′𝑽−𝟏𝒚, 

and the best linear unbiased predictor (BLUP) 

for 𝐠 is given by 

�̂� = 𝑮𝑽−𝟏(𝒚 − 𝑿 �̂�). 

In practice, the variance components 𝜎𝑔
2 and 𝜎𝑒

2 

are either derived from previous estimates on 

the heritability of the trait 𝐲 (e.g., by comparing 

offspring phenotypes with parental phenotypes) 

or estimated through Restricted Maximum 

Likelihood (REML), for instance, using the 

software package ASReml (Butler et al., 2017). 

Considering the above identities, the quantities 

�̂� and �̂� can be derived from the GRM G and 

estimates for 𝜎𝑔
2  and 𝜎𝑒

2  through a Cholesky 
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decomposition. To this end, we utilized the 

cuSOLVER library to offload this computation 

to the GPU. In a recent empirical study, the full 

gBLUP calculation with miraculix showed an 

acceleration of up to 100 times compared to 

traditional software in the case where the 

heritability is known (Pook et al., 2021). 

Additionally, two recent studies 

investigating the effects of epistasis utilized the 

efficiency of optimized CPU functions in 

miraculix (Vojgani et al., 2021, 2023). 

However, it should be noted that the memory 

requirements for setting up the GRM increase 

quadratically with the number of individuals 

which puts a limit to potential problem sizes.  

 

 

 
Figure 1.  Wall clock times for the calculation of the 

GRM on three simulated sets of SNP genotypes.  

 

 
Figure 2.  Wall clock times for the calculation of the 

LD on three simulated sets of SNP genotypes.  

 

Linkage Disequilibrium 

 

LD is a way of describing the dependence 

structure between pairs of alleles in a set of 

markers and there exist different statistics to 

capture this information in a population 

(Pritchard and Przeworski, 2001). The software 

PLINK implements the LD statistics 𝑟2, 𝐷 and 

D′, which can be thought of as correlation 

measures between alleles. Though the true 

linkage value is based on haplotypes, it is 

sometimes approximated by the allele count 

correlations (e.g., in PLINK). That is, the 

squared correlation between the columns i and j 

of Z is used as value for 𝑟2. Since the 

correlation matrix R can be written as 

𝑹 = 𝑫−1/2 �̃�𝑫−1/2  

for �̃� = 𝐙′𝐙 − 4𝑛 ⋅ 𝒑𝒑′ and 𝐃 = diag(�̃�), the 

matrix of pairwise 𝑟2 values can be computed 

from �̃� at low cost. While the computation of 

R for a small block of SNPs with a limited 

number of individuals is straight-forward, a 

simple algorithm for the detection of LD 

between distant SNPs (so-called long-range 

LD) or the calculation of the average LD decay 

in a large part of the chromosome becomes 

cumbersome. 

In our experiments, we calculated the matrix 

R of 50 241 markers across three simulated 

populations: A small population of 102 000  

individuals (“Small”), a medium-sized one 

comprising 751 000 individuals (“Medium”) 

and a large population of 3 101 000 individuals 

(“Large”). As inflating the large population to 

single-precision floating-point values would 

require approximately 580GB of memory, this 

approach is impractical for LD calculation. 

Since miraculix processes SNP data in 

compressed format and subdivides the 

computation of the SNP matrix multiplication 

into blocks, only about 6 GB of device memory 

was required. Using the same hardware set-up 

as above, we compare our solution with the 

implementation in PLINK on 64 cores and a 

simple GPU solution in cuBLAS. However, due 

to its inherently higher device memory 

requirements, the latter could only be evaluated 

on the small dataset. Results are displayed in 

Figure 2 and are the median of 5 evaluations for 

the GPU functions. PLINK calculations were 

only performed once as wall clock times on 

these test sets made further evaluations 

unreasonable. For LD calculation, the PLINK 

options --r square were used. We observe that 

compute times in PLINK were more than 400 

times higher on the large dataset. 
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Principal component analysis 

 

For a column-wise standardized matrix 𝐗 ∈

ℝ𝑛×𝑝 the first m principal components (PCs) 

are defined by 𝐗𝐯1, … , 𝐗𝐯𝑚, where 𝐯1, … , 𝐯𝑚 

solve the maximization problems 

max
𝐯1∈ℝp,‖𝐯1‖=𝟏 

‖𝐗𝐯1‖ 

and 

max
𝐯i∈ℝp,‖𝐯i‖=𝟏,𝐯1

′𝐯i=𝟎,…,𝐯i−1
′ 𝐯i=𝟎 

‖𝐗𝐯i‖ 

 

for 𝑖 = 2, … , 𝑚. Even though the transfer of the 

principal component analysis (PCA) to non-

continuous data is not straightforward and a 

topic of ongoing research (see, e.g., Schlather 

and Reinbott (2021) for an approach to non-

Euclidean data), PCA is still regularly used as 

an auxiliary tool in statistical genomics. Since 

PCA is a dimension-reducing method aimed at 

capturing large parts of variation in the dataset, 

PCs of the GRM are used in empirical studies 

in genetics to investigate population structure 

(e.g., by Steyn et al. (2022)) or as an auxiliary 

tool in the REML-based estimation of variance 

components (Thompson and Shaw, 1990; Lee 

and van der Werf, 2016). Principal components 

of the SNPs are regularly used to control for 

population stratification in GWAS studies or in 

breeding value estimation to reduce 

computational costs (Price et al., 2006). Popular 

software solutions include Eigensoft and 

PLINK (Price et al., 2006; Chang et al., 2015). 

Since PCA requires the multiplication of an 

orthonormal matrix of eigenvectors of 𝐗′𝐗 by 

𝐗, miraculix can help to accelerate the PCs of a 

population by a fast computation of the GRM. 

Similarly, the PCs of SNPs can be derived from 

the 𝐙′𝐙 matrix. However, if the dataset contains 

a lot of markers, constructing this matrix is 

challenging. The functionality of miraculix to 

multiply a SNP matrix by a floating-point 

matrix helps to alleviate this burden since there 

exists randomized algorithms for the singular 

value decomposition that do not require an 

explicit construction and calculate the first 𝑚 

eigenvalues and their corresponding 

eigenvectors with high accuracy (Halko et al., 

2011). We provide an exemplary 

implementation in Julia. 

 

gBLUP computing times 

 

To evaluate the performance of miraculix in 

a practical setting, we simulated a population of 

50 000  animals with 727 605 SNP variants 

based on the Illumina BovineHD BeadChip 

(Cunningham et al., 2021). Our supplementary 

Julia functions are linked to the interface of the 

library and perform low-cost post-processing 

operations on its return values. Emulating 

typical computational tasks in practice, we first 

load and process our data, which is stored in 

PLINK binary format on the disk, then calculate 

the GRM of the population and the SNP-wide 

PCs for later usage in inferring the parameters 

of the gBLUP model. PCs were modeled as 

fixed effects. Data processing operations were 

performed on an AMD® EPYC 7513 (2.6 

GHz), while SNP matrix operations were 

offloaded to an NVIDIA® GPU A100. Since 

the CPU was mainly used for data 

preprocessing, we only used 8 dedicated cores. 

Due to the memory efficiency of our 

implementation, we were able to use the version 

of the A100 GPU with only 40GB of device 

memory. Computation of the GRM involved 

calculating the SNP matrix cross-product of 

dimensions 50 000 times 50 000 while 

retrieving the first 10 principal components 

required the multiplication of the SNP matrix by 

a floating-point matrix to obtain the 

approximate eigenvectors of SNP-wide 

covariance matrix. To estimate the vectors �̂� 

and �̂� of the gBLUP model, the Cholesky 

decomposition of the stretched GRM needed to 

be computed to solve the involved equation 

systems. Since heritability was assumed to be 

known, the ratio of variance components did not 

need to be estimated on the data. 

Results are displayed in Table 1. We note 

that data processing now constitutes a 

significant portion of the total compute resource 

requirements both in terms of memory and 

computing times, as it requires a 2-bit format 
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conversion and reordering of the bit-level 

values. The construction of the GRM was 

performed in just approx. 30 seconds, whereas 

the PCA calculation and the Cholesky 

decomposition needed 18 seconds and 13 

seconds respectively. In total, approx. 36 

gigabytes of main memory and 19 gigabytes of 

device memory were used. 

 

Table 1.  Computing times for various steps in a 

gBLUP calculation.  

Computations were performed on a single 

NVIDIA® GPU A100-40GB using the Julia 

interface of miraculix. Total wall clock time includes 

additional system start-up time. 

 

Conclusions 

 

We have presented the capability of 

miraculix to offload essential operations on 

genomic data to the GPU. We illustrated its 

benefits in four applications. The approach 

outperforms existing CPU-based software 

solutions significantly and thereby enables 

much faster processing of genomic datasets of 

substantial size. Furthermore, it works on 

compressed data and therefore allows the 

processing of huge datasets. Overall, our 

experiments showed that a full gBLUP on a 

population of 50 000 individuals could be 

performed in little more than 1.5 minutes. 

Considering that a similar task was assumed to 

be computationally infeasible by VanRaden 

(2008) at the time, we find the performance 

improvements to be promising and encourage 

the use of GPUs to accelerate the processing of 

large datasets in genomics. While there is a suite 

of established methods to deal with 

extraordinary dimensions, e.g., Algorithm for 

Proven and Young (APY) (Misztal et al., 2014) 

or the use of iterative solvers (Strand én and 

Lidauer, 1999), these approaches can similarly 

benefit from the techniques introduced in this 

article. To allow miraculix to handle further 

increases in dataset sizes, future software 

versions might include distributed calculations 

for high-performance clusters via a Message 

Passing Interface (MPI), which would extend 

its applicability to datasets that still cannot be 

fully stored in device memory. Furthermore, 

since the variance component estimation 

through REML is another computational 

bottleneck in genomic analyses, it would be 

interesting to offload this procedure to the GPU 

as well. Extensions of miraculix to AMD® or 

Intel® GPUs would be useful to allow 

researchers to take full advantage of existing 

computer hardware. 
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