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ABSTRACT
Self-adaptive systems have become a popular research topic to overcome challenges of developing highly complex, interconnected, and heterogeneous systems and networks. These systems aim to autonomously adapt to a changing environment by adapting system behavior or composition to improve performance. Many self-adaptive systems are designed in a purely reactive way and without considering costs that may be incurred by performing adaptation. This thesis therefore aims to develop an approach for proactive self-adaptive systems and evaluate the impact of reconfiguration cost and proactive adaptation in an edge computing system. Additionally, the autonomous adaptation of different control patterns for centralized or decentralized control will be explored and evaluated. This thesis proposes to extend feature models, as used in dynamic software product lines, with modeling for reconfiguration cost and of uncertainty in the system’s environment.

CCS CONCEPTS
• Software and its engineering → Abstraction, modeling and modularity;
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1 INTRODUCTION
Many modern information systems are composed of interconnected, distributed, and heterogeneous devices operating in an environment with fluctuating network resources and availability [11]. Users expect high quality of service from these devices with potentially varying performance goals over time. The process of manually adapting systems in order to achieve these performance goals is often error prone and time consuming [20]. Therefore, self-adaptive systems aim to alleviate these challenges by allowing systems to perform adaptations autonomously. The system monitors its environment and system state in order to analyze the need for adaptations, which are either necessary to keep the system functioning properly or are able to improve system performance in regard to a certain performance goal [3]. The managed resource itself is extended by a managing subsystem (adaptation logic) which performs the monitoring of the environment, as well as the decision making about necessary adaptations [11].

Coordination between different systems in a distributed network is an important task in order to support global optimization efficiently. In distributed and mobile systems the utilization of a central entity for controlling and coordinating all adaptations of the participating systems is not always feasible [21]. A network of systems without central control where each system strives for, potentially greedy, optimization of local goals may not lead to a globally optimized system. A variety of decentralized control patterns have been proposed by Weyns et al. [21]. The control patterns range from fully centralized control, where one adaptation logic manages all resources, to fully decentralized control, where each managed resource has its own adaptation logic. Additionally, the adaptation logic may be constructed in a hierarchical hybrid pattern.

The traditional method of implementing self-adaptive systems is a reactive approach, adapting to changes based on event triggers in the monitored environment [11]. Each adaptation, however, may come at some cost, e.g., an energy cost on a battery powered device or a delay in communication.

Proactive systems on the other hand are equipped to anticipate or predict changes in the system’s environment. By predicting the future environment and state of the system over a longer time horizon, a proactive self-adaptive system is able to reduce the number of non-optimal adaptations performed and thereby reduce the incurred cost of a potential reconfiguration. Additionally, the adaptation of one system may have an influence on the performance of another system operating in the same network. Therefore, coordinating the adaptations of a network of systems cooperatively and proactively increases the global utility and its stability.

2 RESEARCH PROBLEM AND EXPECTED CONTRIBUTIONS
Self-adaptive system are typically realized with closed loop control, e.g., with the well established MAPE-K loop [10]. The MAPE-K loop consists of four phases: (i) monitoring of the system and its environment, (ii) analyzing the collected information and the need for adaptation, (iii) planning the adaptation if it is needed, and (iv) executing the adaptation. Additionally, the knowledge component (K) contains a model of the system’s state and properties, as well as its environment (context). Feature models [8] are one method of modeling the configuration space of a system. Additionally, feature
models may be extended by a context branch which includes the modeling of the systems environment [17]. The resulting context feature model of a self-adaptive system may then consist of mandatory and optional system and context features as well as constraints between features from different branches of the model.

Context feature models may be used to express the currently selected configuration of the system and environment or the configuration space of all valid configurations. Therefore, they provide a useful method for evaluating the validity of configurations but lack expressiveness for future environment behavior and the cost of adaptation between two valid configurations. This thesis therefore proposes to extend these feature models to model a future time horizon of the system’s environment as well as the incurred costs when switching between different configurations. When a high reconfiguration cost results from adapting the system, a more stable configuration that regards the future development of the system’s environment may perform better over a longer time interval.

Firstly, this thesis aims to utilize Markov decision processes to model the uncertainty in the system’s environment over a longer time horizon, as previously proposed in [13]. This enables proactive adaptations to be performed by the system. RQ1 - How can we extend feature model based self-adaptive systems to allow proactive system adaptation?

Secondly, this thesis aims to extend feature models by annotating them with the reconfiguration cost from one configuration to another. In some applications frequent switching between configurations without regarding the incurred cost of the adaptation may not lead to optimal performance. RQ2 - How can we extend feature models to express the costs of switching between different configurations?

Finally, we aim to incorporate the adaptation of control patterns into the approach. In the edge computing application we aim to use for the evaluation the choice of control pattern has a significant impact on the performance, such as the latency of task execution. Therefore, an adaptive approach of the control pattern, depending on system load and application requirements, is able to perform better.

3 RELATED WORK

In [19] we developed an approach modeling the system and environment state with context feature models, in addition to performance goals and performance-influence models, as part of the knowledge component to find optimal system configurations for a wireless sensor network. Pfannemüller et al. [16] propose a model-based runtime environment for implementing self-adaptive capabilities in communication systems by using Claf er models for modeling adaptation options and using a target system specification for defining the solution space of the system. The system does not take into account cost for a reconfiguration of the system and performs adaptations reactively.

Moreno et al. [14] propose proactive latency-aware adaptation based on Markov decision processes for probabilistic modeling of the uncertainty in the system and its environment. There are a large variety of application specific proactive approaches, e.g. in auto-scaling for cloud computing [7], [1], [9], that employ Markov decision processes and reinforcement learning for enabling proactive system behavior.

Van der Donckt et al. [4] propose a cost-benefit analysis at runtime for self-adaptive systems in an Internet of Things application. The approach uses weighted utilities for modeling benefits and domain-specific properties for defining costs of adaptation decisions. The authors note that a further analysis of different types of potential costs that may apply in self-adaptive systems is required as well as methods for modeling different types of costs.

The authors of [15] estimate the volatility of tactics for adapting a system by using time series forecasting. In [12] a MAPE specification language is extended with annotations to allow for the evaluation of adaptation costs such as latency. Additionally, Filieri [6] proposes an approach for run-time efficient verification of non-functional properties and gives outlook of future improvements by mentioning the addition of reward models for supporting cost metrics. This thesis proposes to use annotated feature models to allow the modeling of different systems and potential costs during a reconfiguration in a consistent and reproducible manner.

4 EVALUATION OF RESULTS

We plan to initially evaluate the results of the developed model enhancements in an edge computing system, namely the Tasklet system [18]. The system consists of a network of resource providers, providing their computational resources to other participants, and resource consumers, offloading computational tasks to providers for remote calculation. The system can operate using a central broker for task scheduling, or using a decentralized approach [5], allowing consumers to chose a producer for performing the task calculation themselves. Different applications offloading tasks can have differing non-functional requirements such as latency or reliability.

We aim to evaluate our extension to the DSPL based self-adaptive approach by employing it in the autonomous selection of decentralization mechanism, taking into account reconfiguration costs of switching between different centralized or decentralized scheduling strategies.

Another aspect of task offloading in the Tasklet system is data placement for certain applications, such as image rendering or face recognition, which require additional data, such as a learned model, in order to perform the offloaded computation. When offloading a task to a resource provider, it first needs to obtain the required data before starting the calculation and returning the result. By proactively placing the required data set on one or multiple resource providers, the round-trip time from offloading a task to receiving the result can be significantly reduced [2]. Currently this is data-placement is not performed adaptively. We aim to evaluate the proactive capabilities of our approach by using it to add proactive self-adaptation in the computational offloading application.

The participating systems should be able to adapt their specific data-placement mechanisms depending on the current and future predicted system load, performance, and composition.
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