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Abstract
Online surveys are a widely used mode of data collection. However, as no interviewer is present,
respondents face any difficulties they encounter alone, which may lead to measurement error and
biased or (at worst) invalid conclusions. Detecting response difficulty is therefore vital. Previous
research has predominantly focused on response times to detect general response difficulty. However,
response difficulty may stem from different sources, such as overly complex wording or similarity
between response options. So far, the question of whether indicators can discriminate between these
sources has not been addressed. The goal of the present study, therefore, was to evaluate whether
specific characteristics of participants’ cursor movements are related to specific properties of survey
questions that increase response difficulty. In a preregistered online experiment, we manipulated the
length of the question text, the complexity of the question wording, and the difficulty of the response
options orthogonally between questions.We hypothesized that these changes would lead to increased
response times, hovers (movement pauses), and y-flips (changes in vertical movement direction),
respectively. As expected, eachmanipulation led to an increase in the correspondingmeasure, although
the other dependent variables were affected as well. However, the strengths of the effects did differ as
expected between the mouse-tracking indices: Hovers were more sensitive to complex wording than
to question difficulty, while the opposite was true for y-flips. These results indicate that differentiating
sources of response difficulty might indeed be feasible using mouse-tracking.
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Introduction

The use of online surveys to obtain data for research purposes has become increasingly popular,
due to the various advantages they offer compared to more traditional methods of data collection
(Evans & Mathur, 2005). Such advantages include the low cost at which a comparably large
amount of data can be gathered in a time-efficient manner without geographical constraints
(Grandcolas et al., 2003; Granello &Wheaton, 2004; Wyatt, 2000). In addition, web surveys offer
various technological features and design options as well as different question formats that can
facilitate the response process, improve usability, and personalize respondents’ user experience
(Couper, 2000; Evans & Mathur, 2005). Thereby, possible confusion and mistakes, which would
lead to reduced data quality, can be avoided (Horwitz et al., 2019). For instance, the online setting
enables the use of automated skip patterns, randomization or tailoring of questions or response
options, or checking the completion of certain questions.

The global COVID-19 pandemic has significantly accelerated the shift toward online surveys,
particularly evident in general social surveys (Gummer et al., 2020; Wolf et al., 2021). While this
rapid growth underscores the importance of online surveys, it also necessitates a thoughtful
consideration of potential challenges associated with their use. Despite their advantages, web
surveys, like any data collection method, are susceptible to different sources of error which can
lower data quality (Couper, 2000). One of these sources is measurement error arising when
participants answer a survey. For instance, respondents may not understand the question as
intended by the researcher, or they may experience difficulty when selecting a suitable response to
specific questions (Couper, 2000; Lenzner, 2012). However, unlike in telephone surveys or face-
to-face-interviews, no interviewer is present to offer help and clarification when conducting self-
administered surveys online.

Therefore, to avoid the occurrence of such errors and guarantee high-quality data, researchers
need to detect specific questions or wordings that are challenging for respondents (Fowler, 1992;
Holbrook et al., 2006; Lee et al., 2012; Lenzner, 2014; Lenzner et al., 2011). This could occur prior
to data collection based on results of a pretest, allowing researchers to adjust items and improve
usability for future participants. It could also happen during data collection by offering guidance to
participants whenever they experience difficulty, or post-hoc by labeling specific questions or
answers as potentially problematic. For these purposes, paradata are often used, which are context
and process information that are collected as a by-product of the survey mode itself (Kreuter,
2013; Mayerl et al., 2019; McClain et al., 2019). A recent addition to the family of paradata types
is the tracking of mouse cursor movements which are assumed to reflect the cognitive processes
underlying participants’ responses in the survey (Horwitz et al., 2017). Other indicators of re-
sponse difficulties in web surveys are more expensive and might not even be available for the
standard online survey participant (e.g., eye tracking) or sensitive to multiple sources of distortion
(e.g., response times). Hence, tracking mouse movements in online surveys may be a valuable tool
for detecting different sources of measurement error.

Despite its potential, only a small number of studies have already linked certain mouse
movement patterns to overall response difficulty (Fernández-Fontelo et al., 2023; Horwitz et al.,
2017, 2019) and none has tried to differentiate between different sources of difficulty so far. If,
however, it was possible to distinguish between different causes of response difficulty using
mouse-tracking, this would help researchers identify issues more quickly and improve the survey
more thoroughly, or even provide assistance to respondents who exhibit such signs of difficulty in
real-time. In the present study, our goal is to take a step in that direction. Specifically, we in-
vestigated how manipulating different question properties that are linked to different aspects of
measurement error affects different mouse-tracking indices.
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Sources of Measurement Error in Online Surveys

Measurement error is defined as the “deviation of the answers of respondents from their true
values on the measurement” (Couper, 2000, p. 475) and is one of the main sources of survey error
as stated in the total survey error framework (Groves, 1987; Groves & Lyberg, 2010). This
deviation is assumed to emerge for various reasons, including attributes of the questionnaire, such
as the question wording, order, or structure (cf. Groves, 1987; Lee et al., 2012). This assumption is
consistent with findings indicating that questions which are complex or difficult to answer increase
measurement error, for instance, due to missing, less reliable, biased, or neutral responses (Fowler,
1992; Graesser et al., 2006; Holbrook et al., 2006; Lenzner, 2012).

Measurement error can result in either increased error variance or biased estimates, depending
on whether the questions are unsystematically or systematically misinterpreted by participants,
respectively (Lee et al., 2012; Lenzner, 2014). Both outcomes are undesirable in research and
therefore need to be avoided (Lenzner, 2014; Lenzner et al., 2011). Consequently, questions that
are difficult to answer adequately, as well as words or phrases within these questions which might
be challenging for respondents to comprehend, need to be detected and improved in order to
gather accurate and valid data (Graesser et al., 2006). However, an indiscriminate measure of
difficulty does not point survey designers to the root of the issue. Therefore, it would be par-
ticularly useful to be able to discriminate between different sources of response difficulties to
understand where exactly improvements are required. If valid measures for different error sources
could be identified, researchers could use them to identify and improve the specific features of
questions that respondents experience difficulty with or do not comprehend as intended (e.g.,
during pretesting). In addition, it could enable researchers to identify respondents who struggle to
respond to certain questions in order to provide help to those respondents in real-time, or to
identify problematic datasets after data collection (Horwitz et al., 2019).

Therefore, the aim of the present study is to examine whether specific paradata measures are
sensitive to a particular error source in online surveys. To achieve this, we used an experimental
design to induce different sources of response difficulty in an online survey and examine whether
(and to which degree) these differentially affect the different paradata measures.

Assessing Measurement Error in Online Surveys with Paradata

Among all kinds of paradata, response times are frequently used to assess whether respondents
face difficulties or comprehension problems during the survey, with longer response times in-
dicating higher levels of difficulty (Conrad et al., 2007; McClain et al., 2019). While cost-effective
and easy to collect, response times do not identify the specific cause of the difficulty, for example,
whether respondents struggled to understand the question text or to choose a suitable response
(Graesser et al., 2006; Lenzner et al., 2011). Also, Yan and Tourangeau (2008) pointed out that
baseline response times can vary between questions and participants, indicating that longer
response times do not necessarily point to higher levels of difficulty. For instance, longer question
texts or fully labeled rating scales may prolong response times without affecting accuracy
(Lenzner et al., 2011; Yan & Tourangeau, 2008). Longer response times can also emerge due to an
external source such as distractions or multi-tasking, rather than the question itself (Heerwegh,
2009; Horwitz et al., 2017). Notably, even challenging questions may not consistently result in
longer response times, as the existence of problematic text features in a question does not
necessarily correlate with mean reading time per word (Graesser et al., 2006).

Another type of paradata that is easily accessible in web surveys are break-offs. Break-off
analyses can provide insight into problematic question or questionnaire design characteristics
(Peytchev, 2009). However, similar to response times, they lack specificity in pinpointing the
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exact problems within a given question and they may also vary depending on person charac-
teristics. In addition, break-offs may also result from cumulative burden over the course of a
questionnaire rather than the characteristics of a given question (Emery et al., 2023; Galesic, 2006;
Peytchev, 2009).

In contrast to response times and break-off analyses, eye-tracking enables researchers to
identify specific sources of difficulties that respondents might experience, while ensuring their
active involvement in the questionnaire. Hereby, the specific part of the question or response
options that is likely to produce confusion can be detected by retracing participants’ gaze and thus
the (overt) focus of their attention. As a result, eye-tracking offers much greater precision when
detecting response difficulties (Lenzner et al., 2011). To date, however, eye-tracking is difficult to
use outside a laboratory setting and is associated with high costs and substantial effort, compared
to the efficient and automated collection of other paradata sources (Neuert & Lenzner, 2019).

Mouse-tracking—tracing respondents’ cursor movements—may combine the advantages of
response times with those of eye-tracking. Mouse-tracking builds on the assumption that motor
processes are continuously updated by the underlying cognitive processes rather than strictly an
aftereffect of the already-completed decision and thus reflect the temporal evolution of the
decision-making process (Cisek & Kalaska, 2010; Freeman, 2018; Freeman et al., 2011; Spivey &
Dale, 2006). Therefore, mouse-tracking might offer valuable information about the specific
sources of response difficulties, comparable to eye-tracking, while being more easily applicable in
online settings and associated with almost no additional cost (Horwitz et al., 2017). Furthermore,
in contrast to response times, mouse-tracking indices (when calculated solely based on move-
ments on the questionnaire page) are considerably less susceptible to multi-tasking or distraction
since mouse movements only occur if the respondent is actively involved in the questionnaire
(Horwitz et al., 2017).

Despite the promising advantages over other methods, only few studies have tried to link
certain mouse movement patterns to sources of measurement error in online surveys. Horwitz et al.
(2017) manually coded several types of movements observed in a laboratory study and found that
three of these movement patterns predicted the question difficulty as assessed via participants’
self-report. Those movements were hovers (holding the mouse over the question text for more
than 2 seconds),markers (holding the mouse over a response option text or a radio button for more
than 2 seconds), and regressive movements (moving the mouse back and forth between two areas
of interest, specifically, between question text, white space, next button, and response options).
Based on these findings, Horwitz et al. (2017) concluded that mouse movement patterns are
indeed a valid measure of overall response difficulty, especially when combined with response
times. However, as the authors were concerned with the overall perceived difficulty, they did not
differentiate between various sources of difficulty.

Horwitz et al. (2019) collected mouse-tracking indices in a web survey, on a large scale and in a
field setting. Their goal was to determine if suboptimally constructed items can be detected
through mouse movement patterns. Therefore, the authors experimentally manipulated question
features, for example, changing one question concerning employment to be either straightforward
or complex (i.e., longer response option texts including superfluous and long-winded technical
information). As expected by the researchers, respondents hovered more frequently in the
complex condition. In addition, they traveled a greater distance with the cursor and engaged in a
greater number of y-flips,which are changes in the direction of cursor movement along the vertical
axis (i.e., a shift from upward to downward movement or vice versa), and are interpretable
analogous to regressive movements in the context of the study. However, the manipulation of
complexity in this study induced various sources of difficulty at the same time—increased
question length with a more complex sentence structure and more technical phrases. Therefore, it
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is not possible to single out the effects of these different question properties and if they might
influence different mouse-tracking indices.

Building upon Fernández-Fontelo et al. (2023); Horwitz et al. (2019) employed a machine
learning approach on the same dataset to investigate the extent to which it is possible to predict
respondent burden (i.e., whether a respondent answered the straightforward or complex version of
a question), utilizing multiple mouse-tracking indices concurrently. The study shows that the
machine-learning approach benefits from using mouse-tracking measures in addition to response
times, thus again demonstrating the linkage between respondent burden and mouse-tracking
indices. However, as the analysis was based on the data from Horwitz et al. (2019), it shares the
same limitation: As each study manipulation varied several sources of question difficulty si-
multaneously, the relationship between distinct question properties and specific mouse-tracking
indices cannot be inferred precisely. In the most extreme case, it cannot even be ruled out that only
one specific question property had an effect on mouse-tracking indices while the others had no
effect. If so, researchers utilizing mouse-tracking to detect respondent burden may overlook other
sources of difficulty if they exist as the sole feature in a question.

Mapping Question Properties on Mouse-Tracking Indices

The goal of the present study is to enable such a distinction by testing whether mouse-tracking
indices can detect and differentiate sources of measurement error within an online survey.
Following Holbrook et al. (2006), understanding a question, and mapping the answer to an
adequate response are two distinct steps in responding to questions. Therefore, we systematically
varied question properties likely to cause participants to experience difficulty in these two distinct
processes: First, complex wording (which we will refer to as complexity) can lead to measurement
error if respondents do not understand the question as intended by the researcher (Holbrook et al.,
2006; Horwitz et al., 2019). Second, response options that are more similar to one another (which
we will refer to as difficulty) can make a question more difficult to answer accurately and, as a
result, lead to measurement error (Krosnick, 1991; Lenzner, 2012). Our goal was to introduce
these two issues in a questionnaire and investigate if they affect different mouse-tracking indices,
which could then function as valid measures of these properties in turn.

Beyond direct sources of response difficulty, another factor that varies greatly between
questions in online surveys is the length of the question text. Question length might be an
important confound to consider—particularly when interpreting response times—simply because
reading longer questions takes more time. This would pose a challenge for using response time as
an indicator of response difficulty. In the extreme case, response times would not be able to
distinguish between questions that are long but easy and understandable, and questions that are
short but difficult or complex. In this case, mouse movement indicators might provide a viable
alternative, particularly if they are less affected by the question length. Therefore, we also
manipulated the length of the question, assuming that a longer question text should lead to longer
response times irrespective of its difficulty or complexity. To ensure that the topic of a question
was not confounded with the manipulation, which has been a limitation in previous research
(Horwitz et al., 2019), we implemented a full factorial design. Specifically, we independently
manipulated these three properties by constructing different versions of each substantive question,
including all combinations of understandable versus complex question wording, easy versus
difficult distractor options, and short versus long question text (see Methods section for detailed
examples). Every item a participant encountered was subject to one of these combinations, and,
across the entire questionnaire, all participants encountered every possible variation once.
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Hypotheses

In the following, we will develop hypotheses as to which manipulation should affect which
mouse-tracking index based on the previous literature.

Hovers are assumed to occur when respondents encounter complex terms, resulting in an
interruption of the current movement in order to process the meaning of the relevant phrase or
word before continuing (Horwitz et al., 2017, 2019). For instance, Horwitz et al. (2017) assume
that hovering would be more likely when terms are technical or unfamiliar compared to more
familiar ones. Findings in eye-tracking research support these assumptions. For instance, Lenzner
et al. (2011) and Graesser et al. (2006) found text fixation periods to be associated with text
features that made the questions more complex. Since a close relationship was found between gaze
and cursor position when comparing eye and mouse movements (Chen et al., 2001; Huang et al.,
2011), it seems reasonable to assume that complex text features will also lead to cursor fixation
periods. Therefore, we expect that complex questions lead to a greater number of hovers than more
understandable questions (H1).

If a question is difficult, respondents struggle to map their individual response to the options
available (Holbrook et al., 2006). Not knowing which response option suits the personal value or
the task instruction best should result in mouse movements indicating the conflict between
different options along the axis of decision (Dale et al., 2008). In the classical laboratory mouse-
tracking setting, two response options are presented in the upper corners of the screen. In these
settings, the x-axis is the axis of decision, hence, x-flips are believed to reflect the indecisiveness
between options (Dale et al., 2008; O’Hora et al., 2016). In the online survey mode that is
investigated in the current study, response options are typically presented in a multiple-choice item
format, resulting in options that are distributed along the y-rather than the x-axis of the screen. In
this setup, mouse movements indicating difficulties in deciding between different options are
likely to result in a change of movement direction along the vertical axis of the screen. Hence,
these mouse movements are assumed to be reflected in the number of y-flips. Therefore, we expect
that difficult questions lead to a greater number of y-flips than easy questions (H2).

Lastly, besides complexity and difficulty as relevant question properties, the question length
will also be manipulated. Hereby, the aim is to demonstrate that questions that consist of con-
siderably longer question text will not impact mouse-tracking indices if this question text is easy to
read and does not increase complexity. However, response times should still be affected by such a
manipulation as reading longer question texts is more time consuming than reading shorter
question texts. Consequently, we expect that longer question texts lead to longer response times
than shorter question texts (H3).

It cannot be ruled out that the different manipulations affect the other specified indices as well.
If so, we assume that for each mouse-tracking index the question property specified in the
corresponding hypothesis has the strongest effect.

Methods

The hypotheses, design, and analysis plan of the present study were preregistered via the Open
Science Framework prior to data collection (https://osf.io/r5392).

Design

We collected all data in an online survey consisting of eight questions of interest. For each
question, we created eight variants corresponding to all possible combinations of the manipulated
factors: complexity (understandable, complex), difficulty (easy, difficult), and length (short, long).
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Each participant received one version of each of these questions, and each of these combinations
of features once throughout the survey. All questions were presented with four short response
options, each of which contained between one and three words. For every question, there was only
one correct response and participants could only choose one response option. After answering
each question, participants had to click on a “Next”-button in the bottom center of the screen to be
presented with the next question. The screen layout including the position of the response options
and the “Next” button was held constant across all questions. The question-manipulation as-
signment, question order, and the position of the correct response option among the four response
alternatives were counterbalanced, with every possible combination occurring once in every set of
256 participants. During the survey, the mouse-cursor position on the x- and y-axis of the screen,
as well as the associated time stamp was recorded whenever the mouse moved (on average every
16 ms during continuous mouse movements) using the mousetrap-web package (Henninger &
Kieslich, in press).

For each question, we computed the three relevant indices specified in the hypotheses (y-flips,
hovers, and response time). The number of hovers was computed by counting how often a
participant stopped moving the mouse for longer than 500 ms (without counting the time par-
ticipants took to start moving the mouse at the beginning of each new question). The number of y-
flips was calculated as the number of movement reversals along the y-axis. The response time was
computed by calculating the time from the first presentation of the question on the computer screen
to the submission of the chosen response option via click on the “Next” button.

Materials

All questions and their variations as well as the preprocessed data and the analysis script are
provided at the Open Science Framework and can be accessed online via https://osf.io/8xwt3/. In
terms of content, all questions concerned general knowledge from different fields like geography,
religion, biology, and history. The questions were designed such that the correct response would
likely not be directly available even for well-educated participants but could most probably be
retrieved by examining all options. The eight questions of interest were manipulated to be
understandable or complex (complexity), easy or difficult (difficulty), and short or long (length).
How the manipulations were implemented is specified in the following sections. Figure 1 il-
lustrates one version of a question in the easy, understandable, and short condition, while Figure 2
presents the difficult, complex, and long version of the same question.

Complexity. Of the text features that Lenzner et al. (2010) found to undermine reading com-
prehension and, thus, to be associated with respondent burden and lower data quality, uncommon
words are one of the most frequently investigated ones. For example, low-frequency words are
associated with longer fixation times in eye-tracking studies due to comprehension difficulties
(Graesser et al., 2006; Inhoff & Rayner, 1986; Lenzner, 2012). Therefore, in the present study, we
manipulated complexity by replacing understandable (high-frequency) words or phrases in the
question text with more complex (low-frequency) words or phrases. We chose this subtle ma-
nipulation in order to introduce a source of complexity likely to go undetected by researchers
during question construction. In case an effect of the manipulation on accuracy (and thus
measurement error) and mouse tracking indices (for detection) can be shown, this would thus
underline the practical importance of our study. To rule out the possibility that effects of length
confound the effects of complexity, we ensured that the length (as measured by the number of
characters, excluding spaces) of the question texts within the complex and understandable
conditions did not differ by more than three characters for each question.
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Difficulty. The difficulty was manipulated by varying the distractor response options. Distractor
response options in the difficult condition were more relevant to the content of the question and
more closely related to the correct option, whereas the distractor response options in the easy
condition were less content-related. Hence, the difficult distractor response options were more
appealing and harder to distinguish from the correct option. We again ensured that the overall
length of all response options in sum did not differ by more than three characters between the easy
and the difficult conditions for each question. To prove that the manipulation of the difficulty of the
questions was successful, we test below whether the number of correct responses differed sig-
nificantly between the easy and difficult condition. We expected that this manipulation check will
confirm that the difficult distractor condition leads on average to more incorrect responses than the
easy condition.

Figure 1. Example of a question in the easy, understandable, and short condition.Note. The original German
question as presented in the questionnaire was translated for illustrative purposes. The position of the
question within the questionnaire (hence, the number of the question as mentioned above the question
text), as well as the position of the correct response option “Hermes,” were randomized between
participants.

Figure 2. Example of a question in the difficult, complex, and long condition. Note. The difficulty was
manipulated by using distractors which were more appealing when compared to the response options in
Figure 1. The complexity was manipulated by replacing the word “gods” (as in Figure 1) with the less
frequent word “deities.” The length of the question was manipulated by prepending the first two sentences to
the question text.
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Length. The length of the question texts was manipulated by prepending related but uninformative
sentences to the questions. These were constructed such that neither the purpose of the question
nor the correct answer to the question were revealed, so as not to influence the difficulty or
complexity of the questions through the added text.

Procedure

The study was created using the survey software SoSci Survey (Leiner, 2019). It was conducted
online as well as in the laboratory in order to facilitate the collection of a sufficiently large
participant sample. Participants were told that the questionnaire was a short test of their general
knowledge and were asked to only fill out the survey on a desktop computer or laptop using a
computer mouse for technical reasons. After participants confirmed that they met the technical
requirements, they were presented with the consent form and the instructions. In the latter, they
were also informed that they would receive feedback about their performance after the completion
of the survey. The survey started with a constant introductory question that was designed to be
easy and understandable to accustom the respondents to the question format, followed by the eight
manipulated questions of interest. After responding to all nine questions, participants answered
demographic items. Additionally, they indicated which kind of device they used to move the
cursor, which hand they used to control this device both during this survey and usually, and if they
used external aids to answer the questions. At the end of the survey, participants had the op-
portunity to receive feedback on their performance on the test and information about the true
purpose of the study.

Participants

The sample size rationale was specified within the preregistration and is described in the
supplemental material. The laboratory study was conducted in 2019 for two weeks at the
University of Mannheim and the online study for three weeks, starting at the same time. All
participants who took part during that period were admitted. In return for their participation,
respondents were able to take part in a raffle with two Amazon vouchers of 20€ each and
psychology students of the University of Mannheim could additionally receive partial course
credit.

The survey was completed by 439 participants (191 participated in the laboratory and 248
online). Several exclusion criteria were preregistered and applied, resulting in a total of 147
excluded participants. From the data of the remaining 292 participants, 34 individual trials were
excluded based on additional preregistered criteria, which resulted in a total number of 2305 trials
(after the trials from the introductory question were excluded as well). A detailed overview of all
exclusion criteria and the corresponding number of excluded participants and individual trials is
provided in the supplemental materials.

Of the N = 292 participants included in the final sample, n = 179 (61.3%) participants were
female and n = 113 (38.7%) were male. The average age was 25.2 years (SD = 10.0, range = [18;
79]). Of the total sample, 231 respondents (79.1%) were students, and 119 of these (51.5%)
indicated that they studied psychology or behavioral science. On average, participants in the final
sample attained 7.13 correct responses for the eight questions of interest (SD = 0.97, range = [5.00;
8.00]) and took 3.42 minutes to answer the survey (SD = 1.19, range = [2.00; 13.76]).
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Results

Our analysis follows the preregistered analysis plan and is based on the eight questions for which
we manipulated difficulty, complexity, and length. We used the R software environment for
statistical computing (R Core Team, 2018) for all data processing and analysis steps, specifically
the mt_measures function from the mousetrap package (Kieslich et al., 2019) to compute the y-
flips and hovers measures, and (generalized) linear mixed models from the lme4 package (Bates
et al., 2015) to test the effect of our manipulations on the dependent measures. Figures were
created using the afex_plot function of the afex package in R (Singmann et al., 2019). We report
standardized estimates (Std. Est.) using the standardize_parameters function of the effectsize
package (Ben-Shachar et al., 2020) to compare the size of the effects of the three manipulations for
each dependent variable. In order to include the manipulated question properties as predictors,
these variables were effect coded (complexity: understandable = �1, complex = 1; difficulty:
easy =�1, difficult = 1; length: short =�1, long = 1). The coding scheme ensured that for all three
predictors, positive coefficients would be in line with the hypothesis for the corresponding
dependent variable. For all statistical analyses, the significance level was set to α = .05. The
descriptive values of the dependent variables are reported in Table 1. All dependent variables were
significantly intercorrelated.

The mean accuracy as well as the means of all dependent variables in the eight experimental
conditions are reported in Table 2. Descriptively, accuracy decreases with increasing com-
plexity, length, and difficulty, while response time, the number of hovers, and the number of y-
flips increase. Strikingly, participants on average took more than double the amount of time to
respond to a question in the hardest (M = 15.23 s) compared to the easiest (M = 7.29 s)
condition1.

Manipulation Check

To evaluate whether the manipulation of difficulty was successful, we ran a generalized linear
mixed model with a logit link function predicting the probability of correctly answering a
question. As predictors, the effect coded variables complexity, difficulty, and length, as well as
their interactions were included in the model as fixed effects. Also, the variation between
questions and the variation between individuals were included as crossed random intercepts.
As expected, the main effect of difficulty was significant, z = �7.51, p < .001, indicating that
correctly answering a question was less likely in the difficult condition. In addition, the
probability of correctly answering a question was also significantly lower in the complex
compared to the understandable condition, z = �3.11, p = .002. No other main effects or
interactions were significant (Table 3).

Table 1. Summary of Descriptive Values and Correlations Between the Dependent Variables.

Dependent variable M SD Hovers Y-flips

Hovers (movement pauses >500 ms) 2.20 1.98
Y-flips 3.72 3.95 .33***
Response time (ms) 11238.06 6625.07 .61*** .28***

Note. Table includes means (M), standard deviations (SD) and Pearson correlations for the three dependent variables
number of hovers, number of y-flips and response time. ***p < .001. N(participants) = 292; N(trials) = 2305.
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Main Analysis

To test our hypotheses, we calculated three linear mixed models, one for each dependent variable
(hovers, y-flips, response time). As preregistered, we analyzed all trials regardless of the veracity
of the given responses2. We included the effect coded manipulations and their interactions as fixed
effects as well as the position of the correct answer and the position of the question within the
questionnaire (to control for potential order effects). The variation between questions and the
variation between participants were included as crossed random intercepts.

Hovers. Our first hypothesis posited that complex wording would lead to a greater number of
hovers than more understandable question wording. The model-based means of all conditions are
shown in Figure 3. A significant main effect of complexity confirmed our prediction, t(2000.4) =
7.65, p < .001, with more complex questions leading to a greater number of hovers. However, as
can be seen in Table 4, longer and more difficult questions also led to a significantly greater
number of hovers. None of the interactions or control variables were significant3. Given that all
manipulations had a significant effect on the number of hovers, we compared their standardized
estimates to determine which manipulation had the strongest effect. As expected, the standardized
estimate of complexity (.131) was stronger than that of difficulty (.098). Contrary to our as-
sumptions, however, question length had the strongest standardized effect on the number of
hovers (.160).

Table 2. Mean Values on the Dependent Variables and Sample Size in the Experimental Conditions.

Length Difficulty Complexity RT (ms) Hovers Y-flips Accuracy N

Short Easy Understandable 7288 1.33 2.93 0.94 290
Short Easy Complex 9385 2.01 3.30 0.93 288
Short Difficult Understandable 8583 1.84 3.37 0.89 288
Short Difficult Complex 11424 2.33 3.77 0.81 286
Long Easy Understandable 11486 2.19 3.91 0.97 288
Long Easy Complex 13329 2.51 3.96 0.94 286
Long Difficult Understandable 13192 2.39 4.13 0.88 290
Long Difficult Complex 15232 2.97 4.39 0.86 289

Note. Table includes the mean values of the three dependent variables response time (RT), number of hovers and number
of y-flips as well as the mean accuracy. Each of the 292 participants was exposed to each condition once (repeated
measurements)—the differences in N between conditions are due to preregistered exclusions of single trials.

Table 3. Results of a Generalized Linear Mixed Model With a Logit Link Function Predicting the Probability
of Correctly Answering a Question With the Manipulated Question Properties and Their Interactions as
Predictors.

Predictor Log. Odds ratio Odds ratio z p

Length 0.151 1.163 1.84 .066
Difficulty �0.627 0.534 �7.51 <.001
Complexity �0.255 0.775 �3.11 .002
Length * Difficulty �0.068 0.934 �0.84 .404
Length * Complexity 0.026 1.027 0.32 .747
Difficulty * Complexity 0.011 1.011 0.14 .892
Length * Difficulty * Complexity 0.081 1.085 0.99 .322

Note. The predictors length, difficulty, and complexity were effect coded. N(participants) = 292; N(trials) = 2305.
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Y-flips. In the second hypothesis, we assumed that difficult questions, or more specifically difficult
distractor options, would lead to more y-flips than easy ones. The results of the linear mixed model
for y-flips are reported in Table 5, and model-based means are shown in Figure 4. In line with our
hypothesis, the main effect of difficulty was significant, t(1996.3) = 3.71, p < .001, with more
difficult questions leading to a greater number of y-flips. However, length and complexity also led
to significant main effects. None of the interactions or control variables were significant. As
before, we compared the standardized estimates, which revealed that the standardized effect of
difficulty (.054), was indeed stronger than the standardized effect of complexity (.038). Contrary
to our assumptions, however, the standardized effect of length was again the largest (.096).

Response Time. The third hypothesis predicted that longer (as opposed to shorter) question
texts would lead to longer response times. The results of the linear mixed model for response

Figure 3. Mean numbers of hovers for all conditions resulting from the factor level combinations of the
manipulated question properties. Note. The means represent the estimated marginal means of the linear
mixed model reported in the main text. Error bars indicate the 95% CIs.

Table 4. Results of the Mixed Linear Model Predicting the Number of Hovers.

Predictor Est. Std. Est. t df p

Length 0.318 .160 9.39 2000.4 <.001
Difficulty 0.195 .098 5.75 2000.3 <.001
Complexity 0.259 .131 7.65 2000.4 <.001
Question position �0.001 �.001 �0.06 2000.4 .955
Solution position �0.022 �.013 �0.71 2119.0 .477
Length * Difficulty �0.015 �.008 �0.46 1998.7 .648
Length * Complexity �0.030 �.015 �0.88 1999.9 .381
Difficulty * Complexity �0.001 �.001 �0.03 1999.1 .975
Length * Difficulty * Complexity 0.065 .033 1.93 2000.3 .053

Note. Both unstandardized (Est.) and standardized estimates (Std. Est.) are reported. The predictors length, difficulty, and
complexity were effect coded. N(participants) = 292; N(trials) = 2305.
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time4 are reported in Table 6, and model-based means of all conditions are shown in Figure 5.
As hypothesized, the main effect of question length was significant, t(1999.9) = 19.40, p <
.001, with longer questions leading to longer response times. However, the main effects of
complexity and difficulty were once again also significant. None of the interactions or control
variables were significant. Following the same procedure as for the other two indices, we
compared the standardized estimates: In line with our assumptions, question length had the
largest standardized effect on response times (.312), followed by complexity (.166), and
difficulty (.137).

Table 5. Results of the Mixed Linear Model Predicting the Number of y-Flips.

Predictor Est. Std. Est. t df p

Length 0.381 .096 6.70 1996.3 <.001
Difficulty 0.211 .054 3.71 1996.3 <.001
Complexity 0.148 .038 2.60 1995.9 .009
Question position �0.008 �.004 �0.30 1996.3 .761
Solution position �0.033 �.009 �0.62 2042.9 .535
Length * Difficulty �0.027 �.007 �0.48 1994.9 .632
Length * Complexity �0.041 �.010 �0.72 1996.7 .470
Difficulty * Complexity 0.018 .005 0.32 1996.1 .749
Length * Difficulty * Complexity 0.039 .010 0.69 1996.3 .491

Note. Both unstandardized (Est.) and standardized estimates (Std. Est.) are reported. The predictors length, difficulty, and
complexity were effect coded. N(participants) = 292; N(trials) = 2305.

Figure 4. Mean numbers of y-flips for all conditions resulting from the factor level combinations of the
manipulated question properties. Note. The means represent the estimated marginal means of the linear
mixed model reported in the main text. Error bars indicate the 95% CIs.
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Discussion

The goal of the present study was to determine whether different mouse-tracking indices capture
different sources of response difficulty. This serves as a first step towards using mouse-tracking
data for detecting problematic features of items (e.g., in pretests), which could then be improved. It
could also allow researchers to identify when respondents are experiencing particular kinds of
response difficulty, and offer them appropriate help, potentially even in real-time. As a result, the
accuracy of survey data as well as participants’ user experience could be improved considerably.
To examine links between mouse-tracking indices and sources of response difficulty, we induced
different kinds of difficulty in an online survey, presenting questions that were either easy or
difficult in terms of the presence of appealing distractors (difficulty), used understandable or
complex wording in the instructions (complexity), and were short or long (length). We

Table 6. Results of the Mixed Linear Model Predicting Response Times.

Predictor Est. Std. Est. t df p

Length 2065.359 .312 19.40 1999.9 <.001
Difficulty 909.086 .137 8.54 1999.7 <.001
Complexity 1099.526 .166 10.32 1999.9 <.001
Question position �12.331 �.004 �0.26 1999.9 .791
Solution position �10.113 �.002 �0.10 2130.6 .919
Length * Difficulty 52.225 .008 0.49 1998.2 .624
Length * Complexity �101.844 �.015 �0.96 1999.3 .340
Difficulty * Complexity 94.643 .014 0.89 1998.4 .374
Length * Difficulty * Complexity �41.332 �.006 �0.39 1999.7 .698

Note. Both unstandardized (Est.) and standardized estimates (Std. Est.) are reported. The predictors length, difficulty, and
complexity were effect coded. N(participants) = 292; N(trials) = 2305.

Figure 5. Mean response times for all conditions resulting from the factor level combinations of the
manipulated question properties. Note. The means represent the estimated marginal means of the linear
mixed model reported in the main text. Error bars indicate the 95% CIs.
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hypothesized that these manipulations would influence y-flips (changes in vertical movement
direction), hovers (movement pauses), and response times, respectively.

The main effects of all three manipulations were significant for all three indices, indicating that
questions that were difficult, complex, or long led to longer response times as well as a greater
number of hovers and y-flips. Descriptively, however, the strength of these effects differed
between manipulations for each dependent variable. In line with our first hypothesis, complex
questions led to more hovers and the effect of complexity on hovers was stronger than the effect of
difficulty; unexpectedly, however, length had the strongest effect. In line with our second hy-
pothesis, difficult questions led to more y-flips and the effect of difficulty on y-flips was larger than
the effect of complexity, yet unexpectedly length again had the strongest effect. In line with our
third hypothesis, longer questions led to longer response times and the effect of question length on
response time was stronger than the effects of the other manipulations.

The overall results of the present study are in line with the findings of previous studies that tried
to link mouse-tracking indices to response difficulties in online surveys. Horwitz et al. (2017,
2019) showed that question difficulty influenced a number of mouse movement indicators, in-
cluding the ones investigated in this study. However, the present study was the first that or-
thogonally manipulated different sources of difficulty in online surveys to link specific kinds of
cursor movements to specific sources of measurement error.

Several substantive inferences can be drawn from this study based on the independent ma-
nipulation of different sources of respondent burden. First, as shown in the manipulation check,
complexity and difficulty as manipulated in the present study led to a significant decrease in
response accuracy, thus confirming that measurement error occurs when these sources of re-
spondent burden are present in survey questions. This supports previous findings that questions
that are complex or difficult to answer increase measurement error and thus need to be detected
and improved to ensure that accurate data is gathered and valid conclusions are drawn (e.g.,
Graesser et al., 2006; Holbrook et al., 2006; Lenzner, 2012).

Besides affecting accuracy, complex words in question texts and the difficulty of response
options also significantly increased the time participants took to respond to a question. In the
extreme case of comparing long, complex, and difficult question versions to their short, un-
derstandable, and easy counterparts, response times more than doubled in the present study. While
the length of the question had the strongest effect on response time, the effects of complexity and
difficulty still were substantial even though the specific manipulations within this study were
rather slight. This highlights that improving clarity in question formulation (complexity) and
distinctness of response options (difficulty) could not only decrease measurement error caused by
less accurate responses, but could also contribute to a decrease in the average overall completion
time of the questionnaire. Since longer questionnaires are associated with increased respondent
burden and number of break-offs as well as measurement error within the survey (Galesic &
Bosnjak, 2009), this again highlights the importance of detecting and improving such question
features in web surveys.

Concerning the influence of respondent burden on mouse-tracking measures, the present study
was the first to independently and orthogonally manipulate different sources of respondent burden.
The results show that the two a priori identified mouse tracking measures (hovers and y-flips) are
influenced by specific sources of respondent burden (complexity and difficulty), even if these are
the sole source of difficulty in a question. This is a novel finding as previous mouse-tracking
studies in survey contexts were all based on difficulty manipulations that induced multiple sources
of difficulty simultaneously (Fernández-Fontelo et al., 2023; Horwitz et al., 2017, 2019). It thus
emphasizes the potential of using mouse-tracking indices to detect respondent burden in online
surveys generally.

Leipold et al. 205



The primary objective of our study was to explore whether mouse-tracking indices differ-
entially map onto distinct sources of respondent burden (i.e., a one-to-one mapping of specific
indices to specific question properties), enabling researchers to pinpoint the exact problem within
a given question. While we do find differential effects of our complexity and difficulty ma-
nipulations on the two mouse-tracking indices in the hypothesized way, this effect was not as
distinct as we had expected, and particularly overshadowed by a large influence of question length
on all dependent variables. While unexpected based on our previously outlined reasoning, two
possible explanations are conceivable for this finding.

First, the manipulation of length might have caused participants to experience difficulty in the
process of understanding and responding to the question, resulting in the increased number of y-flips
and hovers. Such difficulties were not expected since the manipulation of length was implemented
so as to ensure that the prepended sentences did not add any information relevant to understanding
and responding to the question. An indicator that this goal was met is that the probability of
answering a question correctly did not differ significantly between the short and long condition.
Nevertheless, as participants were unaware that these prepended sentences lacked relevant infor-
mation, they might have exerted additional cognitive effort trying to extract and integrate presumed
relevant details. This, in turn, could have provoked further mouse movements, resulting in increased
hovers and y-flips as observed for the long condition. This assumption is supported by Holbrook
et al. (2006), who found question length to be associated with comprehension difficulties as well as
with difficulties to map the individual value to one of the available options.

The second possible explanation for the strong effect of length on all dependent variables could
be that respondents simply produce additional mouse movements as they read the additional text
in the question instruction. If this explanation were true, it would indicate that future studies that
want to interpret y-flips and hovers as indices for difficulty and complexity would have to control
for the question length (e.g., by counting the number of characters of a question) in order to
exclude effects of word processing. Such approaches were already partly implemented in eye-
tracking studies by dividing the eye-tracking parameters through the number of characters (e.g.,
Hervet et al., 2011; Lenzner et al., 2011).

Limitations

While discussing and comparing the effects of the implemented manipulations on the different
measures, it is important to mention as a limitation that it cannot be ensured that the different
question properties were manipulated to the same extent. The observed differences in the effect sizes
could, consequently, not only be due to the sensitivity of the indices to the different manipulations
but could also be caused by differently strong implementations of these manipulations. Accordingly,
another explanation for the effect of length being the strongest for all indices could be that the length
was simply manipulated to a stronger extent than complexity and difficulty. While it is likely
challenging to find a way to ensure that the strengths of the different manipulations are indeed
comparable, future studies could examine more fine-grained variations of each of the question
property manipulations (e.g., easy, medium, and high complexity of the instruction wording) and
examine to what extent they are reflected in the mouse-tracking measures.

Another limitation is that while all of our manipulations exerted unexpectedly strong effects on
all dependent variables, one might argue that different survey layouts might have resulted in
stronger effects yet, and we suspect that effects could easily be amplified in practice. For example,
we applied a standard, compact survey layout, with fairly little room for the cursor to travel. Also,
the manipulations of difficulty and complexity were rather slight and personal relevance was low.
Hence, more substantial causes of difficulty or complexity might increase the size of effects as
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well as the differences between them, making detection and differentiation through mouse
movement indices even easier.

As our study was a first step towards the validation of mouse-tracking indices as differential
indicators for sources of measurement error in online surveys, an important avenue for further
research concerns the generalizability of our findings beyond the exact context of our study. For
example, beyond the specific sources of difficulty and complexity investigated in the present
study, many more are possible. Difficulty, for example, could also stem from the content of the
question itself. Complexity, on the other hand, might also result from other text features that
undermine reading comprehension, such as those identified by Lenzner et al. (2010), for instance,
complex syntax or vague or imprecise relative terms (e.g., “often” or “frequently”). It remains to
be seen whether these sources of difficulty manifest in effects of similar magnitude, or potentially
even different movement patterns. Likewise, other questionnaires might also differ in the topic of
their questions, and though previous eye-tracking studies demonstrated similar result patterns for
questions containing different content (Lenzner et al., 2011), the generalizability of our effects
across subject areas remains to be tested empirically. Similarly, future research should investigate
if the mouse-tracking measures that are indicative of response difficulty and question complexity
may also differ between question and response formats.

In addition, the generalizability of our results concerning differing characteristics of participant
samples should be examined. As the sample of the present study contained a high proportion of
university students, the effects of difficulty and complexity found in the present study are likely
even more pronounced for a sample that is more representative for the entire population con-
cerning the cognitive ability and age range of participants.

Practical Implications

The study demonstrates that mouse-tracking indices, namely hovers and y-flips, are associated—to
varying extent—with each of the studied sources of respondent burden and, in turn, may serve as
indicators of these. Therefore, mouse-tracking indices could serve as a viable complement to relying
solely on response times for identifying problematic question features. As a practical application,
these indices could thus be leveraged in pre-tests to identify and adjust problematic features and
improve usability before fielding a survey. Comparisons between questions or different versions of
the same question could be made based on their impact on hovers and y-flips, serving as a proxy for
respondent burden. If these comparisons reveal differences inmouse-tracking indices (controlling for
differences in question text length), the affected index may guide researchers toward focusing
revisions on either the available response options (y-flips) or the complexity of the question text
(hovers). Moreover, the advantages of mouse-tracking may be more pronounced in longer surveys,
where external factors like distractions, mind-wandering, or multi-tasking can influence response
times to a greater extent as these factors are less likely to impact mouse-tracking indices, which
require active engagement in the survey (Horwitz et al., 2019).

Another practical implication involves using mouse-tracking indices in adaptive survey design
(Horwitz et al., 2019). The study demonstrates that increased question difficulty and complexity
lead to significantly increased numbers of hovers and y-flips. In adaptive surveys, these indices
could consequently serve as the basis for determining person- or question-specific thresholds,
which, if surpassed, trigger the display of additional information or examples for a given question.
Such an approach could contribute to streamlining a questionnaire, reducing overall length and
thereby respondent burden by providing additional information only when more likely to be
actually needed.
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Concluding Remarks

The aim of the present study was to link specific mouse-tracking measures to different question
properties that are likely to cause measurement error, decrease usability, and impair user ex-
perience in online surveys. In line with our hypothesis that different kinds of mouse movements
are more sensitive to specific question properties than others, hovers were more strongly affected
by the complexity of the question wording whereas y-flips were more strongly affected by the
difficulty of the response options.

These differential effects suggest that mouse-tracking indices might indeed enable the detection
of different sources of response difficulty in online surveys. Accordingly, future research could
benefit from integrating mouse-tracking into online surveys at multiple steps of the survey
process. In pretests, mouse-tracking could be used to detect and adjust problematic items and
improve usability for subsequent participants. During data collection, mouse-tracking could
reveal participants struggling with the wording of question texts or the decision between response
options, and guidance could be offered to them in real-time by providing more detailed infor-
mation. After data collection is completed, the recorded mouse-tracking data could be used to
identify specific answers where participants experienced difficulty and this could be taken into
account in the following analyses to improve data quality.

However, as we just took a first step towards validating mouse-tracking indices as indicators for
different sources of response difficulty in online surveys, we can give no final assessment or precise
recommendation for practical application yet. Further research is needed to examinewhether hovers and
y-flips in practice allow for the detection of different sources of response difficulty in online surveys.
Such research could build on the approach by Fernández-Fontelo et al. (2023) who showed that
machine-learningmodels usingmousemovement indicators are able to predict the overall difficulty of a
question and could extend this approach to predicting different types of difficulty. Also, the finding that
the length of the question had a substantial effect on the mouse-tracking indices (and not only on
response time) was a priori unexpected and should be addressed in future research. So far, this finding
suggests that research on response difficulty could benefit from controlling for question length, re-
gardless of whether response time or mouse-tracking is used as an indicator.

Overall, our findings indicate that mouse-tracking holds promise as a nuanced indicator of
specific sources of respondent burden. We hope that our contribution will enable researchers to
harness the potential of mouse-tracking in survey research and we look forward to seeing it
developed further.
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Notes

1. This finding still holds when comparing median instead of mean response time between the hardest
(Mdn = 12.93 s) and easiest (Mdn = 5.96 s) condition.

2. We included all trials in the analyses, since we assumed that falsely answered questions would also contain
valuable information about the response process. Nevertheless, to examine whether the results differ when
only looking at correct trials, we replicated our main analyses excluding all incorrect responses which
overall yielded very similar results. The detailed results of these analyses are provided online at the Open
Science Framework (https://osf.io/8xwt3/).

3. To account for potential deviations from normality regarding the distribution of hovers and y-flips, we
replicated our analyses using Poisson generalized linear mixed models with a log link function. For both
hovers and y-flips, these additional analyses replicated the result pattern of the preregistered analyses
regarding the order of the strength of the manipulations as well as the statistical significance of all
predictors. The only exception was that for hovers, the interaction of length and complexity as well as the
triple interaction of length, complexity, and difficulty, were now significant as well. The complete results
of these analyses are provided online (https://osf.io/8xwt3/).

4. To account for potential deviations from normality regarding the distribution of response times, we
replicated our analysis using the logarithmized response time as dependent variable. The results replicated
the result pattern of the preregistered analysis regarding the order of the strength of the manipulations as
well as the statistical significance of the predictors, with the exception that the interaction of length and
complexity was now significant as well. The complete results of this analysis are provided online (https://
osf.io/8xwt3/).
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