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ABSTRACT
We address the challenges and implications of ensuring fairness in
algorithmic decision-making (ADM) practices related to ethnicity.
Expanding beyond the U.S.-centric approach to race, we provide an
overview of ethnic classification schemes in European countries and
emphasize how the distinct approaches to ethnicity in Europe can
impact fairness assessments in ADM. Drawing on large-scale Ger-
man survey data, we highlight differences in ethnic disadvantage
across subpopulations defined by different measures of ethnicity.
We build prediction models in the labor market, health, and finance
domain and investigate the fairness implications of different ethnic
classification schemes across multiple prediction tasks and fairness
metrics. Our results show considerable variation in fairness scores
across ethnic classifications, where error disparities for the same
model can be twice as large when using different operationaliza-
tions of ethnicity. We argue that ethnic classifications differ in their
ability to identify ethnic disadvantage across ADM domains and
advocate for context-sensitive operationalizations of ethnicity and
its transparent reporting in fair machine learning (ML) applications.

CCS CONCEPTS
• Security and privacy→ Human and societal aspects of se-
curity and privacy; • Computing methodologies → Machine
learning; • Applied computing → Law, social and behavioral
sciences.
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1 INTRODUCTION
The conceptualization, measurement and use of protected attributes
is at the center point of ethical and legal concerns that have been
raised in the context of algorithmic decision-making (ADM). One
of the most contentious debates has been ignited by the contro-
versies surrounding the use of (correlates of) ethnicity in machine
learning (ML) models and its potential implications for fairness
in ADM processes. As prominent ADM applications – such as the
COMPAS case [3] – originated in the U.S., these discussions typi-
cally center around biases towards groups that are defined by racial
categories. While U.S. anti-discrimination legislation (e.g., the Fair
Housing Act or Equal Credit Opportunity Act [14, 40]) include con-
cepts beyond race (such as national origin and religion), previous
perspectives on ethnic biases in ADM focused predominantly on
the conceptualization of race and its implications in U.S. contexts
[9, 24, 55].

Nonetheless, ethnicity-related attributes have similarly been
used and publicly debated in the context of ADM applications in
Europe. The Dutch System Risk Indication (SyRI) program faced
criticism for targeting low-income, migrant, and ethnic-minority
neighborhoods, leading to concerns about profiling and privacy vi-
olations [70]. In the same vein, the Dutch childcare benefits scandal
involved an algorithm that used citizenship as a risk factor, which
has been tied to false fraud allegations [61]. Such cases underscore
the importance of ensuring fairness with respect to ethnicity in
ADM systems in Europe [72].

The development of non-discrimination law in the European
Union, which began with the Rome Treaty in 1957, was the foun-
dation for a legal framework that influences Europe’s handling of
ethnicity and racial data. This Treaty, along with the Amsterdam
Treaty in 1999, expanded protections against discrimination on
various grounds including both racial and ethnic origin. The core of
EU non-discrimination law today is composed of directives like the
Race Equality Directive 2000/43/EC [49], the Framework Equality
Directive [48], and the gender equality Directives 2004/113/EC and
2006/54/EC [50]. These laws, along with relevant articles in the
Treaty on EU [52] and the Treaty on the Functioning of the EU [53],
and the Charter of Fundamental Rights of the EU [51], collectively
reinforce the EU’s commitment to non-discrimination and equality.
At the national level, countries such as Germany have additional
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anti-discrimination legislation, which may similarly refer to both
race and ethnic origin as protected attributes [57].

Against the background of evolving EU anti-discrimination laws,
it is essential to recognize the differences between the U.S. and Euro-
pean countries in the collection and operationalization of ethnicity
in data practice. The U.S. census has traditionally distinguished race
and ethnicity as separate categories [43], but announced a shift to a
single, combined question for the 2030 census, aiming to better cap-
ture the multifaceted identities of the population [54]. In contrast,
race is typically not measured in European national censuses or
other EU data products [66, 68]. The colonial legacy of many Euro-
pean countries, the focus on moving beyond racial divisions in the
aftermath of World War II, legal and ethical considerations, concep-
tual challenges, and data protection laws have jointly contributed
to the restricted collection and use of race-related data in Europe.
Therefore, adapting the concept of protecting racial minorities to
fair ML applications in Europe presents a challenging and nuanced
task.

The ACM Conference on Fairness, Accountability, and Trans-
parency (ACM FAccT) has extensively addressed race and fairness
in ADM, including papers on racial bias and analysis of racial cate-
gories [1, 8, 9, 15, 24, 69], racial bias in NLP tools [12, 20], in com-
puter vision [8, 34], in visual and semantic AI [26, 28, 32, 60, 75, 76],
in online platforms and social media [6, 31], and in the healthcare
sector [47]. Building on this literature, our research aims to extend
the understanding of ethnicity and fairness in ADM by focusing on
ethnic classifications and their implications in the European context.
Studying operationalizations of ethnicity and their use as protected
attributes is particularly important as the utilization of different
classifications can impact fairness assessments. Concretely, existing
biases may be obscured depending on the exact definition of the
protected groups and the measures that are used for implementing
group classifications.

In this study, we (1) provide a comprehensive overview of ethnic
classification schemes in European contexts and (2) present an em-
pirical case study that examines fairness in ADM across different
ethnic classifications. Our main research question is: How do differ-
ent ethnic classifications impact fairness evaluations in European
ADM applications? We aim to understand how these classifications
can affect the (apparent) fairness of predictions made by algorith-
mic systems, and thus the susceptibility of fairness evaluations to
different operationalizations of ethnicity. Conceptually, we presume
that ethnic classifications differ in their ability to identify ethnic
disadvantage across ADM domains and argue for context-sensitive
operationalizations of ethnicity in fair ML applications. With this
research, our goal is to add to the knowledge on the difficulties
and intricacies of ensuring fairness in ADM with a focus on ethnic
classifications in non-U.S. contexts.

Our empirical case study exemplifies the consequences of us-
ing different ethnic classifications in fair ML practice. We set up
four prediction tasks that cover different domains, i.e. labor market,
health and finance, using German survey data. We implement a
set of ethnic classifications to define protected groups based on
different operationalizations of ethnic origin (e.g. direct and indi-
rect migration background, nationality, citizenship) and evaluate
prediction models for each prediction task and ethnic classification
using prominent group-based fairness metrics. Our work studies

fairness in ADM explicitly from a European perspective which is
particularly lacking in current debates on the role of ethnicity in
fairness audits of MLmodels. We present different notions of ethnic-
ity, their practical implementations as well as fairness implications
of the use of different classification schemes in practice.

2 CONCEPTS AND MEASURES OF ETHNICITY
2.1 From Race to Ethnicity
Both race and ethnicity are socially constructed classifications with
no genetic or scientific basis [2, 23, 56]. Despite their different
bases—ethnicity in cultural identity and heritage, and race in phys-
ical characteristics and power dynamics—they share a common
feature of being products of societal perceptions and structures.

Race and ethnicity, though often overlapping, are distinct con-
cepts. Ethnicity refers to groups of people sharing “a common
descent, or having a common national or cultural tradition”, as
defined in the Oxford English Dictionary [58]. It arises from self-
identification (asserted) and group identity, based on internal claims
made by the group rather than external attributions [16]. In contrast,
race is usually externally imposed (assigned) and closely linkedwith
social power hierarchies. It is often perceived and categorized based
on physical characteristics, playing a central role in understanding
and addressing racism.

In the United States, race is a prevalent and historically en-
trenched concept, deeply influenced by the legacy of slavery and
colonialism. Race has been socially constructed and institutional-
ized in ways that have profound impacts on individuals’ identities
and experiences. This history has created significant racial divides,
with systemic barriers impacting people of color. For instance, racial
groups in the U.S. often experience differing levels of wealth, health
care access, and employment opportunities. However, the U.S. is
unique in its method of enumerating population by race and in
treating race and ethnicity as different types of identity, a practice
not commonly found elsewhere [43].

In contrast, in Europe, ethnic and national identities are more
commonly addressed due to different historical and social contexts,
including periods of colonialism and the impacts of both World
Wars. These events have deeply influenced the ways in which
European nations perceive and record ethnic and national identities,
thus leading to their more prominent feature in census data and
public policy [43]. European nations often have an approach to
census data focused on ethnic and national identities, capturing
the complexity of their populations, which in turn shape policies
in areas such as education, social welfare, and immigration.

2.2 Ethnic Classifications in Europe
Ethnicity can be understood as a multidimensional concept [10, 13].
It integrates various aspects such as race (or skin color or visibil-
ity), national identity, ancestry, nationality, citizenship, religion,
language, and country of birth, as well as culture. This comprehen-
sive view acknowledges the interconnectedness of these factors,
underlining ethnicity’s complex nature.

In practice, the polysemy and fluidity of terms related to ethnic-
ity result in varied measures across Europe. The term “ethnicity”
carries multiple meanings and definitions, varying with context
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and interpretation. For example, the U.K. employs detailed self-
reported ethnic categories [5], France prohibits ethnic or racial data
collection focusing on citizenship [67], the Netherlands focuses on
country of birth and parentage [65], while Sweden collects infor-
mation on citizenship and the birthplaces of individuals and their
parents [73]. This multiplicity in the absence of a common concep-
tualization contributes to the varied methodologies in measuring
ethnicity. The outcome is a diverse array of measures, reflecting the
complex nature of ethnicity in Europe. In a fair ML context, each
measure induces its own way of defining protected groups based
on the broader concept of ethnicity.

In Table 1, we present concepts and measures of ethnicity com-
monly found in Europe. These were selected based on their presence
in national censuses, which offer extensive coverage and reflect the
practices of national official statistics. Previous research examining
census data up to round 2000 shows that 16 out of 37 European
countries enumerated ethnicity [43, 44]1 and that there are several
dimensions of ethnicity measured in the censuses [27]. This trend
continued in the 2010 round, as we found in the European census
data compiled by IPUMS [42], with “ethnicity” and “nationality”
being key terms. In addition, we looked at the European Social
Survey (ESS; 2002–2020), a major European data collection effort,
to complement the concepts used in national censuses [19]. It is
important to note that we exclude concepts like race and skin color,
reflecting their absence in major European databases. Nonetheless,
we acknowledge these concepts as part of the broader spectrum
that ethnicity encompasses.

Nationality: Nationality refers to the country (or countries)
of which a person holds citizenship. In this definition, the main
enclave is the geography [46]. From a broader perception, Miller
[41] discusses on nationality, by highlighting three different propo-
sitions: national identity as a person’s “place in the world” (pp. 10);
nations as ethical communities with distinct duties owed to fellow-
nationals that are more extensive than general human duties; and
the political right of national communities to self-determination,
ideally through a sovereign state.

Citizenship: The particular legal bond between an individual
and their state, acquired by birth or naturalization whether by dec-
laration, choice, marriage or other means according to national
legislation [46]. For instance, citizenship can be defined based on
ancestry or geography depending on the context. Ancestry refers
to nationality acquired by descent or “blood”, also known as jus
sanguinis citizenship, which pertains to the country of legal nation-
ality. Geographically, citizenship can be derived from the place of
birth, known as jus soli citizenship, relating to the country or area
of origin [17].

In the member states of the EU where a distinction is made be-
tween citizenship and nationality, citizenship specifically refers
to the legal rights and duties of citizens. In countries where a dis-
tinction is maintained, “nationality” often denotes a broader sense
of belonging, potentially encompassing ethnic or cultural identity,
whereas “citizenship” is more narrowly defined in terms of legal
status and rights within the state [46].

1Bulgaria, Channel Islands (Jersey), Croatia, Estonia, Hungary, Latvia, Lithuania, Lux-
embourg, Poland, Republic of Moldova, Romania, Russian Federation, Slovenia, Former
Yugoslav Republic of Macedonia, Ukraine, United Kingdom, Yugoslavia.

Country of Birth: The ENM Glossary defines it as “the country
of residence (in its current borders, if the information is available)
of the mother at the time of the birth or, in default, the country
(in its current borders, if the information is available) in which the
birth took place” [46]. Country of birth is one of the variables which
is more common in survey data. Together with the country of birth
of mother and father of the respondent, it is usually used to create
other variables such as the different generations of migrants.

Ancestry: Ancestry suggests a link to individuals or elements
from the past. This is also known as genealogical ancestry in ge-
netics, which considers someone’s parents, grandparents, or even
great-grandparents [39]. Hence, the question in Table 1 about coun-
try of birth of someone’s parents can provide some information
about their ancestry, but it does not exhaust the nuances of the
term. Ancestry encompasses much more than just the birthplace of
direct ancestors, it can include family roots, ethnic backgrounds,
and historical migrations that might span multiple countries and
regions over generations.

Religion: Religion is one indicator of ethnicity given that the
meaning communities give their religious beliefs and rituals con-
tribute to affirming their ethnic identities. For instance, reconstruct-
ing their traditional places fosters a sense of community, and for
immigrants, it can mean a way of adapting to their new environ-
ment [35].

Language: In Phinney’s et al. [62] conceptualization, language
is a contributor of ethnic identity. In this sense, language helps
migrants of second and third generation maintain their ethnic lan-
guage and feed their sense of belonging to their ethnic group.

Culture: The Oxford Learner’s Dictionary defines culture as
“the customs and beliefs, art, way of life and social organization
of a particular country or group” [59]. We conceive culture as the
context of ethnicity, which is flexible and can function as a discour-
sive resource for ethnicities to identify and generate in-group and
out-group boundaries.

Derived Measures: The outlined measures of ethnicity are cat-
egorical and represent different ways of capturing one specific
dimension of this multi-faceted concept. Their application is highly
context-dependent. For instance, Switzerland’s four official lan-
guages illustrate the limitation of language as a cultural indicator
of ethnicity, as a French-speaking individual in Switzerland could
belong to various ethnic groups. Moreover, two or more dimensions
could be combined to generate new measures, which is the case of
migration background. In Germany, for instance, this categorization
combines place of birth of the individuals themselves and their
parents as well as an individuals’ citizenship [74]. In contrast, in
the U.K. the concepts ethnic identity or ethnic group include aspects
of self-identification with an ethnic group and national identity as
well as cultural indicators of ethnicity such as religion [2].

The different concepts of ethnicity and their associated measures
can be grouped based on their level of strictness in classification
and their substantive implications for identifying disadvantage
in different social contexts. Specifically, considering solely “func-
tional” measures of ethnicity such as citizenship to construct a
binary grouping results in a restrictive categorization that leaves
out individuals who may be classified as migrants by the majority
population in social processes based on other signals of ethnicity
(such as religion and language). Categorizations that additionally
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draw on such signals and indicators based on which individuals
may be ethnicized result in broader, but also more heterogeneous,
classifications, such as migration background.

2.3 Discrimination and Ethnicity
Ethnic discrimination involves treating individuals differently based
on their (inferred) ethnic background or heritage. This can include
biases, prejudices, stereotypes, or unequal treatment based on cul-
tural, linguistic, or ancestral factors associated with a particular
ethnic group. In the ADM context, ethnic discrimination can result
in biased data that influences the algorithm’s predictions, poten-
tially leading to unjust outcomes in the distribution of interventions
or resources. Discrimination can take on various manifestations –
individual, institutional and structural – each illustrating the un-
even distribution of power in societies, as individual members of
the dominant group engage in discriminatory acts or institutions
form policies in detriment of minority groups [63]. However, differ-
ent manifestations of discrimination do not operate independent of
each other. In fact, they can concurrently influence various levels
or arenas, exacerbating ethnic disadvantages. The different mani-
festations of discrimination can be illustrated in the context of the
domains we focus on in our empirical case study – the labor market,
health and finance sector.

Individual discrimination concerns the actions undertaken by
singular individuals or small groups, directed against members of a
different group [63]. For instance, consider a situation within the
finance sector where a bank employee rejects a loan application
from a migrant by resorting to stereotyping based on assumed
group averages or on the grounds of prejudice. Here, the bank
employee’s action, situated within the finance domain, adversely
impacts the migrant’s loan prospects.

Institutional discrimination entails entrenched biased actions
within significant societal institutions. Typically, this type of dis-
crimination emanates from the dominant majority, wielding in-
fluence over institutions [63]. In the German context, e.g., certain
select groups can opt for either public or private health insurance.
Those with higher incomes or specific positions are able to choose
private insurance, thereby establishing a connection between social
and economic privilege and private healthcare coverage. Generally,
the dominant group tends to have higher earnings than minori-
ties, exemplified here by the healthcare system institution that is
limiting the possibilities of the minorities.

Structural discrimination refers to patterns of discrimination that
are embeddedwithin the social, economic, and political structures of
a society [63]. Unlike individual discrimination, which involves spe-
cific actions of individuals, structural discrimination encompasses
systemic disparities that affect entire groups based on concepts
such as ethnicity. In the labor market context, for example, mani-
fold forms of disadvantage such as differences in educational access
and institutional practices culminate in systemic differences in eco-
nomic outcomes and (un)employment based on ethnicity across
Europe [25, 30, 36]. Attributes such as income or unemployment
histories may in turn be used as proxy variables in allocation deci-
sions (e.g. in lending practices) and thus access to further resources
can systematically differ for ethnic minorities in comparison to
majority groups.

We hypothesize that ethnic classifications differ in their ability of
capturing ethnic disadvantage based on different forms of discrimi-
nation across social contexts. Social implications of specific forms
of institutional discrimination may be identifiable based on func-
tional indicators of ethnicity such as nationality if, e.g., institutional
services are restricted to or tailored towards national citizens. Indi-
vidual discrimination, however, manifests in social interactions in
which various signals of (inferred) ethnicity may form the grounds
of differential treatment. In such contexts, drawing on restrictive
classifications will leave out individuals who are ethnicized based
on socio-cultural cues e.g. related to religion, culture or language.

3 METHODOLOGY
3.1 Case Study: Ethnic Classifications in

Germany
We design an empirical case study to investigate the implications
of using different ethnic classifications in fair ADM practice using
German survey data. Germany’s ethnic diversity is shaped by post-
World War II migration, influenced by policies like the 1950s Guest
Worker Program and the reformed 2000 Law on Nationality, its
asylum policies and significant refugee intake during crises, notably
the 2015 Syrian conflict [45]. Studying ethnicity in the German
context provides insights into the complexities of fairness-aware
ML research in multicultural societies.

3.2 Data Source
We use data from the 2018 wave of the Socio-Economic Panel study
(SOEP v37), conducted by the German Institute for Economic Re-
search (DIW), as the basis for this study’s analysis [22]. SOEP data
consists of multiple probability-based samples of individuals re-
siding in Germany, yielding a high-quality data source with good
representation of the German population. Specific subsamples were
drawn and invited to participate that explicitly target different mi-
grant populations (see subsection below). The 2018 wave of the
SOEP collected information on various dimensions, including socio-
demographic characteristics, employment status, income, education,
health, and subjective well-being. We provide more detail on the
SOEP data in Appendix A.

3.3 Outcome Variables, Predictors and Ethnic
Classifications

Outcomes. We select four outcomes that cover different domains:
the labor market (high income, unemployed), health (private health
insurance) and finance (loan payoff) domain. Our set of outcomes is
inspired by common prediction examples in the fair ML literature,
such as the tasks presented by Ding et al. [18] in their extension
of the UCI Adult data set. In our examples, we aim to mimic the
prediction step of an ADM system in which (“high risk”) individuals
are to be identified which are eligible for receiving interventions
or resources.

From a modeling perspective, the outcomes represent targets
that vary in their predictability given standard sets of predictor
variables and also differ in their respective base rates. We set up
prediction tasks with the following binary outcome variables:
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Table 1: Concepts and measures of ethnicity in European countries. Survey measures sourced from the ESS [19], except for the
nationality metric that comes from the 2011 French National Census. Comparable nationality question wording is also present
in the 2000 and 2010 census waves in Ireland, Portugal, and Spain [42].

Concept/Dimension Definition Survey Measure

Nationality [41] The country (or countries) of which a person holds
citizenship

What is your nationality?

Citizenship [29] The particular legal bond between an individual and
their state, acquired by birth or naturalisation, whether
by declaration, choice, marriage or other means accord-
ing to national legislation

What citizenship do you hold?

Country of birth [46] Country where birth took place In which country were you born?
Ancestry [39] Heritage, family origins In which country was your father born?
Religion [35] Religious believes Do you consider yourself as belonging to any particular

religion or denomination?
Language [62] Communication system (spoken/read/understood) What language or languages do you speak most often

at home?
Culture [59] Shared beliefs, practices, norms, values, customs, arts,

history, and knowledge
Do you belong to a minority ethnic group in [country]?

(1) High income: This outcome measures whether an individ-
uals’ gross income exceeds 3,500 Euro (1 = “high income”,
0 = “medium or low income”). The income threshold corre-
sponds to the 75th quantile of the income distribution in the
SOEP [18]. Non-working individuals are excluded from the
analysis for this outcome.

(2) Unemployed: Indicates whether an individual is registered
as unemployed at the employment office (1 = “yes”, 0 = “no”).

(3) Private insurance: Indicates whether an individual has pub-
lic or private health insurance (1 = “private”, 0 = “public”).
In Germany, individuals with high earnings, selected occu-
pations or specific employment types can choose between
public and private health insurance. Otherwise, individuals
need to have public insurance.

(4) Loan payoff: Measures whether the respondent or someone
in their household currently pays back loans and interest
that were taken for large purchases or other expenditures (1
= “yes”, 0 = “no”).

Predictors. We use a set of standard socio-demographic charac-
teristics as features in the prediction models for each outcome: Age,
sex, years of education, marital status, type of household and state
of residence (see also Ding et al. [18]). For the purposes of this
study, all of these variables are equally considered as non-sensitive
attributes. In addition to this basic set of features, we consider
task-specific predictors as outlined in Table 3 in the appendix.

Ethnic Classifications. We use multiple measures of ethnicity that
will be used to define protected groups in our fairness evaluations
of the prediction models. The resulting ethnic classifications are
inspired by the concepts presented in section 2.2, adapted to the
information and indicators available in the SOEP data. We construct
five binary ethnic classifications:

(1) Directmigration background: This variable indicateswhether
an individual has directly moved from any country to Ger-
many. It distinguishes individuals with direct migration ex-
perience from those who are either the offspring of migrant/s

or have no migration history at all (1 = “direct migration
background”, 0 = “no or indirect migration background”).

(2) Direct or indirect migration background: Indicates whether
an individual is a migrant and/or is a child of a migrant/s in
Germany. The counterpart is the group that has no migration
history at all (1 = “direct or indirect migration background”,
0 = “no migration background”).

(3) Nationality: The classification indicates the legal affiliation
of an individual with Germany (1 = “nationality other than
German”, 0 = “German nationality”).

(4) First or second citizenship: It indicates if an individual’s first
or second citizenship is non-German, relative to the group
whose citizenship is German (1 = “(1st or 2nd) citizenship
other than German”, 0 = “German citizenship”).

(5) Migration sample: This variable indicates whether an indi-
vidual is part of a sample of the SOEP study that particularly
targeted a migrant population (1 = “SOEP migration sam-
ple”, 0 = “other SOEP sample”). Typically, in such samples
at least one person of the respondents’ household belongs
to a migrant population that may be defined by nationality
and/or the year of immigration into Germany. Specifically,
we consider samples B, D and M1 to M5 as SOEP migra-
tion samples.2 See Kara et al. [33] for an overview of SOEP
samples.

In this context, the classifications based on “first or second citi-
zenship” and especially “nationality” may be viewed as functional
or restrictive groupings, while the measures “direct or indirect mi-
gration background” and “migration sample” are less restrictive as
they define ethnicity not only on legal grounds but also by consid-
ering family origins and the household context. Summary statistics
for the outcome variables, predictors and ethnic classifications are
provided in Table 4 and Table 5 in the appendix.

2The SOEP labels of these samples are as follows: B: “Foreigners in the Federal Republic
of Germany”, D: “Immigrants”, M1, M2: “Migration Sample”, M3, M5: “Refugee Sample”,
M4: “Refugee Family Sample”.
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3.4 Prediction Models
We follow the standard supervised learning pipeline to build pre-
diction models for each outcome variable. The SOEP data is split
into a training set (75%) used for model tuning and training and a
test set (25%) for model performance and fairness evaluation. We
use random forests [11] for building prediction models, which are
tuned using 5-fold cross-validation in the training set, optimized
with respect to ROC-AUC. The respective best model is used to
predict the outcome in the test set, where we threshold the scores
at the 75% quantile to obtain class predictions. We repeat the model
training and evaluation process 10 times with different random
train-test splits and report average performance and fairness scores
to improve robustness [21]. The various ethnic classifications are
not used in model training and enter the modeling pipeline only at
the evaluation step.

3.5 Prediction Performance and Fairness
Metrics

We evaluate the performance of the prediction models using stan-
dardmeasures: ROC-AUC and balanced accuracy (𝐵𝐴𝐶𝐶 := 1/2(𝑇𝑃𝑅+
𝑇𝑁𝑅)). Next to overall performance, we compute subgroup-specific
balanced accuracy scores using the different ethnic classifications
as an initial assessment of potential fairness concerns.

Our main focus is on the implications of different operational-
izations of ethnicity in fairness evaluations. We consider a set of
common group-based fairness metrics, and compute each measure
using the different ethnic classifications presented above to define
the respective protected and unprotected group. As we study mul-
tiple outcomes, we consider different fairness concepts and use
metrics that follow the independence, separation and sufficiency
criteria [7, 38].

In our fairness evaluations, we first take the difference in bal-
anced accuracy scores between the respective protected (𝑠∗) and
unprotected group (𝑠) as measured by different classifications (𝑆 (𝑐)).
In this evaluation, we investigate whether different ethnic classifi-
cations lead to different assessments of performance gaps across
subgroups.

• Balanced Accuracy (BACC) Difference := 𝐵𝐴𝐶𝐶 (𝑠∗)−𝐵𝐴𝐶𝐶 (𝑠)
We consider the independence criterion by computing demo-

graphic parity across ethnic classifications. In our setting, different
ethnic classifications may imply variation in the average risk pre-
dictions across protected groups due to differences in respective
subgroup-specific base rates and/or due to differences in the ampli-
fication of group differences by the prediction models.

• Demographic Parity := 𝑃 (𝑌 |𝑆 (𝑐 ) = 𝑠∗) − 𝑃 (𝑌 |𝑆 (𝑐 ) = 𝑠)
We next compute separation-based metrics. Differences in these

measures between ethnic classifications may occur when a model
discounts the fitness of protected groups differently across clas-
sification, e.g. due to group-specific label bias and differences in
training data quality.

• False Negative Rate (FNR) Difference := 𝑃 (𝑌 = 0|𝑌 = 1, 𝑆 (𝑐 ) =
𝑠∗) − 𝑃 (𝑌 = 0|𝑌 = 1, 𝑆 (𝑐 ) = 𝑠)

• False Positive Rate (FPR) Difference := 𝑃 (𝑌 = 1|𝑌 = 0, 𝑆 (𝑐 ) =
𝑠∗) − 𝑃 (𝑌 = 1|𝑌 = 0, 𝑆 (𝑐 ) = 𝑠)

• Equal Opportunity Difference (EOD). Mean of absolute
difference in FNR and absolute difference in FPR.

Our last set of fairness metrics considers sufficiency. While dif-
ferences in these measures across ethnic classifications may occur
due to similar reasons as for separation-based metrics, their prac-
tical implications may differ depending on whether separation or
sufficiency is considered as the main fairness objective.

• Positive Predictive Value (PPV) Difference := 𝑃 (𝑌 = 1|𝑌 =

1, 𝑆 (𝑐 ) = 𝑠∗) − 𝑃 (𝑌 = 1|𝑌 = 1, 𝑆 (𝑐 ) = 𝑠)
• Negative Predictive Value (NPV) Difference := 𝑃 (𝑌 = 0|𝑌 =

0, 𝑆 (𝑐 ) = 𝑠∗) − 𝑃 (𝑌 = 0|𝑌 = 0, 𝑆 (𝑐 ) = 𝑠)
• Predictive Parity (Pred. Parity). Mean of absolute difference
in PPV and absolute difference in NPV.

Equal opportunity and predictive parity difference are in range
[0, 1] and all other fairness metrics in range [−1, 1], with zero
representing the (typically favorable) case of no differences between
protected and unprotected group in the respective quantity that is
being compared.

3.6 Software
We used R (4.3.2) [64] for data preparations, model training and
evaluation, using the tidyverse (2.0.0), ranger (0.16.0), mlr3 (0.17.1)
and mlr3fairness (0.3.2) packages. Code for replication purposes
is available at the following OSF repository: https://osf.io/4wvym/
?view_only=6f6e6068850444b98a60ec6b2061089e.

4 RESULTS
4.1 Ethnic Classifications, Intersections and

Base Rates
We firstly highlight how different measures of ethnicity capture
subpopulations that do not only differ in size and inclusiveness but
also in the degree of ethnic disadvantage. In Figure 1, we present
base rate plots that show the distribution (relative frequencies) of
the four outcome variables by ethnic classification, in reference to
the overall distribution of these outcomes across the full sample.
Overall, the considerable differences in the share of high income,
unemployed and privately insured individuals in any ethnic clas-
sification in comparison to the majority population highlight the
significant disadvantage of ethnicized people in Germany. Nonethe-
less, differences between classifications emerge as well. The share
of unemployed individuals is lower when the classifications “di-
rect migration background” (𝑛 = 8, 154) and particularly “direct or
indirect migration background” (𝑛 = 9, 985) are applied, in compar-
ison to the remaining measures. Classifying individuals based on
non-German “nationality” (𝑛 = 6, 401) results in the lowest share
of high income and private insurance and the highest unemploy-
ment rate. These differences are weakened when the ethnic group
is defined just slightly differently by considering individuals with
non-German “first or second citizenship” (𝑛 = 7, 423). Defining eth-
nicity based on “migration sample” membership (𝑛 = 7, 259) (only)
stands out with respect to the finance-related outcome as it results
in the group with the lowest share of individuals who currently
payoff a loan.

The applied ethnic classifications further differ in their level of
inclusiveness and mutual overlap. In Figure 3 in the appendix, we
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depict the extent of overlap between ethnic groups as measured by
their Jaccard similarities, with darker shades indicating a stronger
degree of set similarity. Firstly, we observe a pronounced overlap
between the “direct or indirect migration background” group and
the “direct migration background” group, which is expected as the
first group includes the latter by definition. Similarly, the “first or
second citizenship” and “nationality” groups exhibit a substantial
degree of overlap as the first group extends the latter in our data.
However, it also becomes apparent that measures that draw on
“nationality”, “direct or indirect migration background” and “mi-
gration sample” membership do target distinct populations with
considerably lower mutual overlap.

Instead of considering each set of ethnic classification separately,
the different measures can also be used to study set intersections.
In Figure 4 in the appendix we show an intersection plot and asso-
ciated base rate plots for each outcome variable. The lower part of
the plot characterizes the intersections in terms of the underlying
combination of ethnicity measures and plots their cardinality (set
size). In our data, the largest group is defined by the intersection of
all five measures, i.e. includes individuals who are jointly classified
as “migrants” by all measures (𝑛 = 5, 246). However, there are also
sizable groups which are, e.g., solely classified as migrants based
on the “indirect migration background” measure (𝑛 = 891) or based
on all measures except for “migration sample” (𝑛 = 812). As shown
by the base rate plots in the upper part of the figure, these dis-
tinct subgroups differ in their distribution of the outcome variables,
implying that the way how ethnicity is defined in modeling and
evaluation practice has non-trivial implications regarding which
specific populations are eventually considered or neglected.

4.2 Subgroup Accuracy and Fairness Evaluation
We next study how fairness evaluations of prediction models de-
pend on the ethnic classification that is used to define protected
groups. We start by presenting (subgroup-specific) prediction per-
formance of our four prediction models in Table 2. Overall, our
prediction tasks varied in complexity, and we observe high per-
formance scores (ROC-AUC and balanced accuracy) for the high
income, unemployed and private insurance outcome, but rather
low performance for the model predicting loan payoff. However,
examining performance across distinct ethnic classifications uncov-
ers a nuanced narrative. Subgroup-specific performance scores are
consistently lower than the respective global score, raising fairness
concerns as predictions under any ethnic classification are more of-
ten inaccurate. Furthermore, the degree as to which disparate error
become visible differs between classifications. Across outcomes, the
(relatively) best subgroup-specific performance is recorded based
on the classifications “direct or indirect migration background” and
“migration sample”, while the lowest scores are obtained for the
nationality-based grouping. For the loan payoff model, however,
the lowest performance is recorded for the “migration sample” for
which the model is no better than random guessing.

We next present a visualization of fairness metrics, evaluated
under different ethnic classifications, for each of the four models
in Figure 2. First, examining the high income model reveals con-
siderable variation in fairness scores across ethnic classifications
(Figure 2a). The most extreme (unfair) scores are associated with

the “nationality” group, suggesting more pronounced disparities
based on this classification. In contrast, the “direct or indirect mi-
gration background” and “migration sample” classification show
lower unfairness scores. Switching from the “migration sample” to
the nationality-based grouping can lead to a doubling in unfairness
scores which can imply very different conclusions in fairness audit-
ing practice. The differences in fairness scores are more pronounced
than differences in subgroup-specific accuracy, and demonstrate
that the different ways of measuring ethnicity can have a profound
impact on how a prediction model scores on common metrics in
fairness evaluations. For the high income model, more restrictive
ethnic classifications tend to reveal stronger error disparities than
less restrictive classifications.

Second, the unemployment model generally leads to overly pes-
simistic predictions for all ethnic groups (Figure 2b). We observe
a marked degree of unfairness across all ethnic classifications par-
ticularly in metrics like demographic parity and false positive rate
difference. However, there is also variation across ethnic classifi-
cations, with the most substantial differences appearing between
the “nationality” and “direct or indirect migration background” cat-
egory.

Third, the private insurance model exhibits similarities to the
previous models in terms of fairness considerations (Figure 2c).
Just as “nationality” played a pivotal role in revealing disparities
in the high income and unemployment model, this classification
shows the most unfair scores in the private insurance model. It is
noteworthy that even a seemingly small change in the definition of
the protected ethnic group – from “nationality” to “first or second
citizenship” – can significantly affect fairness metrics as it leads to
considerably lower false negative rate differences in this case.

Last, the loan payoff model unveils nuanced distinctions when
compared to the other three models (Figure 2d). The ethnic group
which exhibits the most pronounced disparities is the “migration
sample”, marking a departure from the pattern observed in the prior
models. The fairness scores of this classificationmay be related to its
markedly lower loan payoff base rate compared to the other ethnic
groups (Figure 1d). Notable disparities can also be observed based on
the “nationality” and “direct migration background” classification.

Figure 5 in the appendix shows fairness metrics computed based
on (exclusive) intersections of ethnic classifications. It is highlighted
how groups of individuals who are classified as “migrants” by multi-
ple measures jointly experience particularly strong error disparities.
However, pronounced unfairness scores are also visible for individ-
uals who are exclusively classified as “migrants” based on migration
background measures (fourth column in Figure 5), highlighting the
merit and importance of more inclusive classifications next to e.g.
“nationality”.

5 DISCUSSION
We investigated the complexities of studying algorithmic (un)fairness
with respect to ethnicity in European contexts. We argue that study-
ing ethnic disadvantage in ADM applications is fundamentally dif-
ferent to measuring racial biases as typically done in current fair ML
practice. In European data sources, race is not measured but instead
substituted by a plethora of different measures and indicators of
ethnicity with which different ethnic classifications can be formed.
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(a) High income (b) Unemployed

(c) Private insurance (d) Loan payoff

Figure 1: Different ethnic classifications capture different degrees of disadvantage. Plots showing base rates of four outcome
variables for the full sample (overall) and by ethnic classification.

Table 2: Variation of prediction performance by ethnic classifications. Performance measures are computed for the full test
set (overall) and separately for subgroups defined by different ethnic classifications. Average scores over 10 model runs are
reported.

ROC-AUC Balanced Accuracy

Overall Overall Direct Direct or Nationality First or Migration
migration indirect second sample
background migration citizenship

background
High income 0.891 0.78 0.716 0.740 0.698 0.718 0.746
Unemployed 0.914 0.839 0.734 0.755 0.694 0.723 0.732
Private insurance 0.808 0.724 0.641 0.668 0.600 0.656 0.672
Loan payoff 0.65 0.582 0.540 0.552 0.524 0.533 0.500

In our review of measures commonly used in European surveys, we
distinguished between more strict, functional measures (nationality,
citizenship) and more inclusive measures that also capture signals
based on which individuals may be ethnicized (touching concepts

such as ancestry, religion, language and culture). Understanding
the range of measures and their implications is critical as we ar-
gue that different ethnic classifications are needed to adequately
capture ethnic disparities in different ADM application domains:
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(a) High income (b) Unemployed

(c) Private insurance (d) Loan payoff

Figure 2: Fairness scores for the same prediction model can vary greatly between different ethnic classifications. Plots present
fairness metrics computed for prediction models of four outcomes variables when defining the protected group based on
different ethnic classifications. Each subplot shows scores for the same model and differences across columns can solely be
attributed to differences in measuring ethnicity. Average scores over 10 model runs are reported.

While functional measures of ethnicity may be acceptable in are-
nas dominated by institutional discrimination, biases due to social
processes may only be captured by more inclusive measures that
recognize the complexities and multidimensionality of ethnicity.

Our empirical case study shows that the choice of ethnic classifi-
cations affects fairness evaluations in ADM. Using German survey
data with diverse sets of minority populations, we demonstrate
how prediction models across ADM domains (labor market, health,
finance) (1) underperform for ethnic minorities in comparison to
the majority population, and (2) display different ethnic disparities
dependent on how ethnicity is operationalized and measured. The

most pronounced unfairness scores were recorded when the pro-
tected group was defined based on the restrictive measure “national-
ity”. However, strong disparities were also observed when defining
ethnicity based on “direct migration background” or belonging to a
migration subsample. If rigid thresholds are employed in fairness
audits (e.g., the 80/20 rule for disparate impact), such differences
can lead the same model to be either accepted or rejected given the
specific operationalization of ethnicity that is implemented.

Our results underscore the importance of considering which
ethnic classification is appropriate in a given context. While more
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strict measures such as “nationality” may capture the starkest dif-
ferences, it leaves out individuals who experience (algorithmic)
disadvantages given their migration history or their family’s bi-
ographies and experiences. In fact, as all five ethnic classifications
in our fairness evaluations led to non-trivial unfairness scores, we
propose that ADM applications should employ both restrictive and
inclusive measures of ethnicity in fairness evaluations, next to care-
ful considerations of how ethnic groups may have been subject to
different manifestations of discrimination in the given application
context and how each form of discrimination links to the measures
of ethnicity that are constructed.

We further urge the research community to report and clarify
the ethnic classifications employed in their studies. While we show
variation based on different concepts of ethnicity, a single concept
can also be measured in different ways, especially when it comes to
complex dimensions such as culture or ethnic identity [27]. These
challenges mirror the intricacies of operationalizing race [24] and
extend to the delicate task of algorithmically inferring ethnic cate-
gories from other individual attributes [4, 37], which involves an
implicit operationalization of ethnicity. We thus underscore the
need for careful reflection and transparent reporting of the specific
operationalization and measure(s) used.

Limitations. The ethnicity schemes presented in this paper do
not constitute an exhaustive list of all possible approaches to ethnic
categorization and analysis. Our discussion is intended to provide
an overview of central concepts and dimensions that are employed
in the study of ethnicity which may not fully capture the nuanced
experiences of ethnic classifications in particular scenarios. Our
empirical focus on Germany poses limitations, as it may not fully
reflect the full spectrum of ethnic dynamics in Europe. The absence
of an intersectional fairness analysis constrains the understanding
of how intertwined social categorizations like ethnicity, gender
and class jointly impact algorithmic discrimination. Despite these
limitations, our study pioneers the evaluation of ADM fairness
concerning ethnicity in a European setting. Hence, this study lays
the groundwork for further research.

Building on the findings of this study, several avenues for future
research can be explored, including the study of additional ethnic
classifications across diverse contexts, considering ethnicity in ML
tasks with non-tabular data, and intersectional fairness. By study-
ing and measuring ethnicity in a principled way, researchers and
policymakers can better understand distinct patterns of inequality,
discrimination, and social exclusion that certain ethnic groups may
face. It helps shed light on disparities in education, employment,
healthcare, housing, and other areas that are increasingly becoming
ADM domains, and informs efforts to address these inequalities.

6 RESEARCH ETHICS AND SOCIAL IMPACT
6.1 Ethical Considerations
The ethical concerns we encountered and addressed while conduct-
ing this research are:

(1) Ensuring the respectful and accurate representation of ethnic
groups, avoiding the perpetuation of biases.

(2) Presenting a concise collection of dimensions and measures
of ethnicity that reflect both the concept’s inherent com-
plexity and the (simplifying) implementations used in data
collection practice.

(3) Handling data ethically, especially when it contains sensitive
information like ethnic classifications. We made a formal
request to obtain the SOEP data, a process that involved
adherence to data protection standards. Upon receiving the
data, we signed a disclosure agreement, committing to not
share the data and to use it solely for the intended research
purposes. In doing so, we respect the privacy and integrity
of the individuals represented in the dataset.

6.2 Adverse Impact Statement
Potential adverse impacts of our research are:

(1) The misuse or misinterpretation of our findings, where the
research might be taken out of context or used to justify
the use of a specific measure of ethnicity that may be too
restrictive for the given application domain.

(2) The potential over-generalization of our results. Our analysis
is based on a specific case within the European context, and it
might not be appropriate to view our findings as universally
applicable across the entire European region.

(3) Our focus on ethnic classificationsmight reinforce the notion
of rigid ethnic categories, which can be problematic as it
ignores the fluidity and subjective nature of ethnic identity.

6.3 Researcher Positionality
Our team’s individual backgrounds and affiliations informed this
research. One author, born in Argentina with migrant grandpar-
ents, later relocated to Europe. Studying in Latin America before
working in Germany has provided this author with a unique insight
into the various ways ethnicity is perceived and operationalized in
different cultural and social contexts. The authors were affiliated
with an European organization during the work on this project
which inherently motivated its topic and data used in this study.
By publishing this work, we aim to foster a responsible dialogue
on algorithmic fairness in Europe, particularly in relation to ethnic
classifications. Our goal is to contribute to a more inclusive and
ethically sensible approach in technology, recognizing the diverse
and dynamic nature of society.
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A DATA AND VARIABLES
The German Socio-Economic Panel study (SOEP) is one of the most
important data sources for empirical research in sociology, eco-
nomics, psychology and political science in Europe [22, 71]. Since
its introduction in 1984, annual surveys of the German population
on a wide range of topics have been conducted following rigor-
ous survey methodology. Its initial sample has been continuously
complemented and refreshed to account for population dynamics,
ensure sufficient coverage of specific subpopulations, and to enlarge
sample sizes. Given its broad topical scope and detailed coverage
of minority populations, the SOEP has great potential for fair ML
research. We exemplify its usage for fairness evaluations in the
code that accompanies this paper, which can serve as a starting
point for future research. Individuals can apply for data access with
the German Institute for Economic Research (DIW).

The following tables provide more detail on the data we used
in our case study, including our selection of predictor variables
(Table 3) and descriptive statistics for the outcomes (Table 4a),
ethnic classifications (Table 4b) and predictors used in all four
prediction tasks (Table 5).
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Table 3: Predictors used for each prediction task

Predictor High Income Unemployed Private Insurance Loan Payoff

Age ✓ ✓ ✓ ✓
Sex ✓ ✓ ✓ ✓
Years of Education ✓ ✓ ✓ ✓
Marital Status ✓ ✓ ✓ ✓
Type of Household ✓ ✓ ✓ ✓
State of Residence ✓ ✓ ✓ ✓
Employment Status ✓ ✓ ✓
Disability ✓
Working Experience (Full-Time) ✓ ✓
Working Experience (Part-Time) ✓ ✓
Unemployment Experience ✓ ✓

Table 4: Summary statistics

(a) Outcome variables

Variable N Percent

High Income 17438
... high 4259 24%
... low 13179 76%
Unemployed 28910
... no 25933 90%
... yes 2977 10%
Private Insur. 25712
... no 22722 88%
... yes 2990 12%
Loan Payoff 29050
... no 22648 78%
... yes 6402 22%

(b) Ethnic classifications

Variable N Percent

Direct Mig.back 29888
... no 21734 73%
... yes 8154 27%
(In)direct Mig.back 29888
... no 19903 67%
... yes 9985 33%
Nationality 29888
... no 23487 79%
... yes 6401 21%
1st/2nd Citizenship 29888
... no 22465 75%
... yes 7423 25%
Migration Sample 29888
... no 22629 76%
... yes 7259 24%
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Table 5: Summary statistics of predictor variables

Variable N Mean/ Std. Dev. Min Max
Percent

Age 29888 46.6 18 17 103
Years of Education 27789 12.0 2.9 7 18
Working Experience (Full-Time) 29587 15.1 14 0 58
Working Experience (Part-Time) 29587 3.7 6.6 0 52
Unemployment Experience 29587 1.3 3.2 0 49
Sex 29888
... [1] Male 14232 48%
... [2] Female 15656 52%
Marital Status 29767
... [1] Married, living together 16782 56%
... [2] Married, permanently separated 759 3%
... [3] Single 8051 27%
... [4] Divorced / registered partnership annulled 2569 9%
... [5] Widowed / life partner from registered partnership deceased 1396 5%
... [6] husband/wife abroad 132 0.4%
... [7] Registered partnership, living together 65 0.2%
... [8] Registered partnership, living separately 13 0.04%
Type of Household 29888
... [1] 1-Pers.-HH 4483 15%
... [2] Couple Without Children 8156 27%
... [3] Single Parent 2654 9%
... [4] Couple With Children LE 16 7128 24%
... [5] Couple With Children GT 16 3258 11%
... [6] Couple With Children LE And GT 16 3075 10%
... [7] Multiple Generation-HH 403 1%
... [8] Other Combination 731 2%
Employment Status 29879
... [1] Full-Time Employment 10293 34%
... [2] Regular Part-Time Employment 4375 15%
... [3] Vocational Training 898 3%
... [4] Marginal, Irregular Part-Time Employment 1772 6%
... [5] Not Employed 12497 42%
... [6] Sheltered workshop 44 0.1%
Disability 25688
... [1] Yes 3118 12%
... [2] No 22570 88%

250



Ethnic Classifications in Algorithmic Fairness: Concepts, Measures and Implications in Practice FAccT ’24, June 03–06, 2024, Rio de Janeiro, Brazil

Figure 3: Different concepts of ethnicity capture different ethnic subpopulations. We present Jaccard similarities between
ethnic classifications by calculating 𝐽 (𝑆𝑎, 𝑆𝑏 ) =

|𝑆𝑎∩𝑆𝑏 |
|𝑆𝑎 |+|𝑆𝑏 |− |𝑆𝑎∩𝑆𝑏 | with |𝑆𝑎 |, |𝑆𝑏 | being the total number of individuals belonging to

ethnic classifications 𝑎, 𝑏 and |𝑆𝑎 ∩ 𝑆𝑏 | being the number of individuals that are classified as being of ethnic origin according to
both classifications.
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Figure 4: Sizable ethnic populations are only identifiable by distinct measures. Lower part: Intersection plot showing distinct
(exclusive) subpopulations based on combinations of ethnicity measures and their set size. Upper part: Base rate plots for each
outcome variable and set intersection.
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Figure 5: Intersections of ethnic classifications identify distinct unfairness patterns. Lower part: Intersection plot showing
distinct (exclusive) subpopulations based on combinations of ethnicity measures. Upper part: Fairness scores for each outcome
variable and set intersection. The reference (unprotected) group in all comparisons are individuals who are not classified as
migrants by any measure of ethnicity. Average scores over 10 model runs are reported.
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