
Minds and Machines           (2024) 34:24 
https://doi.org/10.1007/s11023-024-09684-y

Abstract
The increasing use of algorithms in allocating resources and services in both pri-
vate industry and public administration has sparked discussions about their conse-
quences for inequality and fairness in contemporary societies. Previous research 
has shown that the use of automated decision-making (ADM) tools in high-stakes 
scenarios like the legal justice system might lead to adverse societal outcomes, such 
as systematic discrimination. Scholars have since proposed a variety of metrics 
to counteract and mitigate biases in ADM processes. While these metrics focus 
on technical fairness notions, they do not consider how members of the public, 
as most affected subjects by algorithmic decisions, perceive fairness in ADM. To 
shed light on subjective fairness perceptions of individuals, this study analyzes 
individuals’ answers to open-ended fairness questions about hypothetical ADM sce-
narios that were embedded in the German Internet Panel (Wave 54, July 2021), a 
probability-based longitudinal online survey. Respondents evaluated the fairness of 
vignettes describing the use of ADM tools across different contexts. Subsequently, 
they explained their fairness evaluation providing a textual answer. Using qualita-
tive content analysis, we inductively coded those answers (N = 3697). Based on 
their individual understanding of fairness, respondents addressed a wide range of 
aspects related to fairness in ADM which is reflected in the 23 codes we identi-
fied. We subsumed those codes under four overarching themes: Human elements 
in decision-making, Shortcomings of the data, Social impact of AI, and Properties 
of AI. Our codes and themes provide a valuable resource for understanding which 
factors influence public fairness perceptions about ADM.
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1 Introduction

The rapid advances in AI and machine learning (ML) technology and the progressing 
digitization of modern societies have facilitated the automation of many tasks previ-
ously performed by humans (AlgorithmWatch, 2019). Both private companies and 
government institutions are increasingly implementing automated decision-making 
(ADM) tools to support or even completely replace human deciders in consequential 
decision-making processes in contexts such as welfare benefits transfers (Jørgensen, 
2023), healthcare (Grote & Berens, 2020), and human resources (Leicht-Deobald et 
al., 2019).

The deployment of such tools is almost always motivated by their objectives and 
benefits – to make decision-making faster, more efficient, and less prone to human 
error (Jørgensen, 2023; Rinta-Kahila et al., 2022). However, incidents involving 
ADM reveal their potential to cause adverse social outcomes. Prominent examples 
include the Dutch government’s algorithm wrongly accusing citizens of welfare 
fraud and denying them access to daycare benefits (Peeters & Widlak, 2023), or the 
Australian Robodebt grossly over-assessing citizens’ debts causing them severe psy-
chological distress (Rinta-Kahila et al., 2022). These instances, among others, have 
sparked a public debate about justice and fairness in the context of ADM, as some 
societal groups were disproportionately affected by the ADM systems than others. 
FairML scholars have since proposed a variety of metrics that aim to capture and 
understand bias in algorithm-driven decision processes and developed techniques to 
mitigate biases (Mehrabi et al., 2021; Verma & Rubin, 2018).

While formal fairness metrics and mitigation techniques are much needed, they 
do not necessarily include the perspective of those who are directly affected by auto-
mated decision-making, namely the citizens. Ultimately, most of a decision’s impact 
is carried by citizens with ADM potentially having life-altering consequences. 
Therefore, it is imperative to explore how these stakeholders perceive fairness in the 
context of ADM to extend the focus of current research beyond technical fairness 
discussions and definitions as presented in the fairML literature.

This study sheds light on subjective fairness perceptions of citizens surrounding 
the topic of ADM. That is, we contribute to existing research that takes a human-
centric stance towards fairness in ADM (Helberger et al., 2020; Yurrita et al., 2023). 
We do so by answering the following research question: Which subjective aspects 
do individuals consider when assessing the fairness of a decision-making process 
guided by AI and ML?

For this purpose, we explore 3697 textual responses to an open-ended survey 
question implemented in a 2021 German probability-based online panel using quali-
tative content analysis (Hsieh & Shannon, 2005). Responses come from participants 
who were asked to evaluate the fairness of several vignette scenarios describing the 
use of an AI-based decision-making process and to explain their evaluation in their 
own words.

Our qualitative approach allows us to immerse in subjective fairness perceptions 
of individuals, resulting in 23 inductively derived codes. The codes highlight a vari-
ety of factors influencing fairness in ADM that can be subsumed under four themes: 
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the human aspect of decision-making, the data used in the process, the social impact 
of AI, and the properties of algorithmic tools.

Future research may rely on our codes and themes to construct a framework of 
public fairness perceptions in the context of ADM. Such a framework may then 
become a useful resource to guide stakeholders involved in the topic of ADM about 
individuals’ potential real-world perceptions of fairness. Our findings may help them 
consider individuals’ perspectives not only during or after the implementation of 
algorithmic tools but also prompt important questions that need to be answered well 
before such tools are conceptualized and developed.

The remainder of this paper is structured as follows: first, we provide a brief back-
ground for our study; next, we describe the data, the analytical approach, and each 
step of our analysis; we then present the inductively derived codes before turning to 
the discussion of our findings.

2 Background and Related Literature

We begin this section with an introduction of the social construction of technology 
approach, which holds that technology is always shaped by the social contexts it is 
embedded in (Bijker, 2010). It motivates our perspective of focusing on individuals’ 
perceptions of fairness in ADM systems as considering non-technical factors is cru-
cial to understand how technology is made and how it works. We then contextualize 
our paper in related work by briefly reviewing relevant empirical and theoretical con-
tributions. Specifically, we introduce algorithmic fairness as discussed in the fairML 
literature. This literature’s focus lies on technical aspects of measuring fairness in 
ML-based prediction models as well as on developing solutions to mitigate biases 
in ML models to prevent unfair predictions and decisions resulting from the models. 
We then review selected findings on fairness perceptions by stakeholders of ADM 
systems, such as users and affected individuals.

2.1 Social Construction of Technology

The perspective of the social construction of technology (SCOT), a theory from sci-
ence and technology studies, holds that technology “does not have its own intrinsic 
logic but is socially shaped” (Bijker, 2010:66). By taking a critical stance towards 
technological determinism, this perspective approaches technical artifacts and sys-
tems as constructs that are inevitably intertwined with the social. Following this 
notion, considering non-technical factors is crucial to understand how technology is 
made and how it works (Bijker, 2010). For example, human-robot interactions will 
largely depend on how designers of such technologies perceive and evaluate their 
end users (Burema, 2022). Furthermore, the understanding of technology is flexible 
and likely to vary across social groups (Bijker, 2010). Taking the use of AI tools in 
education as an example, Eynon and Young (2021) show that there is little similarity 
in how stakeholders from government, industry, and academia conceptualize and per-
ceive such tools. From both, the social embeddedness of technological artifacts and 
their “interpretative flexibility”, arise important implications for the design of vari-
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ous technologies (Williams & Edge, 1996). Recent research on ADM in the context 
of public employment services demonstrates that conceptions of algorithmic tools 
as imagined by jobseekers (Scott et al., 2022) and members of non-profit organiza-
tions supporting jobseekers (Wang et al., 2023) go far beyond statistical predictions 
of specific outcomes. For these groups, the practical aspect of such tools proves the 
most helpful.

Discussing fairness in ADM from the constructionist perspective thus inevitably 
leads to questioning the status quo of such technologies. McCarthy elaborates criti-
cally on technological determinism without rejecting it (McCarthy, 2013). He argues 
that especially complex technologies have a “biased but ambivalent” character mean-
ing that there exist determining forces behind them without denying technologies’ 
“ever-present potential for change” (McCarthy, 2013:477). This ambivalence mani-
fests itself in the asymmetrical power relations between social groups. While some 
human agents indeed have “the ability to control technological design and develop-
ment” (McCarthy, 2013:476), others, that is, less powerful, are merely exposed to 
those developments without having agency. ADM systems are by no means an excep-
tion. The intention behind their deployment as well as their functioning are likely to 
reflect the interests of agents who are significantly engaged in their development. The 
examples of heavily biased ADM tools mentioned previously seem to support this 
assumption. Regarding fairness, the question arises to what extent ADM tools can be 
evaluated as fair by members of the public when the fairness criteria the tools operate 
on are defined by a group of selected people.

Next, we turn our focus to the fairML literature that takes a step towards mitigating 
the adverse outcomes and thus towards increasing fairness in algorithmic decision-
making by embedding established fairness notions in the underlying functionality of 
such tools.

2.2 Fairness in the FairML Literature

The so-called fairML literature has been concerned with understanding, measuring, 
and mitigating biases in ML-based prediction tasks that may eventually result in 
unfair decisions (Mehrabi et al., 2021). In this literature, fairness is primarily treated 
as a technical feature of a machine learning model. As a result, unfair models can 
also be corrected, i.e., made fair, through technical approaches (Mehrabi et al., 2021).

A popular example illustrating such algorithmic fairness is the COMPAS algorithm 
used in the U.S. criminal justice system. Designed to help judges decide whether a 
defendant should be detained or released on bail while awaiting trial, the system has 
been shown to discriminate against Black defendants (Angwin et al., 2016). COM-
PAS is based on a statistical model that predicts a defendant’s likelihood of being 
rearrested for a new crime while awaiting trial for the first crime. Briefly speak-
ing, defendants with a low score are recommended for bail while those with a high 
score are to be detained. The algorithm underlying the COMPAS system must not 
include race as a predictor due to US anti-discrimination legislation. Still, Angwin 
et al. (2016) showed that Black defendants are more likely than White defendants 
to be incorrectly assessed as high risk, while White defendants were more likely 
than Black defendants to be incorrectly labeled as low risk. The reason why the tool 
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assigns Black individuals higher scores than White individuals is likely the dispro-
portionately high number of Black individuals in jail, often for minor crimes. Since 
the system is trained with historical data, such historical discrimination against Black 
people in the U.S. justice system is picked up by the profiling tool.

To formalize such fairness violations, various fairness metrics have been proposed, 
which can be broadly categorized into three groups (Gajane & Pechenizkiy, 2018). 
The first set of fairness notions focuses on the equality of treatment, under which 
an algorithm may be considered fair if protected attributes are not explicitly used 
in the model-building process (Fairness through Unawareness; e.g., Grgić-Hlača et 
al., 2016). Note, however, that this (naive) approach fails to mitigate discrimination 
when legitimate factors are correlated with illegitimate factors, such as location and 
ethnicity in the context of racial segregation (Pedreshi et al., 2008). A second set of 
fairness notions focuses on the equality of outcomes, i.e., the fairness of predictions 
that are obtained from an algorithm. Examples in this context include parity-based 
definitions, which state that an algorithm can be considered fair if members of pro-
tected groups have the same probability of being assigned to a positive outcome as 
members of unprotected groups (Demographic Parity; Dwork et al., 2012), given a 
set of legitimate factors (Conditional Statistical Parity; Corbett-Davies et al., 2017). 
The third group of fairness notions can be characterized as focusing on the equality 
of errors that are made by the prediction model. These fairness notions are largely 
centered around different types of errors that can arise in classification settings when 
comparing the number of false negatives (individuals who are falsely predicted to fall 
into the negative class) and false positives (individuals who are falsely predicted to 
fall into the positive class) to different baselines (Rodolfa et al., 2019). According to 
this notion, an algorithm may be considered fair if it results in equal false negative 
rates (Equal Opportunity; Hardt et al., 2016) or equal false positive rates (Predic-
tive Equality; Chouldechova, 2016) between members of protected and unprotected 
groups. This principle can be applied to various error metrics and their combinations 
(e.g., false discovery rates, false omission rates, accuracy, ROC-AUC). This research 
has resulted in a plethora of criteria: In a review of the literature, Verma and Rubin 
(2018) list 20 definitions of (algorithmic) fairness.

Given the number of different fairness notions that may be used to evaluate a 
prediction algorithm, it is unclear which definition is appropriate for a given type of 
ADM application. It is particularly worth noting that different fairness definitions 
have been shown to conflict with each other, i.e., many fairness objectives cannot 
be achieved at the same time (Berk et al., 2018; Friedler et al., 2016). Likewise, it 
is unclear whether these algorithmic fairness approaches match individuals’ evalua-
tions of fairness in ADM systems.

2.3 Fairness Perceptions

A second stream of literature focuses on perceptions of fairness by stakeholders, such 
as individuals affected by ADM decisions and those using ADM tools in their deci-
sion-making. This literature acknowledges that there may be a mismatch between 
(technical) perception of algorithmic fairness in the fairML literature and percep-
tions of fairness by stakeholders. So far, however, it is much less developed than 
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the fairML literature. In a recent review, Starke et al. (2022), for example, identified 
only 58 papers that provide empirical insights on perceptions of algorithmic fair-
ness. According to this review, current literature can be organized along four key 
dimensions that shape perceptions of fairness. The first dimension are papers that 
deal with algorithmic fairness as introduced in subsection 2.2. That is, several stud-
ies investigate whether the ways that an ADM system is designed affects people’s 
perceptions of fairness. In these studies, algorithmic fairness is a crucial factor when 
evaluating algorithms, as, for example, systems with low algorithmic fairness tend 
to be perceived as less fair. The second dimension is concerned with individual pre-
dictors of perceptions of fairness, such as sociodemographic variables, individuals’ 
self-interest, and familiarity with data algorithms. The third dimension focuses on 
comparative effects, that is, differences between human decision-making and algo-
rithmic decision-making. However, no clear pattern across studies can be identi-
fied. While some studies report that ADM systems are perceived to be fairer than 
solely human judgment, others find the opposite. The fourth dimension focuses on 
the consequences of perceived fairness of algorithmic decision-making systems. For 
example, perceived fairness seems to impact trust in and satisfaction with algorithms 
and systems implemented perceived to be unfair in the workplace environment may 
negatively impact outcomes such as organizational commitment.

A few papers use empirical approaches like ours, that is, closed-ended survey 
questions to measure fairness evaluations in combination with open-ended survey 
questions to allow for a more nuanced understanding of users’ fairness perceptions. 
These previous papers contextualize ADM across various settings related to employ-
ment, medicine, or banking.

Bankins et al. (2022) presented vignette scenarios to 446 North American respon-
dents describing a fictitious company that offers an extensive training course to its 
employees. Due to the limited number of participants, either an algorithm or a human 
manager had to screen the eligible employees. The survey respondents were asked 
to place themselves as the company’s employees. Subsequently, they were asked to 
provide a textual response on why they felt treated (dis-)respected in this situation as 
a measure for interactional justice. The study’s findings are nuanced, but the authors 
conclude that, overall, respondents felt more respected when a human manager was 
involved in the decision-making process. While some respondents highlighted the 
allegedly objective character of algorithms, the textual responses reveal that oth-
ers described it as inappropriate or lacking the necessary emotional intelligence. 
Next, Bedemariam and Wessel (2023) surveyed 282 North American respondents 
via Amazon MTurk. The survey was designed to simulate a typical job application 
process for an online task for which respondents would be paid money. After hav-
ing applied, the respondents were either accepted for the job or rejected, a decision 
that was made either by an employee in the human resources department or an AI 
system. Respondents were then asked to evaluate the decision based on measures of 
procedural and interactional justice and provide more detail on their evaluation via 
a textual response. Overall, the human decision-maker was favored over the AI sys-
tem. Respondents described the human as having the ability to recognize character-
istics that are not detectable to AI. Further, the AI system was seen as only executing 
instructions according to its programming. Interestingly, despite only small differ-
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ences between Black and White respondents, both aspects regarding the human and 
algorithmic decision-maker were mentioned more frequently by Black respondents. 
Juijn et al. (2023) studied 225 responses by individuals who were presented with 
hypothetical scenarios involving recruitment algorithms. The respondents were then 
asked how fair they think the algorithm is and they were prompted to provide a tex-
tual response about the most relevant reasons behind their evaluation. To ensure that 
respondents had a constant reference point, the authors provided them with a fairness 
definition according to Mehrabi et al. (2021). Comparing the textual responses to 
mathematical fairness definitions, Juijn et al. (2023), found that the respondents’ rea-
soning corresponded mostly to distributive (focused on the outcome) and procedural 
fairness (focused on the decision-making process).

Two studies focused on decisions regarding loans. Schoeffer et al. (2021) con-
ducted a survey among 196 respondents who were presented with hypothetical sce-
narios in which a person was denied access to a loan. The decision was made either 
by an ADM tool or a human decider. While respondents highlighted the fairness of 
the algorithmic tool due to its ability to treat individuals equally and objectively, 
they also mentioned the fact that algorithms are being programmed by humans who 
have an impact on how a computational tool operates. Overall, the authors conclude 
that “automated decisions are perceived as more informationally fair than human-
made decisions” (Schoeffer et al., 2021:6). Similarly, Yurrita et al. (2023), using an 
online convenience sample of 267 English-speaking individuals, show that explana-
tions, human oversight, and contestability affect loan approval decisions involving 
AI systems in high- and low-stakes contexts and users’ fairness perceptions of these 
systems. A qualitative analysis of responses to open-ended survey questions revealed 
three main areas of tension, namely perceptions of informational fairness and two 
aspects related to perceptions of procedural fairness.

In a study by Formosa et al. (2022), 478 North American respondents were asked 
to assess the fairness of hypothetical scenarios describing either a human or an algo-
rithmic tool making decisions about resource allocation in the medical sector (e.g., 
organ transplantation) or disease diagnosis. In all scenarios, respondents were asked 
to place themselves as the affected patient. After having evaluated the fairness of the 
decision, they were prompted to provide more detail on why they thought it was fair 
or not. In general, the findings indicate that humans were seen as more appropriate 
decision-makers across all vignettes. Moreover, the algorithmic tool was reported to 
cause experiences of dehumanization, which highlights the importance of interper-
sonal contact in medical settings.

Finally, two studies did not contextualize the algorithmic tool but rather asked 
respondents more broadly about their fairness perceptions. Helberger et al. (2020) 
asked 958 respondents in a Dutch adult population survey to rate whether an AI 
or a human would make a fairer decision. Overall, they find that AI systems are 
perceived to be fairer than human decision-makers. In addition, the analysis of the 
textual responses where respondents elaborate on their fairness judgments showed 
that emotions, expectations about the data, calculations that are part of an AI system, 
and the role of human AI designers are important aspects of (un)fairness perceptions 
towards AI or humans. Van Nuenen et al. (2022) surveyed 663 respondents with a 
disadvantaged or marginalized background (in terms of e.g., gender, ethnicity, or 
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disability status) about their experiences of being treated unfairly by an automated 
computational system. The respondents identified more than 20 types of unfair treat-
ment by various systems. Among the most prominent types was the experience of 
being denied access to resources, such as jobs and being forced into an inaccurate 
category by the computational system, which might have serious consequences for 
decision-making. Moreover, respondents frequently mentioned the systems’ opacity 
that contributes to the experience of unfair treatment.

The reviewed literature on technical fairness metrics and subjective fairness per-
ceptions implies that reaching the goal of designing fair and acceptable algorithms 
requires a comprehensive consideration of all stakeholders involved. Beyond that, 
from the perspective of the social construction of technology, ADM tools can be seen 
as what they are, namely socially embedded artifacts. By taking a step back, this 
perspective allows us to fundamentally rethink the properties and objectives of ADM 
tools so that they conform to a broader, perhaps social, understanding of fairness. To 
tackle this empirically, we describe our data in the next section.

3 Data

The data analyzed in this paper were collected in July 2021 as part of the 54th wave 
of the German Internet Panel (GIP; Blom et al., 2015; Blom et al., 2021), a proba-
bility-based longitudinal online survey. The GIP runs several times a year among a 
nationwide representative sample of the German population aged between 16 and 
75 years. Regarding the distribution of sociodemographic characteristics in our data, 
51.8%1 of the respondents reported to be male and 48.2% to be female. 31.3% were 
62 years old or older, 33% between 47 and 61 years old. Approximately 29.7% of the 
sample were between 27 and 46 years old, while 6% were 26 years old or younger. 
Most of the sample (51%) had a high educational level (ISCED 5–8), followed by 
45% with a medium educational level (ISCED 3–4). The remaining 4% of the sample 
reported a low educational level (ISCED 1–2).

The 54th wave had a section dedicated to ADM. Respondents were presented with 
various vignettes describing hypothetical scenarios that depicted the use of a com-
puter program developed to make decisions based on individuals’ data across four 
different contexts: (i) banking, (ii) criminal justice, (iii) hiring, and (iv) unemploy-
ment. Moreover, the content of the vignettes varied concerning three dimensions. 
First, they described either assistive or punitive actions, e.g., hiring new employees 
or terminating employees’ contracts after the probation period, respectively2. Sec-
ond, the personal data used for decision-making could be either solely related to 
the social context of the decision-making process or additionally coming from the 
internet. Third, the vignettes varied regarding the degree of human leeway and the 
involvement of the computer program in making a decision. The computer program, 
introduced as processing individuals’ data, was described as either making a decision 
autonomously, i.e., without human leeway, as recommending a decision to the human 

1  Percentages regarding gender, age, and education are based on complete responses.
2  Vignettes in the criminal justice context described solely assistive decision-making.
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who would then make the final decision or simply as a computer program used to 
process individuals’ data that the human decider evaluates to make the decision. The 
last case is somewhat ambiguous since it does not clarify how exactly the program or 
its output are to be used in making a decision.

The following text illustrates an exemplary vignette in the context of hiring 
describing assistive decision-making by a human being based on the program’s rec-
ommendation using additional data available on the internet:

A company has developed a computer program to hire new employees. This 
program uses data from the person’s resume as well as publicly available 
information about the person from the internet. The program compares this 
information with that of other individuals already working in the company. 
The program gives a recommendation to an employee in the human resources 
department whether to hire the person. The employee determines whether the 
person will get hired.”3

Every respondent was consecutively shown four vignettes, one randomly chosen from 
each context4. The order of the four contexts was also randomized within respon-
dents. After having read a vignette, respondents were asked to evaluate the fairness of 
the hypothetical scenario on a four-point scale ranging from “Not at all fair” to “Very 
fair” (exact wording of the question (translated from German): “How fair do you find 
it is to make a decision in this way?”). Additionally, they were asked to provide an 
open-ended answer explaining their fairness evaluation on the first of the presented 
vignettes (exact wording of the question (translated from German): “Why do you find 
this way of making a decision [not at all fair/not very fair/somewhat fair/very fair]?”. 
Here, the respondent’s respective answer from the previous question regarding the 
fairness evaluation was included into the question wording)5. The authors of the 
survey deliberately refrained from referencing an established definition of fairness, 
allowing respondents to answer the questions based on their subjective understanding 
of fairness (Kern et al., 2022). In total, 4090 respondents participated in the survey. 
After discarding invalid responses (open-ended answers shorter than five characters 
were found to be meaningless upon manual inspection, including missing data), our 
final dataset consists of 3697 open-ended responses6.

Note that the original survey collected additional information, such as sociodemo-
graphic information and attitudes and behaviors, which we do not consider further 
in our study (see the complete questionnaire of the survey at https://search.gesis.org/
research_data/ZA7762). Given our study’s qualitative approach and its focus on the 

3  See Online Resource 1 in the Supplementary Information for all 42 vignettes (originally in German, 
translated to English by the authors).
4  For a distribution of the 3404 respondents across scenarios and vignette dimensions see Online Resource 
2.
5  The vignette and the question regarding the fairness evaluation were presented to the respondents simul-
taneously. The open-ended question about the evaluation’s explanation was shown on a subsequent page 
of the survey. Here, the vignette was no longer displayed, however, respondents had the option to jump to 
the previous page by clicking on a “Back” button.
6  960 responses in the banking scenario, 953 in hiring, 906 in criminal justice, and 878 in unemployment.
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textual responses, we do not consider any other information collected in the survey 
except for the closed-ended fairness rating (see subsection 6.2). Future research may 
extend our approach to consider information from the additional survey items using, 
e.g., a mixed-methods approach that combines our qualitative analysis with statistical 
analysis of the remaining survey data.

4 Analytical Approach

We use conventional content analysis as described by Hsieh and Shannon (2005) to 
analyze the open-ended responses. This approach is especially useful when the litera-
ture about the phenomenon under study is scarce. Rather than using predetermined 
categories, it allows for an inductive development of categories that emerge directly 
from the available data. There are two main reasons why we chose this approach: 
first, we followed the notion applied in the survey of abstaining from exposing the 
respondents to specific fairness conceptions to obtain unprimed and unlimited real-
world evaluations of ADM (Kern et al., 2022). Second, we aim to provide an under-
standing of subjective fairness perceptions that is grounded in our actual data. The 
conventional content analysis (Hsieh & Shannon, 2005) is widely used in social sci-
ence and public health research to analyze qualitative data such as open-ended survey 
responses (Foulkes et al., 2021; Liem, 2019; Munro et al., 2022), interviews (Berg 
et al., 2023; Guenna Holmgren et al., 2022; Spreckley et al., 2022), or newspaper 
articles (Cengiz & Eklund Karlsson, 2021).

5 Analysis

Data analysis was conducted between February 10 and May 24, 2023, under the lead 
of the first author using Microsoft Excel (Version 16.67) for data management and 
coding. In the first step, all responses were read in their entirety to gain a comprehen-
sive picture of the data. During this process, the first patterns in the data started to 
emerge. Then, the responses were re-read and the majority were already coded. A part 
of the responses was initially left uncoded due to uncertainty. Simultaneously, we 
developed the coding scheme which was gradually expanded by adding new codes 
that emerged from the data. Next, we read through all the responses assigned to each 
code to ensure that they were consistent with the code. During this process, the coding 
scheme was finalized by refining the code definitions and selecting example quotes 
which were translated from German to English. Lastly, using the coding scheme, we 
coded the remaining open-ended responses. All steps of the analysis were discussed 
between both authors during regular meetings throughout the analysis process.

In summary, 3404 of the 3697 responses were manually coded into one or more 
codes (up to five codes per response). 293 responses could not be coded as they were 
either not interpretable (e.g., a single, vague word, such as “Feeling.”) or unrelated 
to the topic (e.g., “The employment agency is completely unsuitable for the place-
ment of employees. In my opinion, it should only manage the statistics and let a 
private company handle the job placement.”). These responses were discarded from 
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the descriptive analysis shown in the next section. The descriptive analysis was con-
ducted using R (Version 4.0.4, R Core Team, 2023).

6 Results

Individual responses varied in length, ranging from a minimum of one word to a 
maximum of 154 words and with a minimum of six to a maximum of 1024 characters 
(see Online Resource 3 for the distribution of response length). The average length of 
a response was 15.7 words, the median was 12; the mean number of characters was 
113.7, and the median was 83 characters. Most responses were short with only a few 
cases being longer than 70 words. Previous research refers to the length and the inter-
pretability of textual responses as an indicator of their quality (Grauenhorst et al., 
2016; Mavletova, 2013; Schmidt et al., 2020). The response length in our study cor-
responds roughly to previous studies investigating response quality through response 
length (Meitinger et al., 2021; Schmidt et al., 2020). The relatively low number of 
both item-nonresponse (out of 3930 respondents who provided a valid fairness evalu-
ation, 3697 answered the open-ended question) and not interpretable responses (293 
of the 3697 textual responses were not interpretable) as well as the richness of identi-
fied aspects across all responses indicate overall high response quality.

6.1 Summary of Results

This study aims to explore respondents’ subjective perceptions of fairness in the con-
text of ADM. In total, we identified 23 individual codes, which were then grouped 
into four overarching themes. Respondents addressed a variety of aspects related 
to the role of humans in decision-making, the characteristics of data being used in 
the process of decision-making, the social impact that algorithmic decision-making 
might have, and the properties of algorithm-operated decision tools. The identified 
themes, codes as well as code descriptions, and example quotes are presented in 
Table 1. All code descriptions in this section concisely represent the content of the 
textual responses. We describe them in more detail in the next subsections.

6.1.1 Human elements in decision-making

Seven codes were grouped under the theme Human elements in decision-making. 
This theme was the most frequently represented one in the data with a total of 1886 
assigned codes, which makes up approximately 43.2% of the total number of assigned 
codes.

6.1.1.1 Human individuality The first code refers to the individuality of a person. 
Respondents highlighted that each human, i.e., their personality, behavior, goals, 
needs, and desires, is unique. Therefore, individuals cannot be compared to each 
other or put into universal patterns. Further, no deductions about the behavior of one 
person can be drawn from the behavior of other people. Such calculated predictions 
(in the context of ADM) increase the risk of undeservedly punishing or rewarding 
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Theme Code Short description Example quote N (%)
Human 
elements in 
decision-making

Human 
individuality

Each individual is 
unique, making it im-
possible to compare 
them or generalize 
their behavior.

“You can NOT compare apples 
with oranges. Every person is 
different and reacts differently.” 
(R1499)

745 
(17.1)

Human decider Only human beings 
are equipped with 
the necessary skills 
to make decisions; 
therefore, they should 
decide about other 
humans.

“Such a serious decision should 
not be dictated by an algorithm. 
Such cases cannot always be 
compared on the basis of pure 
numbers.” (R3339)

513 
(11.7)

Interpersonal 
contact

Decision-making 
should involve an 
interpersonal dialogue 
in which all parties 
have the opportunity 
to speak.

“I think you also have to talk 
to these people personally, take 
into account their motivations, 
their view of things.” (R1202)

388 
(8.9)

Human 
prejudice

Decisions made 
by humans may be 
influenced by their 
personal preferences.

“It cannot be ruled out that the 
deciding person would discrimi-
nate against me for “personal 
reasons”!” (R450)

96 
(2.2)

More than one 
decider

At least two 
individuals should 
be involved in the 
decision-making 
process to ensure 
objectivity.

“This decision should be made 
by a board of experts.” (R1614)

68 
(1.6)

Autonomy of 
the affected 
person

ADM tools diminish 
individuals’ perceived 
autonomy in shaping 
their own future.

“Since the customer has no 
influence on this, they are being 
externally controlled.” (R820)

62 
(1.4)

Lack of trust 
towards AI

Algorithms and their 
recommendations 
or decisions are not 
trusted.

“I don’t trust a computer 
program to make decisions 
about people. People, or more 
precisely experts, should make 
these decisions.” (R1286)

14 
(0.3)

Table 1 Identified themes and codes, code descriptions, example quotes, and absolute and relative 
frequencies
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Theme Code Short description Example quote N (%)
Shortcomings of 
the data

Limited data The complexity of a 
human life might not 
be captured in data.

“A resume and data found on 
the Internet can represent only a 
small part of a person’s complex 
personality.” (R1596)

600 
(13.7)

Distorted data Data might not truly 
reflect reality.

“The sources of internet data are 
not transparent. […] Unverifi-
able is fake information and 
information that maliciously 
gets posted online due to bully-
ing.” (R2315)

252 
(5.8)

Outdated data Data might not reflect 
the current circum-
stances of a person.

“Also, it doesn’t take into ac-
count that people can change 
their opinions and behaviors.” 
(R898)

225 
(5.2)

Historical bias 
in AI

The reliance of 
algorithms on training 
data introduces the 
risk of perpetuating 
historical biases that 
discriminate against 
specific social groups.

“Prisons are institutions based 
on structural oppression, such 
as racism and classism. And this 
becomes visible, among other 
things, in the time people spend 
in prisons (who, why, how long, 
etc.). This decision would rein-
force discriminatory structures.” 
(R1067)

11 
(0.3)

Table 1 (continued) 
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Theme Code Short description Example quote N (%)
Social impact 
of AI

Violation of 
privacy

The processing of 
personal data without 
individuals’ explicit 
consent violates their 
privacy.

“I consider the involvement of 
the internet to be critical. Is that 
covered by data protection? Be-
sides, the internet doesn’t forget 
anything (e.g., youth sins that 
have nothing to do with work 
performance).” (R2307)

222 
(5.1)

Purpose of AI As long as ADM 
tools serve a specific 
purpose, their deploy-
ment seems to be 
justified.

“The company looking for new 
employees has clear interests 
and formulated goals. In the 
search for “suitable” candidates 
a good program can help and 
support the selection.” (R2281)

149 
(3.4)

Unequal access 
to resources

The algorithm’s 
classification of 
individuals may sys-
tematically exclude 
certain individuals 
from the access to 
resources.

“People’s life courses are 
ultimately very different and can 
only be compared to a limited 
extent. People who are not 
considered by the program may 
undeservedly fall through the 
cracks.” (R1721)

134 
(3.1)

Meritocracy Decisions about 
individuals should be 
based on their merits 
as this ensures that 
everyone receives 
what they deserve.

“If someone works poorly and 
slow, they can be terminated. It 
doesn’t matter if the person is 
not up to the job and can’t per-
form or doesn’t try hard enough 
and falls below their capabili-
ties.” (R1949)

126 
(2.9)

Risk of being 
influenced by AI

Human deciders 
may unquestioningly 
adopt algorithm’s 
recommendations.

“It is always said that the 
employee decides in the end, but 
in practice, recommendations 
from such programs are adopted 
without criticism due to time 
pressure.” (R2906)

32 
(0.7)

Surveillance 
by AI

ADM tools might be 
used to monitor and 
control individuals.

“The basic attitude is distrust 
and control of a social life 
issue, the person is degraded 
and reduced to the “obedience 
principle”. The person loses 
their individuality by a perverse 
equalization […].” (R3076)

25 
(0.6)

Loss of diversity ADM tools tend to 
favor individuals with 
similar characteristics 
to the training data 
which compromises 
social diversity of 
groups.

“And a new employee, who 
perhaps doesn’t quite fit into the 
“mold” of the previous employ-
ees, may be just the right person 
and bring new energy and new 
ideas to the company.” (R2636)

16 
(0.4)

Table 1 (continued) 
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certain individuals based on the deeds of others. Human beings deserve to be seen 
and evaluated independently from each other as illustrated by the following example 
quotes:

“It’s implied that people with similar experiences would behave similarly. But 
that is not the case.” (R1178)
 
“Each person is unique and acts depending on their environment and socializa-
tion.” (R1483)
 
“This kind of decision-making does not include the individuality and the con-
text of the human being; [it] presumes statistically calculable homogeneous 
entities.” (R1557)

Theme Code Short description Example quote N (%)
Properties of AI AI as an assist-

ing tool
Advantages of algo-
rithmic tools should 
be harnessed within 
decision-making as 
long as they are being 
controlled by humans, 
who make final 
decisions.

“Decision makers don’t have the 
time to check backgrounds on 
all possible early dismissals, so 
machine support is very help-
ful.” (R1770)

404 
(9.3)

Objectivity 
of AI

Algorithms can make 
objective and rational 
decisions because, 
unlike humans, they 
do not have emotions 
and prejudices.

“The program compares data, 
decides objectively not accord-
ing to its own feelings.” (R1079)

169 
(3.9)

The person 
behind AI

ADM tools are de-
veloped by humans, 
whose worldviews are 
likely to be embedded 
in the design of such 
tools.

“Such computer programs may 
not be free from the views 
and decisions of its creators.” 
(R271)

50 
(1.1)

AI fallibility Algorithmic tools 
are prone to errors 
which may lead to 
potentially severe 
consequences for 
those affected.

“Computers make mistakes!” 
(R3434)

40 
(0.9)

Lack of 
transparency

Algorithmic deci-
sions cannot be fully 
understood.

“Because how the computer 
program finds the informa-
tion, what the program finds, 
and what it doesn’t find is not 
transparent to the unemployed 
person.” (R2861)

25 
(0.6)

Total: 4366 
(100%)

Table 1 (continued) 
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“A computer program that targets the personal values of others and sets them in 
relation to each other cannot be judged as fair in my eyes.” (R1715)

6.1.1.2 Human decider Other respondents argued that consequential decisions hav-
ing a significant impact on the future of a person should be made by another human. 
Only a human being (compared to an AI) has the social competence to approach 
another human being with the appropriate respect and understanding. Respondents 
also noted that throughout their careers, individuals acquire the necessary expertise 
that entitles them to make decisions about other human beings. The use of ADM 
gives rise to the suspicion that individuals may lose this competence in the long run 
as expressed in the following example quotes:

“No machine or software can decide about humans. Only a person decides on 
the fate of a person. For this purpose, we have laws, public prosecutors, and 
judges.” (R1314)
 
“There are always reasons why that person said or did something. Personally, 
I think that decisions made by a computer program are inhumane, not compas-
sionate. A program can’t deliberate, a person however can.” (R3276)

Further, respondents mentioned that a human decider can be held accountable if 
their decision is erroneous. With the use of ADM, personal accountability becomes 
blurred:

“(…) because it releases the supervisor from their responsibility.” (R2486)

6.1.1.3 Interpersonal contact Another code refers to the social aspect of decision-
making. Respondents noted that the decision-making process should occur in the 
context of a social interaction between at least two individuals. Only in a face-to-face 
conversation, all involved parties can communicate their concerns, ask questions, 
and explain their circumstances. Furthermore, interpersonal interactions offer the 
possibility to collect additional data through observation – something that an algo-
rithm is unable to do. Both aspects are crucial for the actual decision-making. The 
following quotes reflect this aspect exemplarily:

“The person may not even be given the opportunity for a face-to-face interview 
after being “eliminated” by the program, or to present individual circumstances 
that would justify why there were problems with earlier loans etc.” (R837)
 
“A computer lacks empathy, lacks eye contact, lacks conversation.” (R1040)
 
“Because the human aspect is missing. In a personal meeting, an employer can 
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get an overall impression of the applicant and the applicant can demonstrate 
their various qualities.” (R1981)

6.1.1.4 Human prejudice However, other respondents critically recognized that 
human beings often make decisions that are not objectively understandable because 
they are motivated by their personal preferences, prejudices, or whims – an issue 
illustrated by the following example quotes:

“Human decisions are directly or indirectly influenced by emotions, e.g., rac-
ism, bad mood, and so on.” (R1824)
 
“The final decision is made by the employee. If they do not like the person they 
are dealing with, that is certainly going to influence the decision.” (R3693)

6.1.1.5 More than one decider Next, some respondents argued that decisions affect-
ing a human life should generally be made by at least two different individuals or 
a whole group of accordingly qualified people should be involved in the decision-
making process to ensure objectivity:

“That a single individual decides is not acceptable. The decision should be 
cross-checked by at least one independent person.” (R3609)
 
“This decision should be made by a committee of experts.” (R1614)

6.1.1.6 Autonomy of the affected person Another aspect mentioned in the responses 
subsumed under Human elements in decision-making was the autonomy of the per-
son affected by the decision. Respondents argued that the use of algorithmic decision 
tools greatly reduces their ability to make their own decisions about their future. The 
fact that the person being decided upon has no say leads to a perceived control loss as 
reflected in the following example quotes:

“I don’t really have direct control.” (R306)
 
“It is important to have a face-to-face dialogue, to involve the jobseeker in the 
decision (…).” (R3109)
 
“(…) the person themselves must be able to make their decisions freely without 
being monitored.” (R3632)
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6.1.1.7 Lack of trust towards AI Lastly, respondents explicitly said that they do not 
trust the algorithmic decision tool and their decisions or recommendations especially 
when they can significantly impact an individual’s life:

“I do not trust a mere comparison of data collected by the computer as a deci-
sion-making process about a person’s fate.” (R1609)
 
“No trust in computer programs that “interfere” in decisions of such magni-
tude.” (R1982)

6.1.2 Shortcomings of the data

The next theme encompasses four codes related to various shortcomings stemming 
from the data used in the decision-making process. In sum, 1088 of these codes were 
assigned, which makes up approximately 25% of the total number of assigned codes.

6.1.2.1 Limited data First, some respondents argued that the personal data consid-
ered in the context of ADM do not reflect the individual’s situation in its entirety. 
Rather, they are a snapshot of reality and do not capture the complexity and interplay 
of motives behind it. Respondents also mentioned a variety of latent characteristics 
that are hard or impossible to quantify. Therefore, an algorithmic tool can consider 
only a greatly limited picture of an individual as expressed exemplarily by the fol-
lowing quotes:

“There are other factors that come into play, such as empathy, collegiality, trust-
worthiness, and reliability. No computer can evaluate that.” (R1872)
 
“The algorithm only compares data. It does not see the person behind it and 
does not further investigate. For example, in the case of periods of unemploy-
ment, it could have been a 3-year cancer illness or parental leave. However, it is 
possible that such a long period of unemployment may lead to exclusion, even 
though there were valid reasons for it, and it does not diminish the applicant’s 
competence.” (R2132)

6.1.2.2 Distorted data Other respondents noted that the personal data considered in 
the context of ADM might not truly reflect the individual’s characteristics or circum-
stances. The data might have been either consciously or unconsciously manipulated 
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by the individual or a third person, regardless of the manipulation’s purpose as men-
tioned in these example quotes:

“Personally, I have 20-30 applicants a year – what is written in the applications 
usually does not correspond to reality and how a person appears. There are 
often worlds in between.” (R2133)
 
“Information about people that can be found online may or may not be true. 
There are also rumors and lies circulating on the internet, which could be a 
disadvantage for the person in case of doubt when making a decision in this 
way.” (R1743)

6.1.2.3 Outdated data Another aspect mentioned in the responses focusing on the 
data was the timeliness of data. Personal data considered in the context of ADM 
refer only to the individual’s past. Respondents argued that the individual (e.g., their 
behavior) or the circumstances may have changed between the time points of data 
collection and decision-making. Consequently, decisions affecting a person’s future 
should be based on current data that represent their present circumstances as can be 
derived from the following example quotes:

“I can change my views and actions in the course of my experiences.” (R351)
 
“(…) a resume or previous activities do not say anything about the person at 
the moment. People are constantly developing for the better as well as for the 
worse.” (R1853)
 
“Everyone makes mistakes and has done something foolish at some point, so 
when this is held against you, it’s not fair. People can change, too.” (R1907)

6.1.2.4 Historical bias in AI Finally, respondents addressed the training data aspect. 
The performance of algorithmic decision tools is highly dependent on the training 
data. These may contain a historical bias that discriminates against certain social 
groups. Therefore, the tool might reproduce discriminating structures which contra-
dicts not only the current socio-political sentiment but also legal norms as this quote 
shows exemplarily:

“Moreover, this selection may only reinforce structures that already exist (e.g., 
the selection of certain genders or demographic groups).” (R2325)
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6.1.3 Social impact of AI

The third theme includes seven codes and refers to the social impact of AI. Com-
bined, 704 of these codes were assigned, which constitutes approximately 16.2% of 
the total number of assigned codes.

6.1.3.1 Violation of privacy The most frequently assigned code under this theme 
refers to individuals’ privacy. The processing of personal data for algorithmic deci-
sion-making without the knowledge and explicit consent of the individuals was 
evaluated as a violation of their privacy. Respondents often referred to official data 
protection regulations with individual cases explicitly mentioning the EU’s General 
Data Protection Regulation (GDPR).

“If this program searches out information about the person from the internet, 
this is more than questionable from a data protection point of view.” (R261)

Further, respondents noted that the use of personal data that is not related to the actual 
decision should not be evaluated in its context as illustrated by this respondent’s 
response:

“Political attitudes, religious affiliation or a person’s sexual orientation belong 
in a private sphere and must therefore not be considered by the employer just 
because they have been found on a social media site on the internet.” (R2725)

6.1.3.2 Purpose of AI Another aspect mentioned by the respondents was the purpose 
of algorithmic decision tools. Their deployment was often legitimized by highlight-
ing their purpose. Respondents evaluated ADM mostly as fair when it aimed to bring 
a certain advantage to a larger group of people or an institution, e.g., to secure a 
bank’s financial transactions, to increase a company’s productivity, or to (re-)inte-
grate individuals on the job market:

“Comparing applicants with current employees allows selecting those appli-
cants who fit in well because of similar characteristics [which can] bring about 
a positive development for the company.” (R2216)
 
“To actively seek employment can be required of anyone who lives at the 
expense of the community – some kind of “benchmark” is not too unreasonable 
to expect.” (R3593)

However, some of those respondents viewed the algorithm’s purpose as independent 
of fairness:
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“I find the word “fair” inappropriate in this context. AI is going to monitor us 
increasingly in the future, whether we like it or not. Is that what you mean by 
fair? I think it’s logical for companies to proceed in this way.” (R85)

Other respondents questioned the extent to which the purpose of AI aligns with the 
actual purpose of institutions’ decision-making processes as shown by this exemplary 
response:

“Invest your energy/program for the person to find a job. The approach is miss-
ing the point. Employment agency is not a punitive institution.” (R3567)

6.1.3.3 Unequal access to resources Respondents also noted critically that algorith-
mic decision tools use personal data to classify individuals. Such social selection is 
evaluated as unfair because it creates an artificial social class system that excludes 
individuals from access to resources (e.g., jobs, credits) based on their characteristics 
which are often purely ascriptive. In the long run, such practices lead to an ampli-
fication of existing inequalities by systematically favoring certain individuals while 
disadvantaging others – a concern illustrated exemplarily by the following quotes:

“Because you’re just making comparisons without having seen or talked to the 
person. So, you’re excluding potential employees who might be just the right 
people!” (R2379)
 
“Even if a judge decides in the end, some candidates may never be recom-
mended by the program, and thus never have a chance for an early release.” 
(R1249)

6.1.3.4 Meritocracy Meritocracy was another aspect mentioned by respondents. 
Here, they argued that individual accomplishments should be the foundation of the 
decision-making process. Only by judging people based on their merits will everyone 
receive what they deserve. Accordingly, employees should be fired if they perform 
worse than their colleagues and able-bodied individuals who stay unemployed due to 
laziness should not receive any social benefits:

“Companies can find quality staff this way. Employees put more effort into 
performing well. No more dragging along unqualified workers. Performance 
must be rewarded.” (R2241)
 
“Those who work harder should also get more. This program seems to take this 
into account.” (R2930)
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Some respondents even went a step back in the decision-making process, saying that 
individuals who have committed crimes should not be granted the opportunity for a 
new decision, and thus earlier release, at all:

“Why should anyone be released early at all? If they are proven guilty, the sen-
tence must also be served.” (R1827)

6.1.3.5 Risk of being influenced by AI The next code related to the social impact 
of AI is the risk that algorithms might influence human deciders in their decision-
making. Respondents pointed out that humans working with algorithmic tools might 
adopt the tools’ recommendations without the necessary critical assessment. Conse-
quently, the final decision could differ from the counterfactual, i.e., the outcome of 
a decision-making process without the involvement of software. Moreover, respon-
dents said that the human decider might be both conscious (e.g., to minimize their 
personal responsibility) or unconscious (e.g., due to cognitive bias) about this influ-
ence process as reflected by these example quotes:

“Bank employees will predominantly follow the computer’s prescription as a 
safeguard.” (R618)
 
“Because it depends on the algorithm and because people tend to get comfort-
able, meaning the recruiter may hastily agree.” (R2499)

6.1.3.6 Surveillance by AI Another concern raised by respondents is the possibility 
of using AI for surveillance purposes. They suspected a fundamental lack of trust 
towards people on the part of the institution or company using algorithmic tools for 
decision-making. As illustrated by this example quote, respondents associated the 
scenarios with a dystopian vision of society:

“Ethically, it is not okay to collect this information about [human] behavior. 
The way back to the “control state” is not far with this. Lack of trust in human-
ity also does not lead to the desired result.” (R2900)

6.1.3.7 Loss of diversity Finally, respondents noted that ADM might jeopardize 
social diversity. As algorithms compare individuals with already existing data, it is 
thus likely that such tools will systematically recommend those individuals whose 
characteristics are similar to the training data. Respondents argued that this may com-
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promise the social diversity of groups and, consequently, affect group synergy nega-
tively. The following quotes reflect this concern exemplarily:

“The employees are eventually all the same […] This thwarts new ideas and 
innovations.” (R2594)
 
“Comparisons with “own” employees are not serious. Every person has their 
style and experience and that makes up their personality. I’m not looking for a 
clone of my employee.” (R2536)

6.1.4 Properties of AI

The final theme encompasses five codes and relates to the properties of AI. In total, 
688 responses were assigned these codes, which amounts to approximately 15.8% of 
the total number of assigned codes.

6.1.4.1 AI as an assisting tool The code assigned most often under this theme refers 
to certain advantages of algorithmic tools, such as the ability to screen and compare 
enormous data sets in a short time. Respondents argued that such properties should 
be used in the decision-making process. However, AI assistance should be combined 
with human supervision. The combination of both can positively affect the efficiency 
and quality of the decision as reflected in the following responses:

“It has been demonstrated that statistical evaluation of such data brings added 
value and that the results are often correct. In addition, there is still a human 
control authority involved.” (R1449)
 
“I think such a program can improve the efficiency of decision-making. But the 
ultimate decision and responsibility should be with a human being.” (R2837)

6.1.4.2 Objectivity of AI Another AI property that was mostly evaluated as fair was 
objectivity. Respondents acknowledged that algorithmic decision tools can make 
objective or neutral decisions that are free of emotions, prejudices, and preferences. 
Because such tools decide based solely on data, they treat people equally without 
preferring or rejecting individuals based on their characteristics:

“Basically, there is fairness because the same regulations would apply to every-
one.” (R1085)
 
“A computer program cannot be manipulated and decides rationally.” (R1651)
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6.1.4.3 The person behind AI Other respondents highlighted the fact that algorith-
mic tools used for decision-making are effectively developed by humans. Therefore, 
such tools and the selection of features considered are likely to reflect the opinions, 
worldviews, and biases of those people who write and maintain them as expressed by 
the following example quotes:

“Because programs are written by people like me. And people make mistakes. 
That’s why programs are full of mistakes. It is an illusion to think that comput-
ers are smarter than humans in decision-making. The computers only execute 
algorithms.” (R1589)
 
“Whether this procedure is fair or not depends on the programming. Such pro-
gramming could, for example, contain racist items.” (R1943)

However, some respondents also noted the ambiguity of this aspect. The quality of 
the algorithmic tool may vary greatly depending on the people who participate in its 
development:

“If the program is made by true professionals, the calculated output can actually 
be helpful.” (R3096).

6.1.4.4 AI fallibility Furthermore, respondents critically noted that decisions made 
by an algorithmic tool can simply be wrong which can lead to serious consequences 
for the affected individuals. This fallibility was seen as an inherent characteristic. The 
following example illustrates the expressed concern about the replacement by auto-
mated decision tools that are not necessarily better than their human counterparts:

“This is too much programmed knowledge for me – the human component is 
completely missing. After all, a wrong decision could be made – which pro-
gram is absolutely foolproof? We rely more and more on computers and lose 
our human ability to observe and make decisions.” (R2097)

6.1.4.5 Lack of transparency The last code under this theme refers to the lack of 
transparency in ADM. Respondents argued that the decision or recommendation 
made by the algorithmic decision tool as well as the underlying reasons might not be 
fully comprehensible. They also doubted whether individuals working with the tool 
or individuals being decided upon know the exact decision-making process, e.g., the 
entirety of criteria used as well as their weighting. However, a decision or recom-
mendation along with their justification should be completely transparent to be fair 
as can be derived from the following responses:

“Black box algorithm. Criteria for decision-making are not comprehensible, 
especially when AI is used.” (R1810)
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“The software’s parameters are developed by others. Does the employee in the 
employment agency see through these algorithms? Is the suggestion of the pro-
gram completely comprehensible for them?” (R3597)

6.2 Identified Codes, Fairness Evaluation, and Context Dependency

As we mentioned above, our study’s focus lies on the qualitative analysis of the tex-
tual fairness explanations. However, respondents’ textual explanations may depend 
on their fairness rating on the closed-ended fairness question (see section “Data”). 
To investigate how the identified codes are distributed across respondents’ fairness 
evaluations, we briefly examine this aspect quantitatively (Fig. 1).

Overall, 19 out of the identified codes were predominantly associated with 
negative fairness evaluations of the presented scenarios. On the contrary, AI as an 
assisting tool, Objectivity of AI, Purpose of AI, and Meritocracy were coded more 
frequently in connection with positive fairness evaluations. This uneven distribu-
tion of our codes seems to reflect Kern et al.’s (2022) findings who, using quantita-
tive analysis of the closed-ended fairness ratings, concluded that respondents were 
rather skeptical about the use of automated decision tools especially in high-stakes 
scenarios. Interestingly, the four codes assigned with predominantly fair evaluations 
refer to aspects surrounding the efficiency of algorithmic tools, which is a property 
highlighted as one of the central advantages by supporters of such technologies. In 
other words, individuals who perceive ADM systems to be fair seem to do so due to 
sharing the notion that ADM systems and AI can reach better (i.e., more objective) 
decisions in a shorter time.

Respondents’ textual responses may also depend on the scenario (banking, hiring, 
criminal justice, unemployment) and the dimension levels of the vignette preceding 
the open-ended fairness evaluation since the open-ended question was asked after 
one randomly chosen vignette per respondent only. As shown in Kern et al. (2022), 
fairness ratings, measured via the fairness rating scale, depend on the context of 
the application. To briefly investigate this possibility, we contrast our results against 
the hypothetical scenarios. Overall, there does not seem to be a strong tendency for 
respondents’ textual responses on fairness, as studied in this paper, to depend on 
the context of the application Supplementary Material 1. Likewise, we do not find 
strong dependence on the individual dimension levels, with a few notable excep-
tions. When looking at the distribution of codes according to the first vignette dimen-
sion, namely action type, several aspects stand out (see Online Resource 5). The 
code Interpersonal contact, as well as the codes relating to algorithms’ properties, 
mentioned previously in this subsection, namely Objectivity of AI, Meritocracy, and 
Purpose of AI were coded more frequently in connection with punitive actions. This 
indicates, on the one hand, that interpersonal dialogue and empathy are particularly 
important when a decision is likely to negatively affect an individual. On the other 
hand, the emphasis on algorithms’ characteristics and the intention behind their use 
might indicate that it is precisely the belief in the alleged algorithmic objectivity and 
the meritocratic nature that serves as an additional factor legitimizing decisions that 
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have severe consequences for individuals, even if the decisions might be unfair. In 
contrast, the codes Autonomy of the affected person and Unequal access to resources 
were assigned more frequently in connection with assistive actions. This seems plau-
sible, as punitive actions usually have a top-down character and are more likely to 
be accepted as being a consequence of a certain behavior, which limits the scope 
of individual autonomy. In contrast, this autonomy becomes even more important 
when it comes to access to resources as it empowers individuals to advocate for 
themselves. When looking at the distribution of codes according to the next vignette 
dimension – internet data being either used or not – two codes stand out: Distorted 
data and Violation of privacy (see Online Resource 6). Both were assigned more 

Fig. 1 Number of textual responses, by code and fairness evaluation. Note: “Fair” refers to respondents 
who chose very fair or somewhat fair on the closed-ended fairness question. “Unfair” refers to respon-
dents who chose not at all fair or not very fair
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frequently in connection with scenarios in which additional internet data was used 
for decision-making. This seems plausible as the risk of manipulation or incorrect 
representation of reality is higher for internet data compared to e.g., administrative 
data. At the same time, how a person chooses to present themselves on the internet is 
a private matter that should not underlie a decision-making process. When looking 
at the distribution of codes across the levels of the last vignette dimension (type of 
decision-making about the degree of human leeway, see Online Resource 7), three 
codes stand out: Limited data, Human decider, and AI as an assisting tool. The first 
two codes were assigned more frequently in connection with scenarios describing 
an algorithm making the decision autonomously, i.e., without human involvement. 
In the case of Limited data, the code might reflect the contrast between a human and 
an algorithm regarding the request of additional data. While an algorithm makes the 
decision based on the (likely limited) data material that is available at the time the 
decision is made, the human decider can obtain more in-depth information if they 
believe it is necessary to make a well-considered decision. The code Human decider 
may also have been assigned more often in connection with this dimension level due 
to the contrast between a human and an algorithm.

7 Discussion

In the following, we address our most striking findings as well as the resulting impli-
cations for the use of ADM and directions for further research. The aim of our study 
was to explore which subjective aspects do individuals consider when assessing the 
fairness of ADM. Respondents addressed a wide range of topics which is reflected in 
the 23 codes and four themes that we identified: Human elements in decision-making, 
Shortcomings of the data, Social impact of AI, and Properties of AI.

7.1 Aspects Affecting Fairness

Regarding our research question, we found that individuals take a strong human-cen-
tric stance when elaborating on fairness in ADM. By far the most frequently assigned 
codes relate to the human aspects of decision-making processes. On the side of those 
affected by a decision, the recognition of their individuality is of great importance. 
Accordingly, a person’s characteristics and needs should be considered indepen-
dently so that the decision can be tailored towards them. Despite respondents’ aware-
ness that human deciders might be biased, it is them and not the algorithms that can 
recognize the humanness in another individual. One response pinpoints this ambiva-
lence: “Humans decide not only rationally, but especially emotionally. Such deci-
sions are certainly not always good, but they make us human.” (R80). Even aspects 
that we have summarized under the seemingly technical theme Shortcomings of the 
data were often framed from a human standpoint. Thus, the complexity and dynamic 
nature of a human identity is not easy to capture in numbers that could be processed 
by an algorithm. Such shortcomings might be balanced out by human deciders, as an 
individual’s current and detailed circumstances can be further explored in a face-to-
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face conversation: “A one-hour interview can possibly result in a better assessment 
than just reviewing the resume.” (R1852).

Next, we identified certain algorithmic properties that might positively affect a 
decision-making process. First, respondents evaluated the human-in-the-loop sce-
narios mostly as fair based on the algorithm’s ability to process large amounts of 
data within a short time (recall the three codes mostly associated with a fair rating 
in Fig. 1). Second, because algorithmic tools process only data, they are believed to 
be objective. This neutrality was frequently associated with equal treatment. One 
respondent said explicitly that a fully automated system “could be an opportunity 
for those who could not find work due to their appearance.” (R3507). This notion 
contradicts the view that algorithms systematically exclude people from access to 
resources, which we also found in the data. This contrast can be interpreted twofold. 
First, concerns about the impact of AI might arise due to AI awareness as evidence 
shows that individuals who possess more AI knowledge tend to perceive it as riskier 
(Yigitcanlar et al., 2022). Second, individuals, especially those who have experi-
enced discrimination in decision-making processes guided solely by humans, might 
see a potential in AI for objective and fair decisions.

Another intriguing finding is that the deployment of algorithms seems to be legiti-
mized and therefore mostly evaluated as fair when the purpose for the use is high-
lighted. While such a goal-oriented attitude is not necessarily harmful, it raises some 
issues and should thus be critically examined. For example, one respondent said: “In 
our welfare state, too many people hide behind social networks, transparency must 
be established, a high-performing society cannot afford parasites in the long run.” 
(R3678). This response seems to reflect a neoliberal notion of a meritocratic society. 
This might be investigated further by examining how societal beliefs regarding the 
redistribution of resources affect fairness evaluations of ADM.

Although we are cautious about the generalizability of our qualitative findings, 
there are obvious parallels to studies with similar designs that need to be addressed. 
As in the studies by Helberger et al. (2020), Bankins et al. (2022), and Formosa 
et al. (2022), we were able to show that individuals attach great importance to the 
human aspect of decision-making processes. Humans, as emotional and empathic 
beings, are believed to understand and consider the whole context of another person’s 
circumstances and thus make fair decisions (Bedemariam & Wessel, 2023). At the 
same time, our study also shows that an algorithm’s objectivity seems to be among 
the main reasons why automated decisions were evaluated as fair (Bankins et al., 
2022; Schoeffer et al., 2021). Similar to Yurrita et al.’s (2023) findings, our responses 
indicate a preference for keeping a human as the final decider even if an algorithm is 
involved in the decision-making process.

Ultimately, the textual responses address specific values such as privacy, auton-
omy, or transparency. These are not only closely related to an individual’s rights, 
but also have relevance within the jurisdiction of the EU, which regulates the use 
of information technologies, e.g., with the EU AI Act. Although the presented sce-
narios in our study were purely hypothetical, similar tools are already used, e.g., in 
HR and recruiting, and discussed in, e.g., public employment services (Bach et al., 
2023). Similar profiling tools that focus on providing a risk score and that leave the 
discussion with a human, are likewise widespread, as evidenced by, e.g., SCHUFA, 
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a German credit scoring system that is often required when applying for a credit card 
or signing a rental agreement (Elmer, 2021).

From a public law perspective, the increasing use of ADM tools will certainly 
affect some personal rights such as non-discrimination or information rights (Hof-
mann, 2023). A possible remedy to the negative outcomes due to ADM might be 
the “right to an explanation” of an algorithmic decision as guaranteed by the EU’s 
GDPR. Besides debates around the interpretation of said right, research shows that 
the practical realization of this right is not necessarily straightforward: on the one 
hand, the explanations provided to the individual upon their request might vary in 
the breadth and depth of their content (Dexe et al., 2020), which is likely to affect 
the individual’s understanding of the decision-making process. On the other hand, 
individuals might prioritize different aspects of an explanation depending on their 
personal background or domain knowledge (Hamon et al., 2021; Kern et al., 2023).

7.2 Limits to Technical Fairness Metrics

In addition to the strong human-centric stance emerging from the textual responses 
that we described in the last subsection, respondents often addressed certain char-
acteristics of the data being used in the process of decision-making. Those aspects 
are an important intersection between our findings and existing technical fairness 
metrics. Indeed, these metrics aim at increasing fairness by focusing on the data 
processed in the context of ADM. However, they often provide targeted solutions 
and cannot account for fundamental shortcomings due to poor data quality. Since 
algorithmic systems are increasingly used by public authorities, there is an urgent 
need for standardized data quality requirements and regulations at, e.g., the EU level. 
The development of such standards is one of the goals of the European Commission 
to make AI “inclusive, non-biased, and trustworthy” (Balahur et al., 2022). Standards 
would thus target the source of potentially adverse social outcomes caused by ADM, 
including those we identified based on the textual responses. Ideally, such data qual-
ity requirements should accommodate both proposed metrics of fairML scholars’ and 
individuals’ fairness perceptions regarding personal data.

Furthermore, the responses reveal a nuanced understanding of fairness that goes 
beyond proposed fairML metrics. The bottom-up approach to fairness highlights a 
variety of individual views that are not free of contradictions as illustrated by the 
examples in subsection 7.1. These are largely determined by intersections of vari-
ous characteristics. Kern et al. (2022) who explore the same dataset quantitatively 
by focusing on respondents’ fairness ratings using the closed-ended scale mentioned 
above, acknowledge that varying fairness evaluations might indicate the presence 
of self-interest or social identity effects. While our findings point to the limitations 
of fairML metrics, they do not allow for a concise fairness definition that would 
consider all identified aspects. We provide a broad insight to individual fairness per-
ceptions; however, more research is needed that should shed light on the interplay 
between individual characteristics and contextual factors in ADM that affect those 
subjective fairness perceptions. A sound theoretical basis could be a first step towards 
analyzing this interplay in the future. In the context of this paper, we have grounded 
our theoretical considerations on fairness in ADM in the social construction of tech-
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nology (Bijker, 2010), which we discuss against the backdrop of our findings in the 
next subsection.

7.3 Re-Imagining Algorithmic Tools

The perspective of social construction of technology (Bijker, 2010) assumes that 
technologies are socially shaped artifacts. This critical stance towards technological 
determinism offers some leeway for re-imagining technology. Recent evidence from 
workshops (Scott et al., 2022) and interviews combined with design fiction exercises 
(Wang et al., 2023) conducted to explore alternative technologies in the context of 
public employment agencies show that AI technologies as imagined by jobseekers 
and those who support them have little in common with currently deployed algo-
rithms for statistical prediction of outcomes. According to these stakeholders, the 
intention behind such technologies should primarily focus on empowering people 
and seeing them as whole individuals. We observed some parallel findings in our 
data. For example, one respondent criticized the punitive character of an algorith-
mic tool in the unemployment scenario: “…because one can see the intention to cut 
payments without a genuine recognition of the affected individual’s situation…” 
(R3045). Another respondent took the opportunity to creatively describe the concept 
of an algorithmic system that could prove helpful for jobseekers without restricting 
their autonomy: “I see this as a kind of job fair, where the unemployed can look at 
what others with a similar resume have done to re-enter the job market. They can 
use this as an orientation to consider whether, e.g., a retraining could be useful and 
beneficial for themselves.” (R3372). These instances show that fairness seems to be 
dependent on the underlying intention to use the algorithm for a purpose. In turn, 
the purpose of such tools is likely to drive their development in a specific direction. 
Prominent examples of unfair social outcomes caused by algorithms might be an 
occasion to rethink the purpose of such systems or as Wang et al. expressed it: “it is 
clear that a shift away from the focus on predicting social outcomes of individuals 
is required” (Wang et al., 2023:2). Including the ideas and perspectives of the most 
affected stakeholders by consulting them during both the early conceptualization and 
the critical stages throughout the design process of algorithmic technologies might 
positively contribute to the perceived fairness of such systems. At the same time, 
given the rapid advances in the automation of various decision-making processes 
during the last decades, it is imperative to examine how much the members of the 
general population know about this automation development, whether and how they 
assess the associated risks that such systems might pose to their e.g., autonomy, and 
what opportunities they have to express their opinions and concerns. In the follow-
ing subsection, we refer to recent research on this topic and discuss it in light of our 
findings.

7.4 Public Awareness Regarding AI

The last point we highlight is AI awareness by the public. A recent paper by Kieslich 
et al. (2023) investigated Germans’ public opinion towards AI. Their results reveal 
a rather indifferent attitude of German citizens regarding AI with educational level 
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and interest in the topic being predictors of concerns with AI. Issues such as fairness, 
accountability, or transparency, although frequently addressed in political and aca-
demic discourse, do not seem to resonate with the general population (Kieslich et al., 
2023). Against this backdrop, our data shows a puzzling variety of ethical concerns 
regarding social inequality, transparency, or autonomy in the context of ADM. One 
explanation might be the circumstance that the textual responses we examined were 
provided as direct responses to the vignette scenarios presented, which were a steady 
point of reference. Nevertheless, isolated responses on semi- or fully automated deci-
sion-making indicate a low level of AI awareness: “I cannot imagine that there is a 
computer program for this.” (R343), “I have heard little of it and do not really know.” 
(R1214), and “[B]ecause I am not that informed.” (R3119). Those responses were left 
uncoded due to the lack of thematic relatedness to fairness. We do not claim that they 
confirm Kieslich et al.’s (2023) findings, but the discrepancies in our results provide 
a starting point for further research on AI awareness in the general population.

8 Strengths and Limitations

The major strength of our study lies in the combination of a qualitative approach that 
allows for data immersion with a probability-based sample that is representative for 
the German population. Previous qualitative research on ADM was mostly conducted 
on small samples, sometimes recruited by convenience sampling approaches that 
leave it open whose opinion is represented. Our design, combining a large probability 
sample with a qualitative approach to uncover the nuances in respondents’ opinions 
and views, aims to balance sample breadth and generalizability of the findings versus 
the depth of the phenomena studied.

However, this study also has some limitations. First, the open-ended responses 
were collected in an online survey without the possibility of further inquiry into 
respondents’ initial thoughts. Therefore, the individual responses, though allow-
ing for more nuanced analysis than closed-ended survey responses, are inevitably 
superficial.

Second, respondents evaluated the fairness of hypothetical scenarios. Therefore, 
the content of the vignettes may have influenced not only their fairness evaluation 
but also the explanation they provided with the textual responses. However, our brief 
contrast of the fairness codes versus the ADM context revealed only minor context 
and vignette dependency of fairness perceptions (see subsection 6.2).

Third, we acknowledge some ambiguity in the vignette content regarding the third 
dimension (see section “Data”, the degree of human leeway concerning the computer 
program). Regardless of the level of this dimension, all vignettes mentioned a pro-
gram that was developed specifically to make a particular decision. This means that 
even in the scenario with maximum human leeway, the human decision-maker still 
decides based on data used by the computer program. Due to this ambiguity, we can-
not rule out that respondents who evaluated those scenarios nevertheless thought of 
an algorithm or its recommendation assisting the human decision-maker. This is sup-
ported by the fact that AI-specific codes such as AI as an assisting tool, Purpose of 
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AI, or Objectivity of AI were assigned in connection with scenarios in which a human 
decider compared data processed by the computer program.

Fourth, although we derived our codes directly from the data and discussed every 
step of the analysis to reach a consensus, we cannot entirely rule out subjectivity 
which could potentially have biased our findings.

Fifth, we focused our attention on getting a nuanced understanding of partici-
pants’ textual responses while mostly ignoring additional data collected in the survey 
through closed-ended survey questions. Future research may want to revisit our data 
and findings, while taking additional respondent characteristics into account, e.g., 
by using a combined qualitative-quantitative analytical strategy. Regarding the gen-
der variable in the data, we furthermore point out that it was collected in a binary 
form. An answer other than “female” or “male” resulted in item-nonresponse (this 
applies to two respondents). Consequently, our data provides only limited insight 
into potential differences in fairness perceptions between genders. Future research 
should therefore use inclusive measurement instruments that allow representation of 
all genders in the data.

Ultimately, respondents were not provided with a fairness definition when answer-
ing the survey questions. This means that they assessed the fairness of the scenarios 
according to their subjective understanding of fairness. The seemingly conflicting 
codes discussed in the previous section seem to reflect the differences in individual 
fairness perceptions. However, similar frictions also exist between established fair-
ness definitions used in the fairML literature as highlighted in recent publications 
(Alves et al., 2023; Garg et al., 2020). Future research may want to examine the 
similarities between these frictions.

9 Conclusion

The increasing deployment of ADM tools in both private and public sectors along 
with prominent examples revealing their discriminating potentials have sparked dis-
cussions about the consequences of algorithms on fairness and inequality. Existing 
fairness evaluations in ADM focus on technical notions of fairness without consider-
ing how fairness in the context of ADM is understood by potentially affected individ-
uals. To shed light on those subjective fairness perceptions, we analyzed 3697 textual 
responses to hypothetical ADM scenarios embedded in the German Internet Panel 
(Wave 54, July 2021), a probability-based longitudinal online survey. The inductive 
content analysis yielded 23 individual codes reflecting various aspects relating to 
four overarching themes in the context of ADM: Human elements in decision-mak-
ing, Shortcomings of the data, Social impact of AI, and Properties of AI. Our findings 
show that individual understandings of fairness are nuanced, exceeding the scope of 
hitherto proposed mathematical fairness concepts in ADM. Our study contributes 
to previous research on subjective fairness perceptions in ADM by highlighting the 
limited focus of technical fairness metrics and provides valuable insights regard-
ing the factors that might affect fairness in ADM from the perspective of affected 
stakeholders.
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