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Abstract
A plethora of research has shed light on AI’s perpetuation of biases, and the primary focus has been on technological fixes 
or biased data. However, there is deafening silence regarding the key role of programmers in mitigating bias in AI. A signifi-
cant gap exists in the understanding of how a programmer’s personal characteristics may influence their professional design 
choices. This study addresses this gap by exploring the link between programmers’ sense of social responsibility and their 
moral imagination in AI, i.e., intentions to correct bias in AI, particularly against marginalized populations. Furthermore, 
it is unexplored how a programmer’s preference for hierarchy between groups, social dominance orientation-egalitarianism 
(SDO-E), influences this relationship. We conducted a between-subject online experiment with 263 programmers based in 
the United States. They were randomly assigned to conditions that mimic narratives about agency reflected in technology 
determinism (low responsibility) and technology instrumentalism (high responsibility). The findings reveal that high social 
responsibility significantly boosts programmers’ moral imagination concerning their intentions to correct bias in AI, and it 
is especially effective for high SDO-E programmers. In contrast, low SDO-E programmers exhibit consistently high levels of 
moral imagination in AI, regardless of the condition, as they are highly empathetic, allowing the perspective-taking needed 
for moral imagination, and are naturally motivated to equalize groups. This study underscores the need to cultivate social 
responsibility among programmers to enhance fairness and ethics in the development of artificial intelligence. The findings 
have important theoretical and practical implications for AI ethics, algorithmic fairness, etc.

Keywords Social responsibility · Moral imagination · Social dominance orientation-egalitarianism (SDO-E) · Bias · 
Artificial intelligence · Programmer’s role · New engineer

1 Introduction

In recent years, given society’s increasing reliance on AI, 
the societal and ethical implications of artificial intelli-
gence (AI) have been the subject of much attention from 
various disciplines, particularly concerning bias in AI. 
Understanding the role of programmers and how their 
individual characteristics influence their professional out-
comes in their design is pivotal to avoiding discrimination 
and further harm to marginalized populations [47]. Given 

the potential unintended consequences that mainly harm 
marginalized populations, researchers have urged design-
ers to anticipate all potential outcomes of digital solu-
tions [38, 61]. AI systems, which we define as machines 
designed to mimic human behavior, analyze patterns in 
large datasets, and automate decision-making [3], have 
been shown to not only mirror society’s prejudices but 
also, in some cases, even amplify them [79] and infringe 
on fundamental human rights. A growing body of litera-
ture is shedding light on biases [13] in areas such as hiring 
[73], resource allocation [4] and policing [2], revealing 
that AI applications often discriminate against margin-
alized populations such as women, people of color, and 
people with disabilities [30, 46, 92].

Despite compelling evidence of the threat posed by AI 
biases, debates persist about whether it is programmers’ 
responsibility to ponder their creations’ societal and ethical 

 * Arlette Danielle Román Almánzar 
 arlettedanielle@gmail.com

1 University of Mannheim, Mannheim, Germany
2 Heidelberg University, Heidelberg, Germany
3 University of Hamburg, Hamburg, Germany

http://crossmark.crossref.org/dialog/?doi=10.1007/s43681-024-00516-4&domain=pdf
http://orcid.org/0000-0002-2563-4275


 AI and Ethics

consequences concerning marginalized stakeholders, espe-
cially when dealing with autonomous systems that function 
independently from the human operator [65]. Hence, it is 
common to see that programmers often deny their social 
responsibility and argue that their role is solely related to 
technical aspects. However, Pesch [61] argues that technol-
ogy mirrors society’s values, hence, “it can be seen as a 
moral obligation of engineers to take responsibility for their 
work.” Consequently, those who collaborate in the design 
have a shared responsibility as their worldviews and val-
ues are reflected in the technology [35, 61, 80]. Moreover, 
recent evidence suggests that, albeit unintentionally, pro-
grammers may transfer their biases to their algorithms [41]. 
In response, Wachter et al. [86] developed a tool providing 
different fairness metrics aligned with the European Union’s 
nondiscrimination principle. This principle is enshrined in 
numerous AI ethics guidelines, over 170 guidelines [1], as a 
potential remedy for upholding fairness.

This tool is intended to support AI programmers in pre-
venting discrimination lawsuits and helping them develop 
more ethical AI. However, using such tools will depend on 
the programmer’s competence and acknowledgment of their 
role and social responsibility in mitigating bias in AI. Social 
responsibility is defined as “… individuals’ obligation to act 
with care by being aware of the impacts of their actions on 
others, to see the issues from the perspectives of others, with 
particular attention to disadvantaged populations” [15]. It 
is known to be linked to prosocial behaviors and endorsing 
equality in outcomes [59], which could alleviate some of the 
exposed issues. Additionally, Coeckelbergh [19] proposes 
that expanding engineers’ moral imagination, i.e., antici-
pating unintended consequences of engineering failure for 
stakeholders who have not been considered, can be a strategy 
to avoid engineering failure [15].

Nevertheless, we do not know how to influence program-
mers’ moral imagination concerning marginalized stake-
holders in AI. Unfortunately, programmers’ influence tends 
to be overlooked in the academic literature and in the tech 
industry. Most of the conversation around combating bias 
in AI revolves predominantly around biased data and the 
AI model [97], or as articulated by Nissenbaum [55], the 
inclination to use computerized systems as “scapegoats.” 
Moreover, most ethical guidelines for AI craft commitments 
for large tech companies and the discourse on social respon-
sibility revolve around broader corporate social responsibil-
ity, overlooking the individual’s role [31]. To date, there is 
no empirical evidence concerning the traits of individual 
programmers and how these traits influence design deci-
sions regarding marginalized stakeholders in AI. No previ-
ous study has provided quantitative evidence of how social 
responsibility drives individual programmers’ moral imagi-
nation to prevent further harm to marginalized groups, let 
alone insights into increasing AI programmers’ intention 

to correct bias in AI. Additionally, understanding how an 
individual programmer’s personality type, e.g., social domi-
nance orientation-egalitarianism (SDO-E) or preference for 
hierarchy and inequality between groups, might moder-
ate this relationship and impact professional outcomes is 
limited.

It remains unclear empirically whether programmers’ 
moral imagination varies concerning marginalized stake-
holders in AI, i.e., the intention to anticipate and correct 
bias harming marginalized populations. Without strict 
regulations to protect marginalized groups, this variation 
poses significant risks. Considering this, we pose the fol-
lowing questions: how does a programmer’s sense of social 
responsibility (low vs high) mold their moral imagination?, 
i.e., intentions to correct bias in AI systems. How does their 
personality type concerning their preference for inequal-
ity and hierarchy between groups (SDO-E) moderate this 
effect? This study aims to gauge programmers’ moral matu-
rity based on levels of social responsibility towards AI. Fur-
thermore, we relate the high vs. low social responsibility 
vignettes to the agency attributed by two main theories of 
technology. High social responsibility aligns with  tech-
nology instrumentalism, i.e., humans drive technology. 
Whereas low social responsibility aligns with technology 
determinism, i.e., humans cannot influence the evolution of 
technology.

To answer these questions, we draw from theories of 
social responsibility [15, 21, 25, 68], technology instrumen-
talism [14, 36, 75], technology determinism [18, 96], moral 
imagination [19, 43, 52, 87–89], and social dominance 
orientation-egalitarianism (SDO-E) [40, 54, 63, 70]. We 
contend that a heightened sense of social responsibility 
increases programmers’ moral imagination, i.e., intention 
to correct bias against marginalized stakeholders in AI in 
comparison to low social responsibility. Feeling responsi-
ble toward others can drive motivation and behavior [16], 
with prosocial individuals exhibiting greater endorsement 
of equality in societal outcomes and cooperation in social 
dilemmas [26]. Moreover, the interplay between program-
mers’ social responsibility and their moral imagination, par-
ticularly favoring marginalized stakeholders in AI, will be 
moderated by personality types such as social dominance 
orientation-egalitarianism (SDO-E), i.e., preferences for 
policies sustaining hierarchies between groups.

SDO-E is a subset dimension of SDO that is linked to 
constructs such as modern racism, opposition to affirmative 
action, and other policies that seek to level the playing field 
for marginalized populations [40, 45, 54, 60, 63]. Enhancing 
moral imagination requires perspective-taking and empathy, 
and low-SDO individuals demonstrate more empathy than 
their high-SDO counterparts [54, 87–89]. Hence, we expect 
that low SDO-E individuals will have a naturally elevated 
moral imagination, i.e., an intention to correct bias in AI, 
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demonstrating more intentions to correct bias than their 
counterparts in all conditions (low and high social respon-
sibility). We propose that a narrative that makes high SDO-E 
individuals socially responsible for correcting bias in AI can 
be a strategy to enhance their moral imagination in compari-
son to one that lowers their social responsibility. In the low 
social responsibility condition, we expect their predisposi-
tion to resist policies that seek to equalize groups to reduce 
their moral imagination, i.e., the intention to correct bias in 
AI, as it aligns with their preference to maintain hierarchy 
between groups.

To test our model, we conducted an online between-sub-
ject experiment via UNIPARK and recruited 263 computer 
programmers residing in the United States in Prolific. We 
manipulated programmers’ sense of social responsibil-
ity (low vs. high), measured their moral imagination with 
the proxy of “intentions to correct bias in AI,” and evalu-
ated their SDO-E levels, among other variables. The pro-
grammers were randomly assigned to social responsibility 
conditions. Our model is supported, showing that SDO-E 
moderates the relationship between social responsibility and 
moral imagination but only for high SDO-E individuals, as 
low SDOE individuals are naturally motivated to correct 
bias. A high social responsibility narrative, akin to technol-
ogy instrumentalism, was transformative for high SDO-E 
individuals, as their moral imagination was significantly 
enhanced compared to that in the low social responsibility 
condition.

Our study contributes to theory in several ways. First, we 
expand on the literature on social responsibility, technol-
ogy instrumentalism, technology determinism, and moral 
imagination in AI. We provide empirical evidence that a 
heightened sense of social responsibility will increase pro-
grammers’ moral imagination in the context of AI. We also 
provide evidence on the impact of the two main narratives of 
technology on the moral imagination. Second, we contribute 
to the literature on social dominance orientation (SDO) and 
its new egalitarianism subdimension (SDO-E) by elucidating 
its relevance to the professional outcomes of AI program-
mers and bias correction. Third, we expand the literature on 
algorithmic fairness and AI ethics, as we advocate focusing 
not only on biased data but also on the programmer’s role. 
Fourth, we bridge the broader engineering literature with 
the field of AI, drawing from robust research on designers’ 
responsibilities and extending it to the emergent roles of 
designing artificial intelligence and autonomous systems.1

These findings have important implications for actors 
within the AI ecosystem, including researchers, develop-
ers, programmers, tech companies, managers, policymak-
ers, and stakeholders, highlighting the imperative to bolster 
programmers’ sense of social responsibility to enhance their 
moral imagination and ensure fairness in AI. Moreover, we 
encourage companies to build interdisciplinary development 

teams to consider the ethical and societal implications of AI. 
This study paves the way for new strategies and improved 
policies to target individuals with high SDO-E levels who 
refuse to play a role in combating bias in AI. Moreover, it 
underscores the importance of understanding the interplay 
between individual values and professional responsibilities 
in the rapidly evolving field of AI.

The first section of this paper will provide an overview of 
the literature on responsibility in AI, discussing the debates 
surrounding the main foundational theories and derivatives. 
The following section will discuss the social responsibility 
of engineers and agency according to technology instru-
mentalism and determinism, followed by an overview of the 
literature on social dominance orientation, moral imagina-
tion, and its application in the context of AI. Then, we delve 
into our methodology, present our findings, and discuss our 
research’s implications, limitations, and future directions.

2  Literature review

2.1  Responsibility and artificial intelligence

“When executing an intentional action, deliberately blind-
ing oneself to an outcome is not ordinarily seen as ending 
responsibility; rather, it is termed wilful negligence. The 
same should hold true for not following adequate proce-
dures to ensure transparency in the construction of intel-
ligent artefacts [12, 95]. Since we have perfect control over 
when and how a robot is created, we also have responsibility 
for it. Assigning responsibility to the artefact for actions we 
designed it to execute would be to deliberately disavow our 
responsibility for that design. Currently, even where we have 
imperfect control over something as in the case of young 
children, owned animals, and operated machinery, causing 
harm by losing control entails at least some level of respon-
sibility to the moral agent, the legal person.” [9]

1 Engineer: a person whose job is to design or build machines, 
engines, or electrical equipment, or things such as roads, railways, or 
bridges, using scientific principles such as a civil engineer, a software 
engineer, or a mechanical engineer (Cambridge Dictionary).
 Software engineering: branch of computer science dealing with 
design, development testing, and maintenance of software applica-
tions systems that mimic human functions. (What Is an AI Engineer? 
(And How to Become One) | Coursera, 2023)(The Link between Arti-
ficial Intelligence (AI) and Software Engineering, 2023).
 AI programmers/engineers: a subset of software engineering, indi-
viduals who use AI and machine learning techniques to develop 
applications and systems that mimic human functions. (What Is an 
AI Engineer? (And How to Become One) | Coursera, 2023)(The Link 
between Artificial Intelligence (AI) and Software Engineering, 2023).
 AI programmers/engineers: a subset of software engineering, indi-
viduals who use AI and machine learning techniques to develop 
application.
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Dr. Johana Bryson is one of the leading experts opposing 
the idea of attributing moral agency to robots and artificial 
intelligence (AI) regardless of their autonomy. The quota-
tion above is a resounding statement within a society rely-
ing increasingly on technology disconnected from human 
operators [50]. Her stance is also the one most aligned with 
current legal frameworks and with the instrumentalist theory 
of technology [27], i.e., that technology is a tool and that 
humans drive the direction and use of technology [14, 36] 
as directly or indirectly, designers specify AI intelligence 
and how AI acquires intelligence. This view is similar to 
computer ethics, which centers responsibility around human 
designers and users [36].

The narrative around “trustworthy AI,” “responsible AI,” 
and “autonomous machines” attributes human qualities to 
technology despite moral agency. Gunkel [36] revisits Win-
ner’s [94] (p. 16) critique of these anthropomorphic concepts 
by arguing that to be “autonomous” is to be self-governing 
and free from an external law or force—an unmet condition 
as humans impose the external law of machines. In con-
trast to the instrumentalist view, some scholars have pro-
posed that AI agents should be held responsible for their 
actions [75] because they believe that they will soon mimic 
human consciousness [33]. However, Bryson [8] counters 
this argument, warning against the intentional choice of 
designing AI to mimic consciousness and moral agency. 
She advises against such designs to avoid ethical dilemmas 
and complexities.

Conversely, technology determinism theory posits that 
technology is autonomous and drives social phenomena, 
reducing the role of human actors, agency, and responsibil-
ity [18] and the social constraints humans can enforce on 
technological development [96]. Matthias [50] also opposes 
the instrumentalist perspective, arguing that new technolo-
gies have created “responsibility gaps” and the problem of 
“many hands” [55], where the involvement of many actors 
in the design of complex computer systems blurs the lines of 
responsibility. Stahl [77] introduces the concept of “quasi-
responsibility,” assigning functional responsibility to some 
robots even though they lack full moral agency, while John-
son [42] advocates for a distributed responsibility model, 
and Tigard [83] challenges Matthias [50] by stating that 
there are no “responsibility gaps” under pluralistic concep-
tions of moral responsibility.

The primary concern with attributing responsibility to 
computerized systems lies in shifting the focus from humans 
to machines, conveniently using computers as “scapegoats” 
[55], e.g., blaming robots for war crimes [9, 11, 69]. This 
diversion of responsibility could lead to a decreased incen-
tive to ponder broader ethical and societal consequences of 
engineers’ designs, and this is the issue we investigate in this 
study. The existing body of literature on responsibility does 
not address the impact of their narratives on the professional 

outcomes of AI programmers, especially concerning their 
moral imagination and intention to address harmful bias.

This paper steers clear of the rich debates about respon-
sibility in AI. Instead, we opt for a human-centered perspec-
tive on responsibility that advocates for the social responsi-
bility of engineers and AI programmers. We draw from the 
German literature on ethics of technology, Hans Lenk’s [48] 
“Mitverantwortung,” or shared responsibility distributed 
across a network, explained in Coeckelbergh [19]. Many 
scholars see this as the best solution to the complexity of 
the “many hands” [55] problem of collaborative work, e.g., 
individual programmers are part of larger teams and inter-
act with clients and managers. However, they underscore 
that shared responsibility does not mean a lack of individual 
responsibility and that both are possible simultaneously. 
Thus, each person still bears individual social responsi-
bility as part of design teams and as an individual [19]. 
Nyholm [56, 57] further contributes that even so, a human 
collaborator should take responsibility for an autonomous 
system, regardless of the “many hands” problems, and poses 
questions such: as who is supervising? Whose preferences 
are guiding autonomous systems, and who is in control? 
[83]. This paper encourages individual social responsibility 
among professionals while acknowledging complexities and 
underscoring shared responsibility in AI development.

2.2  Social responsibility

“…Dante Marino and Guglielmo Tamburrini [49] suggest 
that we can bridge the gap with individual computer scien-
tists and engineers, along with their organizations. These 
actors can evaluate relevant risks and benefits, say, from 
machine-learning robots that might cause harm. They can 
help to identify in advance the damages that are deemed 
socially sustainable and the criteria for appropriately dis-
tributing liability for damages, even where “there is no 
clear causal chain connecting them to the damaging events” 
[49] (p. 49). By developing clear rules and criteria, on this 
approach, the gap is bridgeable both retrospectively and pro-
spectively with the help of scientists and engineers. Simi-
larly, individuals who might be plausibly held responsible 
are those in command of a machine’s behavior—picture 
military commanders or soldiers giving orders to military 
robots [38].” [83].

Engineers have been criticized for not recognizing their 
role in the societal impacts of their technological innova-
tions [51]. This has sparked a debate about whether their 
task is purely technical or whether their creations’ societal 
impacts should also be considered part of their work. The 
demand for “the new engineer” [21] is more pervasive than 
ever for designers who not only are proficient in knowledge 
about technical skills, e.g., programming, math, and phys-
ics but also possess an understanding of the societal and 
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ethical implications of their creations, a holistic engineer 
[15, 53, 74].

Engineering codes of ethics highlight the imperative of 
positively contributing to society and avoiding harm [78]. 
We define social responsibility as “individual’s obligation to 
act with care by being aware of the impacts of their actions 
on others, to see the issues from the perspectives of others, 
with particular attention to disadvantaged populations” [15]. 
O’Connor and Cuevas [58] (p. 34) define social responsibil-
ity as helping others in need, while others describe it as the 
duty to act in a way that benefits society [6, 66]. Engineers 
for Social Responsibility stand by the objective to “encour-
age and support social responsibility and a humane profes-
sional ethic in the uses of technology” [15].

Studies on social responsibility have predominantly 
focused on corporate social responsibility and consumer 
behavior [25, 31], often overlooking the role of the indi-
vidual. Nevertheless, individual actors ultimately steer the 
actions of business entities or artificial persons [68]. Hence, 
this study focuses on the role of individual AI program-
mers, who exert the most direct influence on AI systems 
and development.

Secchi [68] affirms that social responsibility is expressed 
through an individual’s prosocial attitudes and indicates 
their ethical values and the “obligation to consider the 
effects of their decisions and actions on the whole social 
system” [23]. The social responsibility of individuals has 
been studied in fields such as ethical and moral reasoning 
[59], societal and environmental impacts of engineering 
designs [39], and academic cheating [15]. Its association 
with altruistic and prosocial behaviors is well documented 
in the literature on the effectiveness of prosocial appeals, 
e.g., donating money to one’s university due to the sense 
of obligation to respond [67], willingness to pay taxes if 
contributions aid fellow citizens [82], paying higher costs 
for products believed to impact society positively [72], and 
prosocial behavior in the fight against a pandemic [7]. Thus, 
the evidence confirms that feeling responsible toward oth-
ers can drive motivation and behavior [16], with prosocial 
individuals exhibiting greater endorsement of equality in 
societal outcomes and cooperation in social dilemmas [26].

2.3  Moral imagination of stakeholders in AI

It is not uncommon for engineers and AI programmers to 
have limited recognition of the societal and ethical dimen-
sions of technological development and the relevance of 
their role, a gap mainly due to their educational curricula. 
Moreover, engineers tend to identify more with their own 
artifacts than with the broader societal implications of their 
design [19].

Coeckelbergh [19] asks a pivotal question, “How can the 
engineer know how the victim experiences the consequences 

of a (possible) engineering failure?”. Enhancing the moral 
imagination of engineers could be a potential solution to 
engineers’ narrow vision. This involves empathetically 
understanding the victim’s perspective and using all the 
information available to imagine potential harm to people 
and the environment [19, 24].

As defined by Johnson [43] (p. 20), moral imagination 
is the capability to discern different scenarios and envision 
the potential benefits or damages likely to result from action. 
Werhane [87–89] (p. 40) expands by suggesting that moral 
imagination helps individuals escape mental models that 
typically shape decisions. She further emphasizes that moral 
imagination focuses on understanding stakeholders’ perspec-
tives and questions which stakeholders have not been consid-
ered. Coeckelbergh [19] states that engineers can leverage 
the moral imagination to create new designs, anticipate the 
unintended consequences of their creations, and understand 
potential victims of engineering failure [37].

In this study, we concentrate on a specific aspect of 
moral imagination conceptualized by Werhane [87–89]: 
the anticipation of unintended consequences on overlooked 
stakeholders. Consequently, we define moral imagination in 
the context of AI bias as the proactive anticipation of unin-
tended consequences of engineering failure for stakeholders 
who have not been considered, also known as marginalized 
stakeholders of AI. This refinement shapes our dependent 
variable, intentions to correct bias against marginalized 
populations in AI. We emphasize that our definition inten-
tionally narrows the concept of moral imagination to tar-
get the specific nuances related to marginalized groups in 
AI. We contend that when engineers and AI programmers 
neglect their social responsibilities, the risk of exacerbating 
inequalities and perpetuating further harm to marginalized 
populations increases [19].

Should AI programmers engage their moral imagination 
to ponder the potential ethical outcomes of their designs on 
marginalized populations, the likelihood of success in avoid-
ing further harm through AI bias can be enhanced along 
with increasing trust. It has been shown that using the imagi-
nation can improve outcomes such as prosocial acts [19, 43, 
52, 88]. This translates to AI programmers actively imagin-
ing the ramifications of their work, which can increase the 
alignment of their innovations to principles such as fairness 
in AI. The mental stimulation of their designs’ consequences 
is a step toward more socially beneficial outcomes [34, 52].

In summary, the existing body of literature indicates that 
a greater sense of social responsibility bolsters attitudes that 
aid in navigating complex and multidisciplinary problems 
in favor of future societal well-being [15]. Thus, individual 
programmers who are exposed to high social responsibility 
conditions and, hence, that they must act responsibly toward 
marginalized AI stakeholders are expected to have higher 
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levels of moral imagination, i.e., the intention to take cor-
rective actions against bias in AI.

Thus, we propose the following:

H1. High levels of social responsibility will lead to higher 
levels of moral imagination (intention to correct bias) 
compared to low levels of social responsibility.

2.4  Social dominance orientation‑egalitarianism

Social dominance orientation (SDO) is conceptualized as 
an “orientation expressing the value that people place on 
non-egalitarian and hierarchically structured relationships 
among social groups” or preference for group-based hierar-
chy and inequality [71], p.61). Research has established that 
social dominance orientation is central to many intergroup 
attitudes, behaviors, and policy preferences [40]. Ideologies 
such as racism and sexism, xenophobia, generalized preju-
dice and prejudice against poor people, women, immigrants, 
ethnic minorities, political ideology, group-relevant redis-
tributive social policies, physiological arousal to out-group 
faces, and perceived ethnic discrimination, among others 
[45, 60, 62, 63, 63, 70, 85]. Moreover, SDO predicts the 
endorsement of political conservatism, just world beliefs, 
and opposition to affirmative action [40, 60, 63, 70, 93]. 
The construct has been solidly validated and is popular at 
the heart of social and political psychology.

Ho et al. [40] reconceptualized SDO by creating new sub-
dimensions to capture the complexity of the concept. The 
first is social dominance orientation-dominance (SDO-D), 
constituting a preference for systems of overt and aggres-
sive oppression of lower-status groups by higher-status 
ones maintained through violent enforcement of oppressive 
hierarchies. On the other hand, social dominance orienta-
tion-egalitarianism (SDO-E) or intergroup anti-egaliarian-
ism—constitutes a preference for systems of group-based 
inequality that are maintained by subtle hierarchy-enhanc-
ing ideologies and social policies [40], such as endorsing 
policies that perpetuate existing hierarchies and opposing 
equality between groups. SDO-E is a better predictor of 
ideologies that justify and rationalize inequality, such as 
opposition to affirmative action, among other policies that 
seek to correct inequality between groups. Individuals with 
high levels of SDO-E are inclined to support policies that 
maintain inequality between groups and preserve the status 
quo, which are less costly than overtly aggressive means 
such as in SDO-D.

For the present study, we focus on the SDO-E because it 
is a better fit for studying programmers’ moral imagination, 
i.e., the intention to correct bias in AI, particularly bias that 
disproportionately harms marginalized populations such as 
women, black people, and people with disabilities. As we 
noted, high SDO-E individuals typically resist policies that 

equalize groups and uphold the status quo. They are also 
associated with diminished empathy toward out-group mem-
bers [54], affecting their ability to exercise the moral imagi-
nation or perspective-taking of marginalized populations.

Given the predisposition of high SDO-E individuals to 
resisting policies that seek to equalize groups, a narrative 
emphasizing low social responsibility toward marginal-
ized groups will likely further decrease their motivation to 
correct biases in AI, as this confirms and aligns with their 
preference to maintain hierarchy between groups. Moreover, 
individuals with high SDO typically exhibit lower levels of 
empathy [54], which is necessary for developing the moral 
imagination that involves perspective-taking from other 
groups [87–89] and is a potent remedy for prejudice and 
discriminatory practices. More precisely, “It seems that to 
be concerned with taking another individual’s feelings into 
account and sharing their emotional state is in contradic-
tion with the desire to maintain higher status and separation 
with out-group members, a critical feature of high SDO” 
[54]. Thus, inducing a low sense of social responsibility that 
denies the duty to ponder their creations’ societal and ethical 
implications is compatible with their preference to main-
tain the status quo, as consequently, it is not their obliga-
tion to protect marginalized populations. Hence, their moral 
imagination will be negatively affected compared to that in 
the high social responsibility condition. They will further 
resist having the duty or obligation to take corrective actions 
against AI bias because they prefer policies that maintain 
group inequalities.

High social responsibility conditions, especially toward 
marginalized groups, are compatible with the beliefs of low 
SDO-E individuals. Low SDO-E individuals are not inter-
ested in opposing group equality and are generally more 
empathetic than their counterparts [54]. This empathy allows 
the facilitation to better enhance their moral imagination and 
exercise perspective-taking of marginalized groups. Moreo-
ver, those with greater empathy show greater prosocial and 
positive attitudes toward marginalized groups [5], which is 
related to high social responsibility and, in turn, predisposes 
them to have less prejudice and discriminatory behaviors 
against marginalized groups [29, 54]. Given that low SDO-E 
individuals are inherently motivated to contribute to society 
and endorse policies that make groups equal, such as affirm-
ative action, we can expect their intentions to correct bias to 
be naturally elevated regardless of low or high social respon-
sibility conditions. Thus, the effect of high social respon-
sibility affirms the beliefs of individuals with low SDO-E 
who are naturally inclined to correct bias and have a stronger 
sense of social responsibility. Therefore, the narrative might 
not be as transformative as for high SDO-E individuals, who 
typically oppose correcting bias. Low SDO-E individuals 
will still have a higher moral imagination than high SDO-E 
individuals due to their inherent motivations.
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High SDO-E individuals’ opposition to policies that seek 
equality between groups is heightened by the affirmation of 
low social responsibility toward marginalized groups, which 
further reduces their intention to correct bias. However, 
when exposed to a high social responsibility narrative, their 
moral imagination is enhanced, e.g., they exhibit increased 
intentions to correct bias in AI. On the other hand, individu-
als with low SDO-E are open to corrective actions that seek 
to disrupt inequality for marginalized groups and, as such, 
will be more conscious about their social responsibility as 
programmers in society and, in turn, maintain their high 
intentions to correct bias in AI.

Thus, we propose:

H2. The relationship between social responsibility (high 
vs. low) and intentions to correct bias in AI will be mod-
erated by SDO-E so that high social responsibility will 
significantly boost intentions in high SDO-E individuals 
compared to the low social responsibility condition, but 
this moderation will not be effective for low SDO-E indi-
viduals, as they are naturally motivated to correct bias.

3  Methodology

In the present study, we explored the influence of program-
mers’ social responsibility on the moral imagination in 
AI bias, i.e., the intention to correct bias, with SDO-E as 
a moderator variable. We recruited 263 participants from 
PROLIFIC who were paid 6 pounds/h to complete the 
5-min experimental survey. We filtered participants with 
the following conditions: computer programmers residing 
in the United States. Using a between-subject design via an 
online experiment in UNIPARK, participants were randomly 
assigned to one of the two conditions (low vs high). These 
two conditions were two different vignettes developed based 
on five substantive dimensions whose importance is well 
established in the literature and for which we were sure to 
induce low/high social responsibility: programmers’ techni-
cal/ethical role (two levels) [51], responsibility for fairness 
in AI (two levels) [17], addressing AI’s violation of rights 
(two levels) [22, 32, 44, 76], programmers’ role in ethical 
implications (two levels) [15], and autonomous systems’ 
responsibility (two levels) [9, 10, 42].

Our vignettes for the low vs. high conditions of social 
responsibility attempted to reflect arguments resonating with 
two popular and foundational theories of technology: tech-
nology instrumentalism, i.e., humans build technology and 
hence are directly or indirectly responsible for it [8], and 
technology determinism, i.e., undermining human agency 
and arguing that technology inevitably drives societal 
change [18]. There is a spectrum of nuanced theories derived 
from these contrasting perspectives, but we will use these 

two foundational frameworks for simplification. Moreover, 
we crafted our vignettes considering several dimensions that 
compose social responsibility in artificial intelligence. We 
validated them by comparing them with a social respon-
sibility in AI scale (SRAIS) developed by the authors and 
inspired by the literature [15, 51].

3.1  Low social responsibility vignette

“In recent years, artificial intelligence has brought about 
transformative changes in various sectors, leading to many 
debates about AI and its societal impact.

Leading experts in artificial intelligence (AI) agree that 
a programmer’s main role is technical, adhering to the 
guidelines provided by the client. They argue that ensuring 
fairness and mitigating bias in AI, especially for marginal-
ized groups such as women, black people, and people with 
disabilities, is the responsibility of other specialized teams, 
governments, companies and higher-ups- not of individual 
programmers. Additionally, they also state that issues related 
to AI violating human rights is the job of lawyers and social 
scientists—not programmers.

In essence, these experts concur that individual program-
mers should focus on their technical tasks without assuming 
the social responsibility to address bias and delve into the 
ethical and broader societal implications of AI.

Whereas a programmer’s role is crucial in developing an 
efficient and accurate system, programmers cannot control 
the decisions of systems that are completely autonomous. 
There is a consensus that such autonomous systems will, 
eventually, have moral agency and be held responsible. 
Hence, individual programmers do not share the social 
responsibility to combat bias in AI.”

3.2  High social responsibility vignette

“In recent years, artificial intelligence has brought about 
transformative changes in various sectors, leading to many 
debates about AI and its societal impact.

Leading experts in artificial intelligence (AI) agree that 
a programmer’s main role is both technical and ethical. 
They argue that ensuring fairness and mitigating bias in AI, 
especially for marginalized groups such as women, black 
people, and people with disabilities, is the responsibility of 
individual programmers, specialized teams, governments, 
companies, and higher-ups. Additionally, they also state that 
issues related to AI violating human rights is not only the job 
of lawyers and social scientists—but also of programmers.

In essence, these experts concur that individual program-
mers should assume the social responsibility to address bias 
and delve into the ethical and broader societal implications 
of AI, in addition to their technical tasks. Whereas a pro-
grammer’s role is crucial in developing an efficient and 
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accurate system, they also bear the responsibility to ensure 
that their creations are fair and do not cause further harm to 
marginalized groups.

Although programmers cannot control the decisions of 
systems that are completely autonomous, there is a consen-
sus that such autonomous systems cannot be held responsi-
ble since they lack moral agency and are ultimately products 
of human creation and design. Hence, individual program-
mers share the social responsibility to combat bias in AI.”

4  Ethical considerations

At the beginning of the survey created on the Unipark plat-
form, we explained the scientific purpose of the study and 
asked for explicit consent to proceed with personal data pro-
cessing. We emphasized that all responses would be treated 
with complete anonymity to protect their privacy. Partici-
pants were assured that if they experienced any discomfort 
or triggers during the survey, they could exit at any point 
and were provided with contact information to reach out to 
the primary author for support through the corresponding 
email. Additionally, that if they exited the survey early but 
still wished to receive a debriefing, they could request this 
information via email. Those who consented proceeded to 
read one of the two social responsibility vignettes designed 
to explore attitudes toward social responsibility in AI. To 
maintain the integrity of the study and avoid influencing 
results, we chose to debrief participants about our stance 
on social responsibility in AI only at the end of the survey 
which was aligned to the narrative of the high social respon-
sibility vignette. This debriefing included a thorough expla-
nation of the study’s aims to increase social responsibility in 
programmers and persuade them to engage in detection and 
bias mitigation in AI, the significance of their participation, 
and resources for further reading or support if needed. We 
ensured that our study design minimized any potential risks 
to participants.

5  Measures

After participants had read a vignette, they were presented 
with different scales. All measurements used a 7-point Lik-
ert scale ranging from 1 indicating “strongly disagree” to 
7 indicating “strongly agree” unless otherwise indicated.

5.1  Social responsibility in AI scale (SRAIS)

The authors measured participants’ perceived social respon-
sibility via seven items, such as “I feel that as a programmer, 
I can play an important role in ensuring ethical AI.” and 

“I feel a personal responsibility for reducing unfair bias in 
AI.” The scale showed very high internal consistency, with 
Cronbach’s α = 0.96 and McDonald’s ω = 0.96.

5.2  Moral imagination, i.e., intention to correct bias 
in AI

Furthermore, respondents’ intention to correct AI biases 
was assessed with nine items, such as “In my role as a pro-
grammer, I will speak up for minority groups experiencing 
discrimination.” and “I will take corrective action to prevent 
further harm to marginalized groups.” The scale’s internal 
consistency was very high, at α = 0.98 and ω = 0.98.

5.3  Social dominance orientation‑egalitarianism

The participants completed the SDO-E scale by Ho et al. 
[40], a subscale of SDO that includes four items, such as 
“It is unjust to try to make groups equal.” or reverse-coded 
items such as “We should do what we can to equalize con-
ditions for different groups.” The internal consistency was 
high, at α = 0.88 and ω = 0.89.

5.4  Controls

To control for the confounding effects of the presented 
vignettes, we also measured respondents’ perceptions of the 
severity of the problem, i.e., “According to your perspective, 
how severe is the problem of bias against marginalized pop-
ulations in artificial intelligence (AI)?” which ranged from 
1, “Not severe at all”, to 7, “Very severe,” and programmers’ 
general competence, i.e., “According to your perspective, 
do programmers have the capability to correct bias in AI?” 
ranges from 1 (strongly disagree) to 7 (strongly agree).

Table 1 displays all central descriptive statistics of the 
measures.

5.5  Sociodemographics

Finally, participants indicated their age, gender, educational 
level, ethnicity, and nationality. The descriptive statistics of 
the sociodemographic variables are presented in Table 2.

6  Manipulation check

A manipulation check was performed to ensure that the treat-
ments had the intended effects. The participants were ran-
domly assigned to two different vignettes that would induce 
their sense of social responsibility (low vs. high). At the end of 
the vignette, participants responded to a scale measuring their 
perceived social responsibility in AI (SRAIS) on a 7-point 
Likert scale (1 = “strongly disagree” to 7 = “strongly agree”). 
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Participants in the condition inducing high social responsibil-
ity indicated a significantly greater perception of social respon-
sibility on the SRAIS scale (M = 5.57) than did participants 
in the low social responsibility condition (M = 4.80), F (1, 
261) = 16.04, p < 0.001, d = 0.50 (moderate effect) [20].

We also controlled whether the vignette manipulation 
affected two other confounder variables: participants’ per-
ception of the severity of the bias problem in AI and the 
programmers’ competence. We did not find that the manip-
ulation significantly affected participants’ perceptions of 
problem severity, p = 0.092. However, the manipulation of 
social responsibility significantly affected participants’ per-
ceptions of programmers’ competence, F (1, 261) = 6.81, 
p = 0.010, d = 0.32. Participants perceived programmers 
as more competent after reading the vignette that induced 
high social responsibility (M = 5.18) than after reading the 
vignette that induced low social responsibility (M = 4.66). 
Hence, in the results, we include an analysis that controls 
for competence perception when testing the effect of social 
responsibility on the present study’s dependent variable, par-
ticipants’ moral imagination, i.e., their intention to correct 
programmer bias.

Participants’ gender substantially affected their SDO-E, 
such that women (M = 2.00) had lower SDO-E than men 
(M = 3.19), t (255) = -4.82, p < 0.001, d = -0.72. However, 
respondents’ gender had no significant effect on their percep-
tion of social responsibility, p = 0.091.

7  Results

To test the two hypotheses, we computed a multivari-
ate ANOVA. We used the social responsibility vignette 
manipulation (0 = low; 1 = high) and dichotomized (by 
Md = 2.50) social dominance orientation egalitarianism 
(0 = high; 1 = low) as the independent variables with two 
levels each. The intention to correct bias was the depend-
ent variable.

As shown in Fig. 1, supporting the first hypothesis, a 
greater perception of social responsibility had a signifi-
cant moderate effect on a participant’s moral imagination, 
i.e., intention to correct bias in AI, F (1, 259) = 11.78, 
p < 0.001, d = 0.39. Specifically, participants who read 
the vignette inducing high social responsibility displayed 
greater moral imagination, i.e., intentions to correct bias in 
AI (M = 5.36), than did participants who read the vignette 
inducing low social responsibility (M = 4.72).

Supporting the second hypothesis, SDO-E also signifi-
cantly moderated the effect of social responsibility on par-
ticipants’ moral imagination, i.e., the intention to correct 
the bias in AI, F (1, 259) = 8.95, p = 0.003, d = 0.34. To 
further inform our interpretation of the significant interac-
tion effect, we tested the simple differences between dif-
ferent groups. To account for multiple testing, we applied 
the Tukey correction [84] for the interpretation of sig-
nificance. The level of high social responsibility induced 
by the vignette had a strong effect on participants with 

Table 1  Descriptives of social responsibility, moral imagination, i.e., 
intention to correct bias, SDO-E, problem severity, and programmer 
competence

Scale M SD Range Cronbach’s α/
McDonald’s 
ω

Social responsibility in AI 
scale (SRAIS)

5.16 1.61 1–7 0.96/0.96

Moral imagination (inten-
tion to correct bias in AI)

5.01 1.84 1–7 0.98/0.98

SDO-E 2.91 1.73 1–7 0.88/0.89
Problem severity 3.95 1.74 1–7 –
Programmer competence 4.90 1.63 1–7 –

Table 2  Descriptions of sociodemographic variables

Sociodemo-
graphic vari-
ables

Levels Proportions

Age 18–24 years: 32 (12.17%)
25–34 years: 78 (29.66%)
35–44 years: 65 (24.71%)
45–54 years: 47 (17.87%)
55–64 years: 30 (11.41%)
65 years or older: 11 (4.18%)

Gender Female: 59 (22.43%)
Male: 198 (75.29%)
Non-binary: 2 (0.76%)
Prefer not to say: 4 (1.52%)

Education level No formal degree: 2 (0.76%)
High school graduate: 79 (30.04%)
Bachelor degree: 123 (46.77%)
Master’s degree or comparable 

degree:
50 (19.01%)

Professional degree: 9 (3.42%)
Ethnicity African American: 27 (10.27%)

Asian: 35 (13.31%)
Hispanic or Latin: 24 (9.12%)
Caucasian or White: 173 (65.78%)
Other: 4 (1.52%)

Nationality United States of America: 230 (87.45%)
Others (e.g., Brazil, India, or 

Mexico):
33 (12.55%)
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high SDO-E, t (259) = 4.47, ptukey < 0.001, d = 0.79. The 
induced high social responsibility substantially fostered 
the participants’ moral imagination, i.e., the intention to 
correct bias in AI (M = 5.02), compared to the induced low 
social responsibility (M = 3.71). For participants with low 
SDO-E, the level of induced social responsibility had no 
significant effect on their moral imagination, i.e., inten-
tion to correct bias in AI, t (259) = 0.32, ptukey = 0.989, 
d = 0.05. There was no substantial difference between par-
ticipants with low SDO-E who read the vignette inducing 
high responsibility (M = 5.70) and those with low SDO-E 
who read the vignette inducing low social responsibility 
(M = 5.61).

As the perception of programmer competence was also 
significantly different between the two social responsibility 
conditions, we tested its predictive power for the intention 
of correcting bias in a multiple regression together with 
social responsibility. While social responsibility remained 
highly significant, t = 16.09, p < 0.001, b = 0.79, programmer 
competence perception had no significant predictive power, 
t = 0.89, p = 0.377, b = 0.04.

As a second statistical control, participants’ gender also 
did not moderate the effect of the social responsibility 
manipulation on respondents’ intention to correct AI bias, 
p = 0.467, when added as a third independent variable to 
the multivariate ANOVA, including social responsibility and 
SDO-E as independent variables.

8  Discussion

Our findings are interpreted within social responsibility, 
defined as “underscoring the obligation of being aware 
of the impacts of their actions on others, to see the issues 

from the perspectives of others, with particular attention 
to disadvantaged populations” [15]. We have transferred 
this information to the context of artificial intelligence 
and marginalized populations. We operationalized high 
social responsibility by crafting a vignette including five 
key dimensions, mostly aligned with the narrative of the 
instrumentalist theory of technology [8, 9] applied to pro-
grammers’ responsibility toward marginalized AI stake-
holders. First, we affirmed that the programmer’s role is 
both technical and ethical. Second, we highlighted pro-
grammers’ shared responsibility in ensuring AI fairness 
for marginalized groups. Third, we posited that pondering 
issues related to AI violating human rights is also part of a 
programmer’s job. Fourth, we stated that they should delve 
into their designs’ ethical and societal implications and 
avoid causing further harm to marginalized populations. 
Finally, autonomous machines lack moral agency and are 
ultimately a product of human design,thus, individual pro-
grammers share part of the responsibility to combat bias 
in AI. In contrast, the low social responsibility vignette 
directly opposes these dimensions, as the narrative of the 
vignette aligns more closely with technological determin-
ism theory, i.e., a view that denies the relevance of social 
forces such as politics and human agency, arguing that 
individuals have little influence on the direction or impli-
cations of technology [96].

H1 was confirmed, as our results demonstrate that the 
high social responsibility narrative, which is closest to an 
instrumentalist theory of technology, i.e., where humans 
are the main drivers and are responsible for technology 
outcomes, was the most effective in increasing program-
mers’ moral imagination, i.e., the intention to correct bias 
in AI. Programmers with a stronger sense of social respon-
sibility actively ensure that their creations do not perpetu-
ate bias against marginalized populations.

This finding confirms previous studies linking heightened 
social responsibility with prosocial behaviors and policies 
to enhance group equality [15, 26, 58, 64]. Moreover, it is 
undeniable that we can appreciate the effect of the instru-
mentalist theory narrative in the high social responsibility 
condition, which holds humans responsible for technology 
[9]. We found that it induces a sense of duty to respond in 
ways that benefit society. This alignment with instrumental-
ist theory is due to the belief that humans should and can 
direct technology’s impact on society [10] in opposition to 
a narrative (low social responsibility) that is more aligned 
with technological determinism [18, 96] which undermines 
human agency. This view underscores technology as inde-
pendently shaping society, which would suggest that biases 
in AI are an inevitable byproduct of AI, which humans can-
not influence. This theory can absolve programmers from 
being socially responsible for the implications of their 
designs and that biases in AI are an unavoidable outcome of 

Fig. 1  Interactive effect of social responsibility and SDO-E on the 
moral imagination, i.e., the intention to correct bias in AI
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technological advancement rather than the choices of pro-
grammers or other human designers. In turn, the ability of 
exercising the moral imagination to prevent further harm to 
marginalized AI stakeholders is at risk. We have observed 
the social responsibility narratives that assimilate certain 
traits related to technological determinism vs. instrumental-
ism and their impact on the digital future of marginalized 
stakeholders in AI. Inducing low social responsibility will 
tamper with programmers’ moral imagination and, in turn, 
fail to avoid common AI biases against marginalized groups.

H2 was also confirmed, as social dominance orientation-
egalitarianism moderates the relationship between social 
responsibility and moral imagination, i.e., the intention to 
correct bias in AI for individuals with high SDO-E. We 
expected this because individuals with low levels of SDO-E 
are shown to seek equality between groups and already have 
a strong motivation for social responsibility and prosocial 
behavior [40, 45]. These individuals also do not resist pro-
tecting marginalized groups, as they tend to favor affirma-
tive action and other policies supporting these groups while 
showing less prejudice against out-groups [45]. Moreover, 
they tend to have more empathy [54], which is needed to 
enhance moral imagination regarding the perspective-tak-
ing of multiple stakeholder groups. Regardless of the social 
responsibility condition, low SDO-E individuals did not dif-
fer in their moral imagination.

High SDO-E individuals tend to justify bias through 
system justification [70] and resist correct bias that harms 
marginalized populations, possibly because they think it is 
there for a reason, as this would also challenge their just 
world beliefs compared to low SDO-E individuals who 
seek equality between groups. The high social responsibil-
ity condition was especially effective for individuals with 
high SDO-E levels, as their moral imagination, i.e., intention 
to correct bias, significantly increased compared to when 
they were exposed to a low social responsibility condition. 
When exposed to the low social responsibility condition, 
high SDO-E individuals’ moral imagination, i.e., intention 
to correct bias, decreased even more than in the high social 
responsibility condition, as their beliefs were confirmed. The 
low social responsibility argument, similar to the narrative 
of technology determinism [96], leaves the outcomes to fate 
and outside of the programmers’ responsibility. This could 
lead to a passive acceptance of the status quo and denial of 
responsibility. Moreover, we can see that their resistance 
to prevent further harm in their creations to marginalized 
populations was strengthened by the low social responsibil-
ity condition.

If the goal is to uphold the more than 170 ethical guide-
lines in AI [1] that recognize the relevance of non-dis-
crimination and protection of marginalized stakeholders 
in AI, then a low social responsibility narrative should be 
avoided and replaced by heightening programmers’ moral 

imagination through high social responsibility appeals. Inev-
itably, this makes one ponder theories such as technology 
instrumentalism and technological determinism, the “many 
hands”problems, and shared responsibility [55]. Although 
this study is not meant to bridge a consensus between these 
old debates, we call to reflect on the effects of these narra-
tives on societal and professional outcomes. Our experiment 
revealed that simultaneously highlighting individual and 
shared responsibility has benefits for the moral imagination 
of programmers and their intention to anticipate negative 
consequences for marginalized populations. We believe that 
these narratives could become self-fulfilling prophecies. 
Suppose humans decide to act as if they are entirely discon-
nected from any responsibility. In that case, these systems 
can evolve based on the current ethical issues and eventually 
become intractable in a way that these biases might not be 
corrected, e.g., in the case of building a fully conscious AI. 
This aligns with the instrumentalist view that human action 
or inaction drives technology.

Moreover, the results suggest that programmers’ predis-
position toward a hierarchy preference between groups is 
vital in their decision to actively prevent bias against mar-
ginalized populations in AI. However, inducing high social 
responsibility is an effective strategy to boost high SDO-E 
programmers’ intentions in favor of these groups.

9  Theoretical implications

Our findings make many theoretical contributions. First, we 
extend the social responsibility literature by shedding light 
on its impact on moral imagination and providing empirical 
evidence on the benefits of heightening social responsibility 
in a new sample and a new context—AI programmers and 
bias in AI. We also expand the limited knowledge regarding 
individual social responsibility [39], as most studies focus 
on corporate social responsibility [28]. Moreover, we add to 
the literature on moral imagination, as our findings demon-
strate the influence of the individual orientation of hierarchy 
between groups (SDO-E). Although moral imagination in 
engineers has been previously proposed, we extended its 
application to artificial intelligence and marginalized stake-
holders. We also responded to Coeckelbergh’s [19] call for 
empirical research to determine how moral imagination is 
stimulated or destimulated in the practice of engineering 
professionals. We confirmed that social dominance orien-
tation-egalitarianism (SDO-E) moderates the relationship 
between social responsibility and moral imagination, i.e., 
the intention to correct bias, and by this, extend the literature 
on SDO-E by highlighting its relevance to the professional 
outcomes of AI programmers when developing AI. Addi-
tionally, it impacts the moral imagination and the ability to 
imagine the perspectives of marginalized stakeholders.
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Finally, we discussed the relevance of our findings in the 
context of two popular theories of technology: instrumental-
ism (high social responsibility) and determinism (low social 
responsibility). We drew parallels to the similar arguments 
presented in our vignettes based on the essence of these the-
ories. We provided evidence on the effect of each narrative, 
one empowering human agency and the other dismissing it.

10  Managerial implications

This study supports the necessity of weighting importance 
to ethics classes and social perspectives in engineering 
courses. The “new engineer” needs a holistic approach and 
an understanding of their impact on society and how their 
design will shape the world and the digital future. Develop-
ment teams and companies should elevate and engrain the 
value of social responsibility when developing AI. Even if 
individual programmers or teams are not legally responsi-
ble, they should have some form of responsibility [61] to 
seek answers together and attempt to understand unfortunate 
events. Of course, there are incidents that designers can-
not explain or answer. Nevertheless, even these incidents 
should be investigated and studied in depth before they can 
be avoided in the future in the face of a responsibility forum. 
Companies should shift from “moving fast and breaking 
things” to enhancing the moral imagination, which allows 
pondering all potential outcomes, both positive and nega-
tive, aided by an interdisciplinary group and even consulting 
traditional and non-traditional end-users.

The findings also suggest focusing on training that 
advocates for high social responsibility, especially among 
programmers with a high SDO-E orientation, who tend to 
deny the need for human influence in biased AI because it 
conforms to just-world beliefs [63]. As our findings have 
shown, programmers have different levels of moral matu-
rity regarding their sense of social responsibility and moral 
imagination. This calls for regulation and the development 
of tools that protect marginalized populations. We strongly 
recommend frameworks such as those by Wachter et al. [86], 
which discuss fairness metrics in accordance with the non-
discrimination principle of the European Union. Moreover, 
companies should enhance interdisciplinary collaboration 
that can provide a societal context and ponder the implica-
tions of creations with AI developer teams.

11  Conclusion

We respond to the call for the refocusing of engineers’ atti-
tudes and the demand for the “new engineer” as an agent 
of socially responsible engineering [21]. Our findings high-
light the relevance of inducing high social responsibility to 

programmers dealing with AI and bias, as it enhances their 
moral imagination, i.e., the intention to correct bias, and 
promotes pondering ethical and societal implications of their 
own designs. Our findings demonstrate that the high social 
responsibility narrative especially impacts high SDO-E pro-
grammers, as it significantly enhances their moral imagina-
tion, while the low social responsibility condition signifi-
cantly decreases it. As AI continues to evolve and ethical 
guidelines are continuously recommended to large tech 
corporations, there should be more focus on the individual 
programmer, as their individual characteristics impact their 
professional outcomes regarding bias in AI and marginalized 
stakeholders. Companies should be aware of this and create 
an environment that fosters high employee social respon-
sibility. This is not only for the interest of society but also 
for the interest of the company, as multiple scandals of bias 
in AI have led to discrimination lawsuits and loss of trust, 
which can be avoided through proactive induction of social 
responsibility. In essence, a programmer who feels a strong 
sense of social responsibility toward their creations and soci-
ety is more likely to have a well-developed moral imagi-
nation, i.e., increased intention to take corrective actions 
against bias in AI, and will be more open to considering the 
societal and ethical implications of their own designs.

12  Limitations and future research

As engineers, specifically AI engineers or programmers 
(a specialized subset of software engineers), increasingly 
design complex technology with lasting societal impacts,2 
we draw from the broader engineering literature and extend 
it to the realm of AI engineers or programmers to understand 
design responsibilities. However, an extensive analysis of 
the debates surrounding engineers’ and AI programmers’ 
responsibility, along with a deep dissection of the founda-
tional theories of instrumentalism and determinism popular 
in the philosophy of technology, transcends the scope of this 
study; we merely empirically describe the consequences of 
the two contrasting narratives among AI programmers in the 
context of social responsibility, specifically concerning their 
design choices related to marginalized populations. While 
our study offers novel insights within the moral imagination 
framework, we must acknowledge that the broader concept 

2 Engineer: a person whose job is to design or build machines, 
engines, or electrical equipment, or things such as roads, railways, or 
bridges, using scientific principles such as a civil engineer, a software 
engineer, or a mechanical engineer (Cambridge Dictionary).
 Software engineering: branch of computer science dealing with 
design, development testing, and maintenance of software applica-
tions (What Is Software Engineering? | Michigan Technological Uni-
versity, n.d.). “The concepts of software engineering can be applied 
when engineering new AI or machine learning-based software. After 
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of moral imagination in AI has broader implications, from 
which we draw one narrow and practical element, i.e., tak-
ing the perspective of overlooked stakeholders to anticipate 
unintended consequences. More general considerations 
can be investigated under programmers’ moral imagination 
beyond our narrow definition.

This study focused on the social responsibility of engi-
neers while acknowledging that as individual engineers, 
they also work alongside other teams, including clients and 
managers. However, through shared responsibility, engineers 
remain responsible, both as design teams and as individuals 
[19]. Moreover, researchers could also examine the topic 
of AI ethics and bias awareness and whether programmers’ 
social dominance orientation weakens the acceptance of the 
relevance of AI ethics. In this study, we analyze the overall 
effect of social responsibility toward marginalized AI stake-
holders by highlighting programmers’ role in different areas 
related to bias in AI and the typical justification of using 
technology as a “scapegoat” by arguing the autonomy of 
these systems. Moreover, the dependent variable of moral 
imagination could be extended to embrace the broader defi-
nition of the concept, as we only used the narrow element of 
taking the perspectives of overlooked stakeholders and antic-
ipating potential negative consequences. Hence, the moral 
imagination could be expanded to other types of stakehold-
ers, not only marginalized but also to different kinds of situ-
ations and social contexts.
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