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Abstract
Pathwise uniqueness is established for a class of one-dimensional stochastic Volterra
equations driven byBrownianmotionwith singular kernels andHölder continuous dif-
fusion coefficients. Consequently, the existence of unique strong solutions is obtained
for this class of stochastic Volterra equations.
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1 Introduction

In this paper we study one-dimensional stochastic Volterra equations (SVEs) of the
form

Xt = x0(t)+
∫ t

0
(t − s)−αμ(s, Xs) ds +

∫ t

0
(t − s)−ασ (s, Xs) dBs, t ∈ [0, T ],

(1.1)

where α ∈ [0, 1
2 ), x0 : [0, T ] → R is a continuous function, μ, σ : [0, T ] × R→ R

are measurable functions and (Bt )t∈[0,T ] is a standard Brownian motion. Although the
stochastic integral in (1.1) is defined as a classical stochastic Itô integral, a potential
solution of this SVE is, in general, neither a semimartingale nor a Markov pro-
cess. Assuming that μ is Lipschitz continuous and σ is ξ -Hölder continuous for
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ξ ∈ ( 1
2(1−α)

, 1], we show that pathwise uniqueness for the SVE (1.1) holds and,
consequently, that there exists a unique strong solution.

Stochastic Volterra equations have been investigated in probability theory starting
with the seminal works of Berger and Mizel [9, 10] and serve as mathematical mod-
els allowing, in particular, to represent dynamical systems with memory effects such
as population growth, spread of epidemics and turbulent flows. Recently, stochas-
tic Volterra equations of the form (1.1) with non-Lipschitz continuous coefficients
have demonstrated to fit remarkably well historical and implied volatilities of finan-
cial markets, see e.g. [8], motivating the use of so-called rough volatility models in
mathematical finance, see e.g. [4, 15]. Moreover, SVEs with non-Lipschitz continu-
ous coefficients like (1.1) arise as scaling limits of branching processes in population
genetics, see [1, 27].

The existence of strong solutions and pathwise uniqueness for stochastic Volterra
equations with sufficiently regular kernels and Lipschitz continuous coefficients are
well-known due to classical results such as [9, 10, 30], which have been generalized in
various directions, e.g., allowing for anticipating and path-dependent coefficients, see
[6, 17, 28, 29]. As long as the kernels of a one-dimensional SVE are sufficiently regu-
lar, i.e. excluding the singular kernel (t − s)−α in (1.1), the existence of unique strong
solutions can be still obtained when the diffusion coefficients are only 1/2-Hölder
continuous, see [4, 32]. The latter results are crucially based on the observation that
solutions to SVEs with sufficiently regular kernels are semimartingales, allowing to
rather directly implement approaches in the spirit of Yamada–Watanabe [36]. Assum-
ing a Lipschitz condition on the coefficients, the existence of unique strong solutions
to SVEs with singular kernels were proven in [11, 12] and a slight extension beyond
Lipschitz continuous coefficients can be found in [35].

Similarly to the case of ordinary stochastic differential equations (SDEs), the reg-
ularity assumptions on the coefficients and on the kernels of a stochastic Volterra
equation can be significantly relaxed by considering the concept of weak solutions
instead of strong solutions.While weak solutions to a certain class of one-dimensional
SVEs were first treated by Mytnik and Salisbury in [27], a comprehensive study of
weak solutions to stochastic Volterra equations of convolutional type was recently
developed by Abi Jaber, Cuchiero, Larsson and Pulido [2], see also [1, 5]. By intro-
ducing a local martingale problem associated to SVEs of convolutional type, Abi Jaber
et al. [2] derived the existence of weak solutions to SVEs of convolutional type with
sufficiently integrable kernels and continuous coefficients. Assuming additionally that
the coefficients of the SVE lead to affine Volterra processes, weak uniqueness was
obtained in [1, 3, 13, 27]. The concept of weak solutions to SVEs with general kernels
was investigated in [31].

A major challenge to prove pathwise uniqueness for the SVE (1.1) with its singular
kernel (t − s)−α is the missing natural semimartingale representation of its potential
solution. Assuming the drift coefficient μ does not depend on the solution (Xt )t∈[0,T ]
and the diffusion coefficient σ is ξ -Hölder continuous for ξ ∈ ( 1

2(1−α)
, 1], Mytnik

and Salisbury [27] established pathwise uniqueness for the SVE (1.1) by equivalently
reformulating the SVE into a stochastic partial differential equation, which then allows
to accomplish a proof of pathwise uniqueness in the spirit ofYamada–Watanabe relying
on the methodology developed in [25, 26]. In the present paper, we generalize the
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results and method of Mytnik and Salisbury [27] to derive pathwise uniqueness for
the stochastic Volterra Eq. (1.1) with general time-inhomogeneous coefficients. As
classical transforms allowing to remove the drift of an SDE are not applicable to
the SVE (1.1), the general time-inhomogeneous coefficients μ creates severe novel
challenges. For the sake of readability, all proofs are presented in a self-contained
manner although some intermediate steps can already be found in the work [27] of
Mytnik and Salisbury.

The existence of a unique strong solution to the stochastic Volterra Eq. (1.1) fol-
lows by a general version of Yamada–Watanabe theorem (see [20, 36]) stating that
the combination of pathwise uniqueness and the existence of weak solutions to the
SVE (1.1) (as obtained in [31]) guarantees the existence of a strong solution. Let us
remark that strong existence and pathwise uniqueness play a crucial role in the context
of large deviation and as key ingredients to fully justify some numerical schemes, see
e.g. [14, 23].
Organization of the paper: Sect. 2 presents the main results on the pathwise unique-
ness and strong existence of solutions to stochastic Volterra equations. Section3
contains the main steps in the proof of pathwise uniqueness, while the remaining
Sects. 4-7 provide the necessary auxiliary results to implement these main steps.
Acknowledgments: D. Scheffels gratefully acknowledges financial support by the
Research Training Group “Statistical Modeling of Complex Systems” (RTG 1953)
funded by the German Science Foundation (DFG).

2 Main results

Let (�,F , (Ft )t∈[0,T ],P) be a filtered probability space, which satisfies the usual
conditions, (Bt )t∈[0,T ] be a standard Brownian motion and T ∈ (0,∞). We consider
the one-dimensional stochastic Volterra equation (SVE)

Xt = x0(t)+
∫ t

0
(t − s)−αμ(s, Xs) ds +

∫ t

0
(t − s)−ασ (s, Xs) dBs, t ∈ [0, T ],

(2.1)

where α ∈ [0, 1
2 ), x0 : [0, T ] → R is a deterministic continuous function and

μ, σ : [0, T ] × R → R are deterministic, measurable functions. Furthermore,∫ t
0 (t − s)−αμ(s, Xs) ds is defined as a Riemann–Stieltjes integral and

∫ t
0 (t −

s)−ασ (s, Xs) dBs as an Itô integral.
The regularity of the coefficientsμ andσ andof the initial condition x0 is determined

in the following assumption.

Assumption 2.1 Let α ∈ [0, 1
2 ), let x0 be deterministic and β-Hölder continuous for

every β ∈ (0, 1
2 − α) and let μ, σ : [0, T ] × R → R be measurable functions such

that

(i) μ and σ are of linear growth, i.e. there is a constant Cμ,σ > 0 such that

|μ(t, x)| + |σ(t, x)| ≤ Cμ,σ (1+ |x |),

123



Stochastics and Partial Differential Equations: Analysis and Computations (2025) 13:308–366 311

for all t ∈ [0, T ] and x ∈ R.
(ii) μ is Lipschitz continuous and σ is Hölder continuous in the space variable uni-

formly in time of order ξ for some ξ ∈ [ 12 , 1] such that

ξ >
1

2(1− α)
,

where in the case of α = 0 even equality is allowed. Hence, there are constants
Cμ, Cσ > 0 such that

|μ(t, x)− μ(t, y)| ≤ Cμ|x − y| and |σ(t, x)− σ(t, y)| ≤ Cσ |x − y|ξ

hold for all t ∈ [0, T ] and x, y ∈ R.
(iii) For every K > 0, there is some constant CK > 0 such that, for every t ∈ [0, T ]

and every x, y ∈ [−K , K ],
∣∣∣∣μ(t, x)− μ(t, y)

σ (t, x)− σ(t, y)

∣∣∣∣ ≤ CK ,

where we use the convention 0/0 := 1.

Assumption 2.1 is a standing assumption throughout the entire paper. Although not
always explicitly stated all results are proven supposing Assumption 2.1.

Remark 2.2 Assumption 2.1 (iii) is, for example, satisfied by any Lipschitz continuous
functions μ and σ of the form σ(t, x) = sgn(x)|x |ξ for ξ ∈ [1/2, 1]. Note that, in
interesting cases like the rough Heston model in mathematical finance, solutions to
(2.1) are non-negative (see [3, Theorem A.2]), so that the sgn in the definition of σ

does not influence the dynamics of the associated SVE. Then, for |x |, |y| ≤ K , using
the inequality

∣∣ sgn(x)|x |ξ − sgn(y)|y|ξ ∣∣ ≥ K−1|x − y|, we get
∣∣∣∣μ(t, x)− μ(t, y)

σ (t, x)− σ(t, y)

∣∣∣∣ ≤ Cμ
|x − y|∣∣ sgn(x)|x |ξ − sgn(y)|y|ξ ∣∣ ≤ Cμ

|x − y|
K−1|x − y| = CμK <∞.

Nevertheless, while Assumption 2.1 (iii) is crucial for applying a Girsanov trans-
formation in the proof of Theorem 6.4 below, it is not a necessary condition. Indeed,
if σ does only depends on t , the Assumption 2.1 (iii) cannot be satisfied for general
Lipschitz continuous functionsμ, but there exists a unique strong solution by classical
results, see e.g. [35].

Based on Assumption 2.1, we obtain a unique strong solution of the stochastic
Volterra Eq. (2.1). Therefore, let us briefly recall the concepts of strong solu-
tions and pathwise uniqueness. Let for p ≥ 1, L p(� × [0, T ]) be the space of
all real-valued, p-integrable functions on � × [0, T ]. An (Ft )t∈[0,T ]-progressively
measurable stochastic process (Xt )t∈[0,T ] in L p(� × [0, T ]), on the given probabil-
ity space (�,F , (Ft )t∈[0,T ],P), is called (strong) L p-solution to the SVE (2.1) if∫ t
0 (|(t − s)−αμ(s, Xs)| + |(t − s)−ασ (s, Xs)|2) ds < ∞ for all t ∈ [0, T ] and the
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integral Eq. (2.1) holds a.s. We call a strong L1-solution often just solution to the
SVE (2.1). We say pathwise uniqueness in L p(�× [0, T ]) holds for the SVE (2.1) if
P(Xt = X̃t , ∀t ∈ [0, T ]) = 1 for two L p-solutions (Xt )t∈[0,T ] and (X̃t )t∈[0,T ] to the
SVE (2.1) defined on the same probability space (�,F , (Ft )t∈[0,T ],P). Moreover, we
say there exists a unique strong L p-solution (Xt )t∈[0,T ] to the SVE (2.1) if (Xt )t∈[0,T ]
is a strong L p-solution to the SVE (2.1) and pathwise uniqueness in L p holds for the
SVE (2.1). We say (Xt )t∈[0,T ] is β-Hölder continuous for β ∈ (0, 1] if there exists a
modification of (Xt )t∈[0,T ] with sample paths that are almost all β-Hölder continuous.

Note that the kernels Kμ(s, t) = Kσ (s, t) = (t − s)−α with α ∈ (0, 1/2) fulfill the
assumptions of Lemma 3.1 and Lemma 3.4 in [31] for every

ε ∈
(
0,

1

α
− 2

)

with

γ = 1

2+ ε
− α.

This means that, to use the results of [31, Lemma 3.1 and Lemma 3.4], we need to
consider L p-solutions with

p > max

{
1

γ
, 1+ 2

ε

}
= max

{
2+ ε

1− 2α − εα
, 1+ 2

ε

}
. (2.2)

The maximum in (2.2) is attained for ε	 = 1−2α
1+α

. Hence, inserting ε	 into (2.2), we
consider in the following L p-solutions and L p-pathwise uniqueness for some

p > 3+ 6α

1− 2α
. (2.3)

The following theorem states that pathwise uniqueness for the stochastic Volterra
Eq. (2.1) holds, which is the main result of the present work.

Theorem 2.3 Suppose Assumption 2.1 and let p be given by (2.3). Then, L p-pathwise
uniqueness holds for the stochastic Volterra Eq. (2.1).

The proof of Theorem2.3will be summarized in Sect. 3 and the subsequent Sects. 4-
7 provide the necessary auxiliary results. Relying on the pathwise uniqueness and the
classical Yamada–Watanabe theorem, we get the existence of a unique strong solution.

Corollary 2.4 Suppose Assumption 2.1 and let p be given by (2.3). Then, there exists
a unique strong L p-solution to the stochastic Volterra Eq. (2.1).

Proof The L p-pathwise uniqueness is provided by Theorem 2.3. The existence of a
strong L p-solution follows by the existence of a weak L p-solution to the stochastic
Volterra Eq. (2.1), which is provided by [32, Theorem 3.3], which is applicable since
the kernel (t−s)−α , α ∈ [0, 1

2 ), fulfills the required assumptions of [32, Theorem 3.3],
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cf. [32, Remark 3.5]. Thanks to Yamada–Watanabe’s theorem (see [36, Corollary 1],
or [20, Theorem 1.5] for a generalized version), the existence of a weak L p-solution
and pathwise L p-uniqueness imply the existence of a unique strong L p-solution. �	

Furthermore, we obtain the following regularity properties of solutions to the
SVE (2.1).

Lemma 2.5 Suppose Assumption 2.1, and let (Xt )t∈[0,T ] be a strong L p-solution to
the stochastic Volterra Eq. (2.1) with p given by (2.3). Then, supt∈[0,T ] E[|Xt |q ] <∞
for any q ≥ 1 and the sample paths of (Xt )t∈[0,T ] are β-Hölder continuous for any
β ∈ (0, 1

2 − α).

Proof The statements follow by [31, Lemma 3.1 and Lemma 3.4] since the kernel
(t − s)−α fulfills the regularity assumption of [31, Lemma 3.1 and Lemma 3.4] as
shown in [32, Remark 3.5]. �	

For k ∈ N ∪ {∞}, we write Ck(R), Ck(R+) and Ck([0, T ] × R) for the spaces
of continuous functions mapping from R, R+ resp. [0, T ] × R to R, that are k-times
continuously differentiable.Weuse an index0 to indicate compact support, e.g.C∞0 (R)

denotes the space of smooth functions with compact support onR. The space of square
integrable functions f : R → R is denoted by L2(R) and equipped with the usual
scalar product 〈·, ·〉. Moreover, a ball in R around x with radius R > 0 is defined by
B(x, R) := {y ∈ R : |y − x | ≤ R} and we use the notation Aη � Bη for a generic
parameter η, meaning that Aη ≤ C Bη for some constant C > 0 independent of η.

3 Proof of pathwise uniqueness

We prove Theorem 2.3 by generalizing the well-known techniques of Yamada–
Watanabe (cf. [36, Theorem 1]) and the work ofMytnik and Salisbury [27]. One of the
main challenges is the missing semimartingale property of a solution (Xt )t∈[0,T ] to the
SVE (2.1). Therefore, we transform (2.1) into a random field in Step 1, for which we
can derive a semimartingale decomposition in (3.2). Then, we implement an approach
in the spirit of Yamada–Watanabe in Step 2–5 and conclude the pathwise uniqueness
by using a Grönwall inequality for weak singularities in Step 6.

Proof of Theorem 2.3 Suppose there are two strong L p-solutions (X1
t )t∈[0,T ] and

(X2
t )t∈[0,T ] to the stochastic Volterra Eq. (2.1).
Step 1: To induce a semimartingale structure, we introduce the random fields

Xi (t, x) := x0(t)+
∫ t

0
pθ

t−s(x)μ(s, Xi
s) ds +

∫ t

0
pθ

t−s(x)σ (s, Xi
s) dBs, (3.1)
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for t ∈ [0, T ], x ∈ R and i = 1, 2, where the densities pθ
t : R→ R and θ := 1/2−α

are defined in (4.3). By Proposition 4.12, we get that Xi ∈ C([0, T ] × R) and

∫
R

Xi (t, x)�t (x) dx =
∫
R

(
x0�0(x)+

∫ t

0
�s(x)

∂

∂s
x0(s) ds

)
dx

+
∫ t

0

∫
R

Xi (s, x)

(
�θ�s(x)+ ∂

∂s
�s(x)

)
dx ds

+
∫ t

0
μ(s, Xi (s, 0))�s(0) ds +

∫ t

0
σ(s, Xi (s, 0))�s(0) dBs,

(3.2)

for t ∈ [0, T ] and every � ∈ C2
0 ([0, T ] × R), where the differential operator �θ

is defined in (4.2) and ∂
∂s x0(s) is meant in the sense of distributions. Notice, due

to (3.2), the stochastic process t → ∫
R

Xi (t, x)�t (x) dx is a semimartingale and
Xi (t, 0) = Xi

t for t ∈ [0, T ].
Step 2: We define suitable sequences (�m

x ) ⊂ C2
0 (R), for x ∈ R, and (φn) ⊂

C∞(R) of test functions, see (6.1) and (5.3) for the precise definitions, such that

�m
x → δx as m →∞, for every x ∈ R, and φn → | · | as n→∞.

Applying Proposition 5.1 (which is based on Itô’s formula and (3.2)) and setting
X̃(t) := X̃(t, ·) := X1(t, ·)− X2(t, ·) for t ∈ [0, T ], we get

φn(〈X̃(t), �m
x 〉) =

∫ t

0
φ′n(〈X̃(s), �m

x 〉)〈X̃(s), �θ�m
x 〉 ds

+
∫ t

0
φ′n(〈X̃(s), �m

x 〉)�m
x (0)

(
μ(s, X1(s, 0))− μ(s, X2(s, 0))

)
ds

+
∫ t

0
φ′n(〈X̃(s), �m

x 〉)�m
x (0)

(
σ(s, X1(s, 0))− σ(s, X2(s, 0))

)
dBs

+ 1

2

∫ t

0
ψn(|〈X̃(s), �m

x 〉|)�m
x (0)2

(
σ(s, X1(s, 0))− σ(s, X2(s, 0))

)2 ds,

where 〈·, ·〉 denotes the scalar product on L2(R).
Step 3: To implement an approach in the spirit of Yamada–Watanabe, we need to

introduce another suitable test function� ∈ C([0, T ]×R) (satisfyingAssumption 5.2
below). Denoting by �̇ := ∂

∂s � the time derivative of �, Proposition 5.3 leads to

〈φn(〈X̃(t),�m· 〉),�t 〉
=
∫ t

0
〈φ′n(〈X̃(s),�m· 〉)〈X̃(s),�θ�

m· 〉, �s〉 ds

+
∫ t

0
〈φ′n(〈X̃(s),�m· 〉)�m· (0),�s〉

(
μ(s, X1(s, 0))− μ(s, X2(s, 0))

)
ds

+
∫ t

0
〈φ′n(〈X̃(s),�m· 〉)�m· (0),�s〉

(
σ(s, X1(s, 0))− σ(s, X2(s, 0))

)
dBs
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+ 1

2

∫ t

0
〈ψn(|〈X̃(s),�m· 〉|)�m· (0)2, �s〉

(
σ(s, X1(s, 0))− σ(s, X2(s, 0))

)
ds

+
∫ t

0
〈φn(〈X̃(s),�m· 〉), �̇s〉 ds.

Step 4: Using the stopping time Tξ,K defined in (6.47), taking expectations and
sending n, m →∞, Proposition 6.11 states that

E
[〈|〈X̃(t ∧ Tξ,K )|, �t∧Tξ,K

〉]
� E

[ ∫ t∧Tξ,K

0

∫
R

|X̃(s, x)|�θ�s(x) dx ds

]

+
∫ t∧Tξ,K

0
�s(0)E[|X̃(s, 0)|] ds + E

[ ∫ t∧Tξ,K

0

∫
R

|X̃(s, x)|�̇s(x) dx ds

]
.

Step 5: Since Tξ,K → T as K →∞ a.s. by Corollary 6.8, applying Fatou’s lemma
yields

∫
R

E[|X̃(t, x)|]�t (x) dx �
∫ t

0

∫
R

E[|X̃(s, x)|]|�θ�s(x)+ �̇s(x)| dx ds

+
∫ t

0
�s(0)E[|X̃(s, 0)|] ds. (3.3)

Finally, we choose appropriate test functions (�N ,M )N ,M∈N (satisfying Assump-
tion 5.2) to approximate the Dirac distribution around 0 with �N ,M (t, ·). Thus,
choosing �t (x) = �N ,M (t, x) in (3.3) and sending N , M →∞ yields, by Proposi-
tion 7.3, that

E[|X̃(t, 0)|] �
∫ t

0
(t − s)−α

E[|X̃(s, 0)|] ds, t ∈ [0, T ].

Step 6: Due to α ∈ (0, 1
2 ), Grönwall’s inequality for weak singularities (see e.g.

[18, Lemma A.2]) reveals

E[|X̃(t, 0)|] = 0, t ∈ [0, T ],

and therefore X1
t = X2

t = 0 a.s. By the continuity of X1 and X2 (see Lemma 2.5), we
conclude the claimed pathwise uniqueness. �	

4 Step 1: Transformation into an SPDE

Recall, in general, a solution (Xt )t∈[0,T ] of the SVE (2.1) will not be a semimartingale
due to the t-dependence of the kernel. In this section we will transform the SVE (2.1)
into a stochastic partial differential Eq. (SPDE) in distributional form, see (3.2), which
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allows us to recover a semimartingale structure and, thus, to implement an approach
in the spirit of Yamada–Watanabe.

To that end, we consider the evolution equation

∂u

∂t
(t, x) = �θ u(t, x), t ∈ [0, T ], x ∈ R+,

u(0, x) = δ0(x),

(4.1)

where the differential operator �θ is defined by

�θ := 2

(2+ θ)2

∂

∂x
|x |−θ ∂

∂x
(4.2)

for some constant θ > 0. Note that we will later also consider the evolution Eq. (4.1)
on t ∈ [0, T ], x ∈ R. It can be seen that the following densities solve (4.1) if restricted
to x ∈ R+:

pθ
t (x) := cθ t−

1
2+θ e−

|x |2+θ

2t , t ∈ [0, T ], x ∈ R+, (4.3)

which we extend to R by setting

pθ
t (x) := pθ

t (|x |), t ∈ [0, T ], x ∈ R.

Since
∫∞
0 pθ

t (x) dx is independent of t ∈ (0, T ], one can verify that if we choose
the constant

cθ := (2+ θ)2−
1

2+θ �

(
1

2+ θ

)−1
, (4.4)

where � denotes the Gamma function, then pθ
t : R+ → R+ defines a probability

density onR+. The reason, why we consider (4.1), is that by the choice of θ > 0 such
that

α = 1

2+ θ
, (4.5)

we get that for x = 0 the solution pθ
t−s(0) represents the kernel in the SVE (2.1) up

to a constant. Therefore, we obtain the following lemma.

Lemma 4.1 Every strong L p-solution (Xt )t∈[0,T ] of the SVE (2.1) defines an a.s. con-
tinuous strong solution (X(t, x))t∈[0,T ],x∈R of

X(t, x) = x0(t)+
∫ t

0
pθ

t−s(x)μ(s, X(s, 0)) ds

+
∫ t

0
pθ

t−s(x)σ (s, X(s, 0)) dBs, t ∈ [0, T ], x ∈ R, (4.6)
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with θ > 0 chosen such that (4.5) holds, i.e., on the probability space (�,F , (Ft )t∈[0,T ],
P), there is a random field (X(t, x))t∈[0,T ],x∈R such that X ∈ C([0, T ] × R) a.s.,
(X(t, x))t∈[0,T ] is (Ft )-progressively measurable for x ∈ R,

∫ t

0

(|pθ
t−s(x)μ(s, X(s, 0))| + |pθ

t−s(x)σ (s, X(s, 0))|2) ds <∞

and (4.6) holds a.s. Conversely, every strong solution of (4.6) defines a strong solution
of the stochastic Volterra Eq. (2.1).

Proof First, we assume that there is a solution to the SVE (2.1). This implies a solution
Y to the SVE

Yt = x0(t)+
∫ t

0
pθ

t−s(0)μ(s, Ys) ds +
∫ t

0
pθ

t−s(0)σ (s, Ys) dBs .

We define, for t ∈ [0, T ], x ∈ R,

X(t, x) := x0(t)+
∫ t

0
pθ

t−s(x)μ(s, Ys) ds +
∫ t

0
pθ

t−s(x)σ (s, Ys) dBs .

Then, by obtaining X(t, 0) = Yt , X solves

X(t, x) = x0(t)+
∫ t

0
pθ

t−s(x)μ(s, X(s, 0)) ds +
∫ t

0
pθ

t−s(x)σ (s, X(s, 0)) dBs .

By the adaptedness of the Itô integral and theRiemann–Stieltjes integral, (X(t, x))t∈[0,T ]
is (Ft )-progressively measurable for every x ∈ R. By the continuity of pθ

t (x), X(t, x)

is continuous in x-direction. By the continuity of the initial condition x0 and the
integrals, it is also continuous in t-direction.

Conversely, if X = (X(t, x))t∈[0,T ],x∈R solves (4.6), Yt := X(t, 0) is a solution of
(2.1). �	

Due to the transformation of the SVE (2.1) into the SPDE (4.6), we shall study
continuous solutions X ∈ C([0, T ]×R) of the SPDE (4.6) instead of solutions to the
SVE (2.1) directly. The next goal is to derive a regularity result for solutions of the
SPDE (4.6). For this purpose, we first investigate the densities pθ

t . We introduce some
auxiliary lemmas, which are helpful for a better understanding of the densities pθ

t , and
skip the dependence on θ by writing

pt (x) := ct−αe−
|x | 1α
2t for a fixed α ∈ (0, 1/2).

Lemma 4.2 For any x, y ∈ R, t ∈ [0, T ] and β ∈ [0, 1], one has

|pt (x)− pt (y)| � t−α

( |x − y|
t

)β

max(|x |, |y|)( 1α−1)β .
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Proof First, let us fix t ∈ [0, T ] and consider the function x → e−
|x |1/α
2t . By applying

the mean value theorem and assuming w.l.o.g. |y| < |x |, we obtain, for some z ∈
[|y|, |x |],

e−
|x | 1α
2t − e−

|y| 1α
2t

|x | − |y| = − z
1
α
−1

2tα
e−

z1/α
2t ,

which reveals that

∣∣∣∣e−
|x | 1α
2t − e−

|y| 1α
2t

∣∣∣∣ ≤ |x − y|
2tα

|x | 1α−1. (4.7)

Using inequality (4.7) and β ∈ [0, 1], we bound

|pt (x)− pt (y)| � t−α

∣∣∣∣e−
|x | 1α
2t − e−

|y| 1α
2t

∣∣∣∣
β

� t−α

( |x − y|
t

)β

max(|x |, |y|)( 1α−1)β .

�	
Corollary 4.3 For any x, y ∈ [−1, 1], t ∈ [0, T ] and β ∈ (0, 1− α), one has

∫ t

0
|ps(x)− ps(y)| ds � |x − y|β.

Proof By Lemma 4.2, we see that

∫ t

0
|ps(x)− ps(y)| ds �

∫ t

0
s−α

( |x − y|
s

)β

max(|x |, |y|)( 1α−1)β ds

� |x − y|β
∫ t

0
s−α−β ds � |x − y|β.

�	
Lemma 4.4 For any 0 < t < t ′ ≤ T and x ∈ R, one has

∫ t

0
(pt ′−s(x)− pt−s(x))2 ds � |t ′ − t |1−2α.

Proof We assume w.l.o.g. that t ′ − t ≤ t and use the linearity of the integral together
with |e−x | ≤ 1 for non-negative x to get

∫ t

0
|pt ′−s(x)− pt−s(x)|2 ds �

∫ t

t−|t ′−t |
|(t ′ − s)−α − (t − s)−α|2 ds

+
∫ t−|t ′−t |

0
|pt ′−s(x)− pt−s(x)|2 ds
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�
∫ t

t−|t ′−t |
(t − s)−2α ds

+
∫ t−|t ′−t |

0
|(t − s)−α − (t ′ − s)−α|2e−

|x | 1α
2(t−s) ds

+
∫ t−|t ′−t |

0
(t ′ − s)−2α

∣∣∣∣e−
|x | 1α
2(t−s) − e

− |x | 1α
2(t ′−s)

∣∣∣∣ ds

=: I1 + I2 + I3.

For I1, we directly compute

I1 =
[−(t − s)1−2α

1− 2α

]t

t−|t ′−t |
� |t ′ − t |1−2α.

For I2, we use |a − b|2 ≤ a2 − b2 for a > b to bound

I2 ≤
∫ t−|t ′−t |

0
(t − s)−2α ds −

∫ t−|t ′−t |

0
(t ′ − s)−2α ds

=
[−(t − s)1−2α

1− 2α

]t−|t ′−t |

0
−
[−(t ′ − s)1−2α

1− 2α

]t−|t ′−t |

0

� |t ′ − t |1−2α.

For I3, we use the mean value theorem for the function t → e−
|x | 1α
2(t−s) , similarly as we

did in (4.7), to get the inequality

∣∣∣∣e−
|x | 1α
2(t−s) − e

− |x | 1α
2(t ′−s)

∣∣∣∣ ≤ (t ′ − t)
|x | 1α

2(t − s)2
e
− |x | 1α

2(t ′−s) .

Using this and the inequality e−x ≤ x−1 for all x ≥ 0, such as t ′−t
t−s ≤ 1 and t ′−s

t−s ≤
2(t−s)

t−s = 2 due to s ≤ t − |t ′ − t |, we get

I3 ≤ (t ′ − t)
∫ t−|t ′−t |

0
(t − s)−2α

( |x | 1α
2(t − s)2

e
− |x | 1α

2(t ′−s)

)
ds

�
∫ t−|t ′−t |

0
(t − s)−2α (t ′ − t)(t ′ − s)

(t − s)2
ds

�
∫ t−|t ′−t |

0
(t − s)−2α ds � |t ′ − t |1−2α,

which yields the statement. �	
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Lemma 4.5 For any x, y ∈ [−1, 1], t ∈ [0, T ] and β ∈ (0, 1
2 − α), one has

∫ t

0
(pt−s(x)− pt−s(y))2 ds � max

(|x |, |y|)( 1α−1)2β |x − y|1−2α.

Proof W.l.o.g. we may assume t ≥ |x − y| and split the integral into

∫ t

0
(pt−s(x)− pt−s(y))2 ds ≤

∫ t−|x−y|

0
(pt−s(x)− pt−s(y))2 ds

+
∫ t

t−|x−y|
(pt−s(x)− pt−s(y))2 ds

=: I1 + I2.

For I1, we apply Lemma 4.2 with β = 1 to get

I1 � max(|x |, |y|)( 1α−1)2
∫ t−|x−y|

0
|x − y|2(t − s)−2α−2 ds

= max(|x |, |y|)( 1α−1)2|x − y|2
[−(t − s)1−2α−2

1− 2α − 2

]t−|x−y|

0

� max(|x |, |y|)( 1α−1)2|x − y|2(t−2α−1 + |x − y|−2α−1)
� max(|x |, |y|)( 1α−1)2β |x − y|1−2α

with t ≥ |x − y|.
For I2, Lemma 4.2 again, but with β ∈ (0, 1/2− α) such that 2α+ 2β < 1, yields

I2 � max(|x |, |y|)( 1α−1)2β |x − y|2β
∫ t

t−|x−y|
(t − s)−2α−2β ds

� max(|x |, |y|)( 1α−1)2β |x − y|2β
[−(t − s)1−2α−2β

1− 2α − 2β

]t

t−|x−y|
� max(|x |, |y|)( 1α−1)2β |x − y|2β |x − y|1−2α−2β
� max(|x |, |y|)( 1α−1)2β |x − y|1−2α.

�	
With these auxiliary results at hand, we are ready to prove the following regularity

result for solutions of the SPDE (4.6).

Proposition 4.6 Suppose Assumption 2.1 and let X ∈ C([0, T ] × R) be a strong
solution of the SPDE (4.6).

(i) For any p ∈ (0,∞), one has

sup
t∈[0,T ]

sup
x∈R

E[|X(t, x)|p] <∞.
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(ii) We define the random field (Z(t, x))t∈[0,T ],x∈R by

Z(t, x) := X(t, x)− x0(t)

=
∫ t

0
pθ

t−s(x)μ(s, X(s, 0)) ds +
∫ t

0
pθ

t−s(x)σ (s, Xs(s, 0)) dBs .

For any 0 ≤ t ≤ t ′ ≤ T , |x |, |y| ≤ 1 and p ∈ [2,∞), we get

E
[|Z(t, x)− Z(t ′, y)|p] � |t ′ − t |( 12−α)p + |x − y|( 12−α)p.

Proof (i) Let us assume that p ≥ 2. For p ∈ (0, 2), the statement then follows by
the orderedness of the L p-spaces. From Lemma 4.1 we know that Yt := X(t, 0)
is a solution of the SVE (2.1) and from Lemma 2.5 we know that its moment are
finite. Thus, applyingHölder’s and theBurkholder–Davis–Gundy inequality, the linear
growth condition on μ and σ from Assumption 2.1, and Lemma 2.5, we get

E[|X(t, x)|p] � 1+ E

[∣∣∣∣
∫ t

0
pθ

t−s (x)μ(s, Ys ) ds

∣∣∣∣
p]
+ E

[∣∣∣∣
∫ t

0
pθ

t−s (x)σ (s, Ys ) dBs

∣∣∣∣
p]

� 1+
(∫ t

0

(
pθ

t−s (x)
)2 ds

) p
2 +

(∫ t

0

(
pθ

t−s (x)
)2 ds

) p
2

� 1+
(∫ t

0
c2θ (t − s)−2αe

−2 |x |2+θ

2(t−s) ds

) p
2

� 1+
(∫ t

0
(t − s)−2α ds

) p
2

<∞.

(ii) With

Z(t, x) =
∫ t

0
pθ

t−s(x)μ(s, X(s, 0)) ds +
∫ t

0
pθ

t−s(x)σ (s, Xs(s, 0)) dBs

and by splitting the integrals, we get

|Z(t ′, x)− Z(t, y)|
=
∫ t

0

(
pθ

t ′−s(x)− pθ
t−s(x)

)
μ(s, X(s, 0)) ds

+
∫ t

0

(
pθ

t−s(x)− pθ
t−s(y)

)
μ(s, X(s, 0)) ds +

∫ t ′

t
pθ

t ′−s(x)μ(s, X(s, 0)) ds

+
∫ t

0

(
pθ

t ′−s(x)− pθ
t−s(x)

)
σ(s, X(s, 0)) dBs

+
∫ t

0

(
pθ

t−s(x)− pθ
t−s(y)

)
σ(s, X(s, 0)) dBs +

∫ t ′

t
pθ

t ′−s(x)σ (s, X(s, 0)) dBs

=: D1 + D2 + D3 + S1 + S2 + S3.
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We use Lemma 4.4, Lemma 4.5, Hölder’s and the Burkholder–Davis–Gundy inequal-
ity, Fubini’s theorem as well as (i) to get the following estimates:

E[|D1|p] ≤
(∫ t

0

(
pθ

t ′−s(x)− pθ
t−s(x)

)2 ds

) p
2

� |t ′ − t |p( 12−α),

E[|S1|p] ≤
(∫ t

0

(
pθ

t ′−s(x)− pθ
t−s(x)

)2 ds

) p
2

� |t ′ − t |p( 12−α),

E[|D2|p] ≤
(∫ t

0

(
pθ

t−s(x)− pθ
t−s(y)

)2 ds

) p
2

� |x − y|p( 12−α),

E[|S2|p] � |x − y|p( 12−α),

E[|D3|p] ≤
(∫ t ′

t
pθ

t ′−s(x)2 ds

) p
2

�
(∫ t ′

t
(t ′ − s)−2α ds

) p
2

� |t ′ − t |p( 12−α),

E[|S3|p] � |t ′ − t |p( 12−α).

Hence, we obtain the desired statement. �	

4.1 Transformation to an SPDE in distributional form

The next aim is to transform the SPDE (4.6) into an SPDE in distributional form. To
that end, we consider the evolution Eq. (4.1) on the whole [0, T ] × R, i.e.

∂u

∂t
(t, x) = �θ u(t, x), t ∈ [0, T ], x ∈ R,

u(0, x) = δ0(x).

(4.8)

We are interested in the fundamental solution pθ : [0, T ] × R × R→ R of (4.8),
in the sense that for any g : R→ R,

( ∫
R

pθ
t (x, y)g(y) dy

)
t∈[0,T ],x∈R is a solution of

(4.8) with initial condition g instead of δ0.
The semigroup (St )t∈[0,T ] generated by �θ is then defined by St : C∞0 (R) →

C∞0 (R) via

Stφ(x) :=
∫
R

pθ
t (x, y)φ(y) dy, φ ∈ C∞0 (R). (4.9)

First, we go back to the system (4.1) where only x ∈ R+ is allowed and denote its
fundamental solutions by

p|·| : [0, T ] × R× R→ R (4.10)

and skip the θ -dependence for the sake of a better readability.
To find explicit formulas for the p|·|, we need the following preparations:
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• A squared Bessel process Zt ≥ 0 of dimension n ∈ R is given by the stochastic
differential equation

dZt = 2
√

Zt dBt + n dt, t ∈ [0, T ].

• The generator of a squared Bessel process of dimension n is given by

(L f )(x) = n
∂

∂x
f (x)+ 2x

∂2

∂x2
f (x), x ∈ R+, (4.11)

for f ∈ C∞0 (R+), see [34, page 443].
• The semigroup (St )t∈[0,T ], defined in (4.9), fulfills

∂

∂t
(St f ) = �θ(St f ) (4.12)

for all f ∈ C∞0 (R+), since pθ is the fundamental solution of (4.8). Analogue, the

semigroup (S|·|t )t∈[0,T ] which we define as (4.9) but with p|·| instead of p, fulfills

∂

∂t
(S|·|t f ) = �θ(S|·|t f )

for all f ∈ C∞0 (R+).

• Denote by (ξt )t∈[0,T ] theMarkov process generated by the semigroup
(
S|·|t

)
t∈[0,T ],

that is, it has the transition densities (p|·|t )t∈[0,T ]. We define the semigroup
(Tt )t∈[0,T ] by

(Tt g)(x) := (St (g ◦ f̃ ))(x) = Ex [g( f̃ (ξt ))]

for the fixed function f̃ (x) := x2+θ and for g ∈ C∞0 (R+).

Our ultimate aim is to find bounds on the densities pθ . Therefore, we will use that
we can find explicit formulas for the densities p|·|, and then bound

pθ
t (x, y) ≤ pθ

t (x, y)+ pθ
t (x,−y) = p|·|t (|x |, |y|), ∀x, y ∈ R. (4.13)

We derive the following Bessel property for the process (ξ2+θ
t )t∈[0,T ].

Lemma 4.7 The process (ξ2+θ
t )t∈[0,T ] is a squared Bessel process of dimension 2

2+θ
<

1.

Proof We show that the generator of f̃ (ξt ) is the same as the one of the squared
Bessel process in (4.11) with dimension 2

2+θ
. Therefore, we use the semigroup Tt and

denote by G its generator. For appropriate functions g we get, by the definition of the
generator and by (4.12),

(Gg)(x) = ∂

∂t
(Tt g)|t→0(x) = ∂

∂t
(St (g ◦ f̃ ))|t→0(x) = �θ S0(g ◦ f̃ )(x)
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= �θ(g ◦ f̃ )(x).

Note that the set {t ∈ [0, T ] : ξt = 0} has Lebesque measure zero. Therefore, we can
explicitly calculate, for x > 0,

(Gg)(x) = 2

(2+ θ)2

∂

∂x

(
x−θ ∂

∂x

(
g(x2+θ )

))

= 2

(2+ θ)2

∂

∂x
(x−θ g′(x2+θ )(2+ θ)x1+θ )

= 2

(2+ θ)

∂

∂x
(xg′(x2+θ ))

= 2

(2+ θ)
(g′(x2+θ )+ xg′′(x2+θ )(2+ θ)x1+θ )

= 2

(2+ θ)

∂g

∂x
(x2+θ )+ 2x2+θ ∂g2

∂x2
(x2+θ )

= (Lg)(u),

where L is the generator of a squared Bessel process of dimension 2
2+θ

and u := x2+θ .
�	

Next, we derive explicit formulas for the transition densities of (ξt )t∈[0,T ]. Note that
the transition densities for the squared Bessel process of dimension n are for t > 0
and y > 0 given by (see e.g. [34, Corollary XI.1.4])

qn
t (x, y) = 1

2t

(
y

x

) ν
2

e−
x+y
2t Iν

(√
xy

t

)
for x > 0 and (4.14)

qn
t (0, y) = 2−ν t−(ν+1)�(ν + 1)−1y2ν+1e−

y2

2t , (4.15)

where ν := n
2 −1 denotes the index of the Bessel process and Iν is the modified Bessel

function that is given by

Iν(x) :=
∞∑

k=0

(x/2)2k+ν

k!�(ν + k + 1)
(4.16)

for ν ≥ −1 and x > 0.

Lemma 4.8 The transition densities of the Markov process (ξt )t∈[0,T ] are, for t > 0,
given by

p|·|t (x, y) = (2+ θ)

2t
|xy| (1+θ)

2 e−
|x |2+θ+|y|2+θ

2t Iν

( |xy|1+ θ
2

t

)
for x, y > 0, (4.17)

and for x = 0, y > 0 with p|·|t (0, y) = pθ
t (y) defined in (4.3). Consequently, (4.17)

are explicit formulas for the fundamental solutions p|·| defined in (4.10).
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Proof Denote for fixed θ > 0 by qt the density function of the Bessel process |ξt |2+θ

with dimension 2
2+θ

, that is given by (4.14) with ν = 1
2+θ
− 1.

Now, by noting that, for all x, t, s > 0 and Borel sets A ⊂ B(R+),

E

[
1A(|ξt+s |2+θ )|ξt+s |2+θ

∣∣∣ |ξt |2+θ = x
]
= E

[
1A(|ξt+s |2+θ )|ξt+s |2+θ

∣∣∣ |ξt | = x
1

2+θ

]

holds, we get with the notation B := {b ∈ R+ : b2+θ ∈ A} the relation
∫

A
qt (x, y)y dy =

∫
B

p|·|t

(
x

1
2+θ , y

)
y2+θ dy

= 1

2+ θ

∫
A

p|·|t

(
x

1
2+θ , z

1
2+θ

)
z z

1
2+θ
−1 dz

= 1

2+ θ

∫
A

p|·|t

(
x

1
2+θ , y

1
2+θ

)
y

1
2+θ
−1y dy, (4.18)

where we substituted z := y2+θ and thus dy = 1
2+θ

z
1

2+θ
−1 dz. Since (4.18) must hold

for all Borel sets A, we can compare both sides of the equation to see with the notation

x̂ := x
1

2+θ and ŷ := y
1

2+θ

that, with ν = 1
2+θ
− 1 = −( 1+θ

2+θ
),

p|·|t (x̂, ŷ) = (2+ θ)qt

(
x̂2+θ , ŷ2+θ

)
y1−

1
2+θ

= (2+ θ)

2t

∣∣∣∣ ŷ

x̂

∣∣∣∣
(2+θ)ν

2

e−
|x̂ |2+θ+|ŷ|2+θ

2t Iν

( |x̂ ŷ|1+ θ
2

t

)
|ŷ|1+θ

= (2+ θ)

2t

∣∣∣∣ ŷ

x̂

∣∣∣∣
− (1+θ)

2

e−
|x̂ |2+θ+|ŷ|2+θ

2t Iν

( |x̂ ŷ|1+ θ
2

t

)
|ŷ|1+θ

= (2+ θ)

2t
|x̂ ŷ| (1+θ)

2 e−
|x̂ |2+θ+|ŷ|2+θ

2t Iν

( |x̂ ŷ|1+ θ
2

t

)
.

By a very similar calculation, (4.15) can be used to derive (4.3) in the case of x = 0:

∫
B

qθ
t (0, y)y dy =

∫
A

qθ
t (0, z1+θ/2)zθ/2(1+ θ/2)z1+θ/2 dz

= (1+ θ/2)2
1+θ
2+θ �(ν + 1)−1

∫
A

t−(ν+1)z−θ/2e−
|z|2+θ

2t zθ/2z1+θ/2 dz

= (2+ θ)2−
1

2+θ �

(
1

2+ θ

)−1 ∫
A

t−
1

2+θ e−
|z|2+θ

2t z1+θ/2 dz

=
∫

A
p|·|t (0, z)z1+θ/2 dz
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with p|·|t (0, z) = pθ
t (z) as in (4.3) and choosing cθ as in (4.4). �	

Corollary 4.9 The fundamental solutions pθ : [0, T ] ×R× R→ R of (4.8) fulfill for
all t ∈ [0, T ],

pθ
t (x, y) ≤ (2+ θ)

2t
|xy| (1+θ)

2 e−
|x |2+θ+|y|2+θ

2t Iν

( |xy|1+ θ
2

t

)
for x, y �= 0,

and

pθ
t (x, 0) ≤ cθ t−

1
2+θ e−

|x |2+θ

2t for x �= 0.

Proof This is a straight consequence of (4.13) and Lemma 4.8. �	
Having the bound from Corollary 4.9, we introduce a partial integration formula

for the operator �θ using the fundamental solutions pθ
t of (4.1).

Lemma 4.10 For �θ = 2
(2+θ)2

∂
∂x |x |−θ ∂

∂x , the partial integration formula

∫
R

pt (x, y)�θφ(x) dx =
∫
R

(
�θ pt (x, y)

)
φ(x) dx, t ∈ [0, T ], y ∈ R,

holds for any φ ∈ C2
0 (R).

Proof Denoting φ2,t (x) := |x |−θ ∂
∂x φ(x), then φ2,t has also compact support and we

get, by the classical partial integration formula,

∫
R

pt (x, y)
∂

∂x
|x |−θ ∂

∂x
φ(x) dx =

∫
R

pt (x, y)
∂

∂x
φ2,t (x) dx

= −
∫
R

∂

∂x
pt (x, y)φ2,t (x) dx = −

∫
R

(
∂

∂x
pt (x, y)

)
|x |−θ ∂

∂x
φ(x) dx .

Then, again by partial integration, we get, as claimed,

∫
R

pt (x, y)
∂

∂x
|x |−θ ∂

∂x
φ(x) dx =

∫
R

∂

∂x

((
∂

∂x
pt (x, y)

)
|x |−θ

)
φ(x) dx .

�	
With these auxiliary results at hand, we are in a position to do the transformation

into an SPDE in distributional form. We consider test functions � ∈ C2
0 ([0, T ] ×R),

to which we can apply the operator �θ such that

�θ�t (x) = ∂

∂x
|x |−θ ∂

∂x
�t (x)

is well-defined for all t ∈ [0, T ] and x ∈ R\{0}.
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Lemma 4.11 Every strong solution (X(t, x))t∈[0,T ],x∈R of (4.6) is a strong solution to
the following SPDE in distributional form

∫
R

X(t, x)�t (x) dx

=
∫
R

(
x0�0(x)+

∫ t

0
�s(x)

∂

∂s
x0(s) ds

)
dx

+
∫ t

0

∫
R

X(s, x)

(
�θ�s(x)+ ∂

∂s
�s(x)

)
dx ds

+
∫ t

0
μ(s, X(s, 0))�s(0) ds +

∫ t

0
σ(s, X(s, 0))�s(0) dBs, t ∈ [0, T ],

(4.19)

for every test function � ∈ C2
0 ([0, T ] × R).

Proof Let X be a solution to (4.6) and � be as in the statement. We first observe that

∫ t

0
〈X(s, ·),�θ�s〉 ds

=
∫ t

0

∫
R

x0(s)�θ�s(x) dx ds +
∫ t

0

∫
R

∫ s

0
pθ

s−u(x)σ (u, X(u, 0)) dBu �θ�s(x) dx ds

+
∫ t

0

∫
R

∫ s

0
pθ

s−u(x)μ(u, X(u, 0)) du �θ�s(x) dx ds

=: I1 + I2 + I3. (4.20)

Use the fact that pθ
s (x, ·) is a probability density to write x0(s) =

∫
R

pθ
s (x, y)x0(s) dy

and use Fubini’s theorem, the partial integration formula from Lemma 4.10 and the
fact that pθ

t is a fundamental solution, to get

I1 =
∫ t

0

∫
R

∫
R

pθ
s (x, y)x0(s) dy �θ�s(x) dx ds

=
∫ t

0
x0(s)

∫
R

∫
R

pθ
s (x, y)�θ�s(x) dx dy ds

=
∫
R

∫
R

∫ t

0
x0(s)

(
�θ pθ

s (x, y)
)
�s(x) ds dy dx

=
∫
R

∫
R

∫ t

0

(
∂

∂s
pθ

s (x, y)

)
x0(s)�s(x) ds dy dx .

We denote the summands on the right-hand side of (4.6) as Xi (t, x) for i = 2, 3, that
is, X(t, x) = x0 + X2(t, x)+ X3(t, x). Due to the s-dependence in x0(s) and �s , we
apply the product rule to get

I1 =
∫
R

∫
R

∫ t

0

∂

∂s

(
(x0(s)pθ

s (x, y)�s(x)
)
ds dy dx
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−
∫
R

∫
R

∫ t

0
pθ

s (x, y)
∂

∂s

(
x0(s)�s(x)

)
ds dy dx

= 〈x0(t),�t 〉 − 〈x0(0),�0〉
−
∫ t

0

∫
R

x0(s)
∂

∂s
�s(x) dx ds −

∫ t

0

∫
R

�s(x)
∂

∂s
x0(s) dx ds. (4.21)

Similarly, using the stochastic Fubini theorem, we get

I2 =
∫ t

0

∫
R

∫ s

0
pθ

s−u(x)σ (u, X(u, 0)) dBu �θ�s(x) dx ds

=
∫ t

0

∫
R

∫ t

u

(
∂

∂s
pθ

s−u(x)

)
�s(x) ds dx σ(u, X(u, 0)) dBu

=
∫ t

0

∫
R

∫ t

u

∂

∂s

(
pθ

s−u(x)�s(x)

)
ds dx σ(u, X(u, 0)) dBu

−
∫ t

0

∫
R

∫ t

u
pθ

s−u(x)

(
∂

∂s
�s(x)

)
ds dx σ(u, X(u, 0)) dBu

= 〈X2(t, ·),�t 〉 −
∫ t

0

∫
R

pθ
0(x, 0)�u(x) dx σ(u, X(u, 0)) dBu

−
∫ t

0

∫
R

∫ s

0
pθ

s−u(x)σ (u, X(u, 0)) dBu

(
∂

∂s
�s(x)

)
dx ds

= 〈X2(t, ·),�t 〉 −
∫ t

0
�u(0)σ (u, X(u, 0)) dBu

−
∫ t

0

∫
R

X2(s, x)

(
∂

∂s
�s(x)

)
dx ds (4.22)

and

I3 =
∫ t

0

∫
R

∫ s

0
pθ

s−u(x)μ(u, X(u, 0)) du �θ�s(x) dx ds

=
∫ t

0

∫
R

∫ t

u

∂

∂s

(
pθ

s−u(x)�s(x)
)
ds dx μ(u, X(u, 0)) du

−
∫ t

0

∫
R

∫ t

u
pθ

s−u(x)

(
∂

∂s
�s(x)

)
ds dx μ(u, X(u, 0)) du

= 〈X3(t, ·),�t 〉 −
∫ t

0
�u(0)μ(u, X(u, 0)) du

−
∫ t

0

∫
R

X3(s, x)

(
∂

∂s
�s(x)

)
dx ds. (4.23)

Plugging (4.21), (4.22) and (4.23) into (4.20) and rearranging the terms yields

〈X(t, ·),�t 〉 =
∫
R

(
x0(0)�0(x)+

∫ t

0
�s(x)

∂

∂s
x0(s) ds

)
dx
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+
∫ t

0

∫
R

X(s, x)

(
�θ�s(x)+ ∂

∂s
�s(x)

)
dx ds

+
∫ t

0
μ(s, X(s, 0))�s(0) ds +

∫ t

0
σ(s, X(s, 0))�s(0) dBs,

for t ∈ [0, T ], which shows that (4.19) holds. �	

We summarize the findings of Step 1 in the following proposition.

Proposition 4.12 Every strong L p-solution (Xt )t∈[0,T ] to the SVE (2.1) with p
given by (2.3) generates a strong solution (Xt )t∈[0,T ],x∈R, as defined in (3.1),
to the distributional SPDE (4.19) with X ∈ C([0, T ] × R) a.s. Furthermore,
supt∈[0,T ],x∈R E[|X(t, x)|q ] < ∞ for all q ∈ (0,∞) and, for Z(t, x) := X(t, x) −
x0(t) and q ∈ [2,∞),

E[|Z(t, x)− Z(t ′, x ′)|q ] � |t ′ − t |( 12−α)q + |x − x ′|( 12−α)q ,

for all t, t ′ ∈ [0, T ] and x, x ′ ∈ [−1, 1].

Proof The implication of the solution to (4.19) by the one to (2.1) is given by
Lemma 4.1 and Lemma 4.11, the continuity by Lemma 4.1 and the remaining prop-
erties by Proposition 4.6. �	

5 Step 2 and 3: Implementing Yamada–Watanabe’s approach

The next steps are to use the classical approximation of the absolute value function
introduced by Yamada–Watanabe [36], allowing us to apply Itô’s formula. Recall that,
by Assumption 2.1 (ii), σ is ξ -Hölder continuous for some ξ ∈ [ 12 , 1]. Hence, there
exists a strictly increasing function ρ : [0,∞)→ [0,∞) such that ρ(0) = 0,

|σ(t, x)− σ(t, y)| ≤ Cσ |x − y|ξ ≤ ρ(|x − y|) for t ∈ [0, T ] and x, y ∈ R

and

∫ ε

0

1

ρ(x)2
dx = ∞ for all ε > 0.

Based on ρ, we define a sequence (φn)n∈N of functions mapping from R to R that
approximates the absolute value in the followingway:Let (an)n∈N be a strictly decreas-
ing sequence with a0 = 1 such that an → 0 as n→∞ and

∫ an−1

an

1

ρ(x)2
dx = n. (5.1)
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Furthermore, we define a sequence of mollifiers: let (ψn)n∈N ∈ C∞0 (R) be smooth
functions with compact support such that supp(ψn) ⊂ (an, an−1),

0 ≤ ψn(x) ≤ 2

nρ(x)2
≤ 2

nx
, x ∈ R, and

∫ an−1

an

ψn(x) dx = 1. (5.2)

We set

φn(x) :=
∫ |x |
0

(∫ y

0
ψn(z) dz

)
dy, x ∈ R. (5.3)

By (5.2) and the compact support of ψn , it follows that φn(·) → | · | uniformly as
n → ∞. Since every ψn and, thus, every φn is zero in a neighborhood around zero,
the functions φn are smooth with

‖φ′n‖∞ ≤ 1, φ′n(x) = sgn(x)

∫ |x |
0

ψn(y) dy and φ′′n (x) = ψn(|x |), for x ∈ R.

Let X1 and X2 be two strong solutions to the SPDE (4.19) for a given Brownian
motion (Bt )t∈[0,T ] such that X1, X2 ∈ C([0, T ] × R) a.s. We define X̃ := X1 − X2

and consider, for some�m
x ∈ C2

0 (R) for fixed x ∈ R and m ∈ R+ (we will later define
m depending on n and �m

x is independent of t):

〈X̃t ,�
m
x 〉 =

∫
R

X̃(t, y)�m
x (y) dy,

where 〈·, ·〉 denotes the scalar product on L2(R).

Proposition 5.1 For a fixed x ∈ R and m ∈ R+, let �m
x ∈ C2

0 (R) be such that �θ�
m
x

is well-defined. Then, for t ∈ [0, T ], one has

φn(〈X̃t ,�
m
x 〉) =

∫ t

0
φ′n(〈X̃s , �

m
x 〉)〈X̃s , �θ�m

x 〉 ds

+
∫ t

0
φ′n(〈X̃s , �

m
x 〉)�m

x (0)(μ(s, X1(s, 0))− μ(s, X2(s, 0))) ds

+
∫ t

0
φ′n(〈X̃s , �

m
x 〉)�m

x (0)(σ (s, X1(s, 0))− σ(s, X2(s, 0))) dBs

+ 1

2

∫ t

0
ψn(|〈X̃s , �

m
x 〉|)�m

x (0)2(σ (s, X1(s, 0))− σ(s, X2(s, 0)))2 ds.

(5.4)

Proof By (4.19), (〈X̃t ,�
m
x 〉)t∈[0,T ] is a semimartingale. Therefore, we are able to

apply Itô’s formula to φn , which yields the result. �	
Note that (5.4) defines a function in x . We want to integrate this against another

non-negative test function with the following properties.
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Assumption 5.2 Let � ∈ C2([0, T ] × R) be twice continuously differentiable such
that

(i) �t (0) > 0 for all t ∈ [0, T ],
(ii) �(t) := {x ∈ R : ∃s ≤ t s.t. |�s(x)| > 0} ⊂ B(0, J (t)) for some0 < J (t) <∞,
(iii)

sup
s≤t

∣∣∣∣
∫
R

|x |−θ

(
∂�s(x)

∂x

)2

dx

∣∣∣∣ <∞, t ∈ [0, T ].

Wewill later choose an explicit function� and show that it fulfills Assumption 5.2.
Then, we get the following equality, where the extra term I m,n

5 arises due to the t-
dependence of �.

Proposition 5.3 For � fulfilling Assumption 5.2, we have

〈φn(〈X̃t ,�
m· 〉),�t 〉

=
∫ t

0
〈φ′n(〈X̃s,�

m· 〉)〈X̃s,�θ�
m· 〉, �s〉 ds

+
∫ t

0
〈φ′n(〈X̃s,�

m· 〉)�m· (0),�s〉(μ(s, X1(s, 0))− μ(s, X2(s, 0))) ds

+
∫ t

0
〈φ′n(〈X̃s,�

m· 〉)�m· (0),�s〉(σ (s, X1(s, 0))− σ(s, X2(s, 0))) dBs

+ 1

2

∫ t

0
〈ψn(|〈X̃s,�

m· 〉|)�m· (0)2, �s〉(σ (s, X1(s, 0))− σ(s, X2(s, 0)))2 ds

+
∫ t

0
〈φn(〈X̃s,�

m· 〉), �̇s〉 ds

=: I m,n
1 (t)+ I m,n

2 (t)+ I m,n
3 (t)+ I m,n

4 (t)+ I m,n
5 (t), (5.5)

for t ∈ [0, T ], where �̇s(x) := ∂
∂s �s(x).

Proof We discretize �t (x) in its time variable, then let the grid size go to zero
and show that the resulting term converges to (5.5). Therefore, let ti = i2−k ,
i = 0, 1, . . . , �t2k� + 1 =: K k

t , where �·� denotes rounding down to the next integer,
such that t�t2k� ≤ t < tK k

t
, and denote

�k
t (x) := 2k

∫ ti

ti−1
�s(x) ds, t ∈ [ti−1, ti ), x ∈ R. (5.6)

Then, we can build the telescope sum

〈φn(〈X̃t ,�
m· 〉),�t 〉 =

K k
t∑

i=1
〈φn(〈X̃ti ,�

m· 〉),�k
ti 〉 − 〈φn(〈X̃ti−1 ,�

m· 〉),�k
ti−1〉
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− 〈φn(〈X̃t
K k

t
,�m· 〉),�k

t
K k

t

〉 + 〈φn(〈X̃t ,�
m· 〉),�t 〉. (5.7)

By the continuity of X̃ , � and φn , the sum of the last two terms approaches zero as
tK k

t
→ t and thus as k →∞.

For the terms in the summation, we use the continuity of X̃ and the notation
f (ti−) := lim

s<ti ,s→ti
f (s), to get the equality

〈φn(〈X̃ti ,�
m· 〉),�k

ti 〉 = 〈φn(〈X̃ti−,�m· 〉),�k
ti−〉 + 〈φn(〈X̃ti ,�

m· 〉),�k
ti −�k

ti−1〉.
By plugging this into (5.7), we get

〈φn(〈X̃t ,�
m· 〉),�t 〉 =

K k
t∑

i=1
〈φn(〈X̃ti−,�m· 〉),�k

ti−〉 − 〈φn(〈X̃ti−1 ,�
m· 〉),�k

ti−1〉

+
K k

t∑
i=1
〈φn(〈X̃ti ,�

m· 〉),�k
ti −�k

ti−1〉 =: Ak
t + Ck

t .

For Ak
t , we get, by applying Itô’s formula, that

Ak
t =

Kt∑
i=1
〈φn(〈X̃ti ,�

m· 〉),�k
ti−1〉 − 〈φn(〈X̃ti−1 ,�

m· 〉),�k
ti−1〉

→ I m,n
1 (t)+ I m,n

2 (t)+ I m,n
3 (t)+ I m,n

4 (t) as k →∞,

by the continuity of �.
Thus, it remains to show that Ck

t converges to I m,n
5 (t). To that end, we use the

construction (5.6) and Fubini’s theorem to conclude that

Ck
t =

K k
t∑

i=1

〈
φn(〈X̃ti ,�

m· 〉), 2k
∫ ti

ti−1
(�s −�s−2−k ) ds

〉

=
K k

t∑
i=1

〈
φn(〈X̃ti ,�

m· 〉), 2k
∫ ti

ti−1

∫ s

s−2−k
�̇r dr ds

〉

= 2k
K k

t∑
i=1

∫ ti

ti−1

∫ s

s−2−k
〈φn(〈X̃ti ,�

m· 〉), �̇r 〉 dr ds

= 2k
K k

t∑
i=1

∫ ti

ti−1

∫ s

s−2−k
〈φn(〈X̃ti ,�

m· 〉), �̇r 〉 − 〈φn(〈X̃r ,�
m· 〉), �̇r 〉 dr ds

+ 2k
K k

t∑
i=1

∫ ti

ti−1

∫ s

s−2−k
〈φn(〈X̃r ,�

m· 〉), �̇r 〉 dr ds.
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The first summand can be bounded by

∫ t

0
sup

u≤t,|u−r |≤2−k

∣∣〈φn(〈X̃u,�m· 〉), �̇r 〉 − 〈φn(〈X̃r ,�
m· 〉), �̇r 〉

∣∣ dr ,

which converges to zero a.s. as k → ∞ by the continuity and boundedness of X̃ .
Furthermore, we get, by

2k
∫ s

s−2−k
〈φn(〈X̃r ,�

m· 〉), �̇r 〉 dr → 〈φn(〈X̃s,�
m· 〉), �̇s〉 as k →∞

and the dominated convergence theorem, that

Ck
t →

∫ t

0
〈φn(〈X̃s,�

m· 〉), �̇s〉 ds as k →∞,

which proves the proposition. �	
We will bound the expectation of the terms I m,n

1 to I m,n
5 as m, n→∞ in Sect. 6.

6 Step 4: Passing to the limit

Before we can pass to the limit in (5.5), we need to choose a sequence (�
m,n
x )n∈N

of smooth functions �
m,n
x ∈ C∞0 (R) for some x ∈ R and for m ∈ R+, which

approximates the Dirac distribution δx explicitly. We will choose some m = m(n)

dependent on the index n of the Yamada–Watanabe approximation and, for notational
simplicity, will skip the m-dependence and shortly write (�n

x )n∈N.

6.1 Explicit choice of the test function

We want to approximate with �n
x a Dirac distribution centered around x ∈ R. There-

fore, we choose it to coincide with the sum of twoGaussian kernels withmean x and y,
respectively, and standard deviation m−1, when x and y are close. The reason for this
construction is that we want to keep the mass of � in B(0, 1

m(n) ) constant as n→∞.
For this purpose, we define

�̃m
x (y) := 1√

2πm−2
e
− (y−x)2

2m−2

and, to construct the compact support, let ψ̃
m,n
x be smooth functions for n ∈ N and

fixed x ∈ R with

ψ̃m,n
x (y) :=

{
1, if y ∈ B(x, 1

m )

0, if y ∈ R \ B(x, 1
m + bn)
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and 0 ≤ ψ̃
m,n
x (y) ≤ 1 for y elsewhere such that ψ̃m,n

x is smooth. Here, let (bn)n∈N be
a sequence such that bn > 0 and

μn

(
B

(
x,

1

m
+ bn

)
\ B

(
x,

1

m

))
= an

2
,

where μn(A) := ∫
A �̃m

x (y) dy denotes the measure in terms of the above normal

distribution and an := e−
n(n+1)

2 comes from the Yamada–Watanabe sequence. It is
always possible to find such a bn > 0 since the mass of �̃m

x in B(x, 1
m ) is ≈ 0.6827,

which is independent of n, and an
2 < 0.3 for all n ∈ N.

Then, we define

�n
x (y) := c

(
ψ̃m,n

x (y)�̃m
x (y)+ �̃m

y (x)ψ̃m,n
y (x)

)
, (6.1)

with c := 1/(2mσ ), where mσ ≈ 0.6827 denotes the mass of a normal distribution
N (μ, σ 2) inside the interval [μ− σ,μ+ σ ]. With that choice of c, �n

x approximates
the Dirac distribution δx around x as n → ∞. Note that �n

x (y) is identical in terms
of x and y. Furthermore, �n

x owes the following properties that we will need later. To
that end, let us introduce the following stopping time for K > 0:

TK := inf
t∈[0,T ]

{
sup

x∈[− 1
2 , 12 ]

(|X1(t, x)| + |X2(t, x)|) > K

}
, (6.2)

where we use the convention inf ∅ := ∞. Note that, by the continuity of X1 and X2,
TK →∞ a.s. as K →∞.

Proposition 6.1 For fixed x ∈ R, �n
x , as defined in (6.1), fulfills:

(i) �θ,x�
n
x (y) = �θ,y�

n
x (y) for all x, y ∈ R, where �θ,x denotes �θ acting on x;

(ii)
∫
R

�n
x (0)

2 dx � m(n) for all n ∈ N;
(iii)

∫
R

�n
x (0) dx ≤ 2 for all n ∈ N;

(iv) for all (s, x) ∈ [0, T ] × R,

〈X̃s,�
n
x 〉 → X̃(s, x) and φ′n(〈X̃s,�

n
x 〉)〈X̃s,�

n
x 〉 → |X̃(s, x)|, as n→∞;

(v) given s ∈ [0, TK ], there exists a constant CK > 0 that is independent from n, such
that, if

∣∣∣∣
∫
R

X̃(s, y)�n
x (y) dy

∣∣∣∣ ≤ an−1

holds, then there is some x̂ ∈ B(x, 1
m ) such that |X̃(s, x̂)| ≤ CK an−1.

Proof (i) This statement is clear since �n
x is identical in x and y.
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(ii) We denote c := 1√
2π

to get

∫
R

�n
x (0)

2 dx ≤
∫
R

(
cme

− |x |2
2m−2

)2

dx ≤ cm
∫
R

cme
− |x |2

2m−2 dx = cm.

(iii)
∫
R

�n
x (0) dx ≤ 2

∫
R

�̃m
x (0) dx = 2.

(iv) From the construction of �n
x we get that

∫
R

X̃(s, y)�n
x (y) dy →

∫
R

X̃(s, y)δx (y) dy = X̃(s, x) as n→∞.

Furthermore, we know that φ′n(x)x → |x | as n → ∞ uniformly in x ∈ R and
thus the second statement follows.

(v) Let us write

∫
R

X̃(s, y)�n
x (y) dy =

∫
B(x, 1

m )
X̃(s, y)�n

x (y) dy +
∫
R\B(x, 1

m )
X̃(s, y)�n

x (y) dy.

(6.3)

By the construction of ψ̃m,n
x weknow that�n

x vanishes outside the ball B(x, 1
m+bn),

and, by the choice of bn , we know that the mass of �n
x in B(x, 1

m + bn) \ B(x, 1
m ) is

an−1/2. Since we have that s ≤ TK , we can bound

∣∣∣∣
∫
R\B(x, 1

m )

X̃(s, y)�n
x (y) dy

∣∣∣∣ ≤ 2K
∫
R\B(x, 1

m )

�n
x (y) dy ≤ K an−1.

Thus, by assumption and (6.3), we have that

∣∣∣∣
∫

B(x, 1
m )

X̃(s, y)�n
x (y) dy

∣∣∣∣ ≤ (K + 1)an−1,

and, since�n
x is the sumof twoGaussian densities with standard deviation 1

m , we know
that its mass inside the ball is ≈ 2 · 0.6827 and can conclude, using the continuity
of X̃ , that

(K + 1)an−1 ≥
∫

B(x, 1
m )

�n
x (y) dy inf

y∈B(x, 1
m )

|X̃(s, y)| ≥ 1.3 inf
y∈B(x, 1

m )

|X̃(s, y)|,

and thus, the statement holds with CK = (K + 1)/1.3. �	

6.2 Bounding the Yamada–Watanabe terms

We start with the summands I m,n
1 , I m,n

2 , I m,n
3 and I m,n

5 in (5.5) and will analyze I m,n
4

later. To that end, we need the following elementary estimate.
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Lemma 6.2 If f ∈ C2
0 (R) is non-negative and not identically zero, then

sup
x∈R: f (x)>0

{( f ′(x))2 f (x)−1} ≤ 2‖ f ′′(x)‖∞.

Proof Choose some x ∈ R with f (x) > 0 and assume w.l.o.g. that f ′(x) > 0. Let

x1 := sup{x ′ < x : f ′(x ′) = 0},

which exists due to the compact support of f . By the extended mean value theorem
(see [7, Theorem 4.6]), applied to f and ( f ′)2, there exists an x2 ∈ (x1, x) such that

( f ′(x)2 − f ′(x1)
2) f ′(x2) = ( f (x)− f (x1))

∂( f ′)2

∂x
(x2).

By the choice of x1, we know that f ′(x2) > 0, and thus with f ′(x1) = 0,

f ′(x)2 = ( f (x)− f (x1))2 f ′′(x2).

Since f is strictly increasing on (x1, x) and non-negative, we conclude

f ′(x)2

f (x)
≤ f ′(x)2

f (x)− f (x1)
= 2 f ′′(x2) ≤ 2‖ f ′′‖∞.

�	
We want to take expectations on both sides of (5.5) and then send m, n→∞.

Lemma 6.3 For any stopping time T and fixed t ∈ [0, T ] we have:

(i) lim
m,n→∞E[I m,n

1 (t ∧ T )] ≤ E
[ ∫ t∧T

0

∫
R
|X̃(s, x)|�θ�s(x) dx ds

]
;

(ii) limm,n→∞ E[I m,n
2 (t ∧ T )] � ∫ t∧T

0 �s(0)E[|X̃(s, 0)|] ds;
(iii) E[I m,n

3 (t ∧ T )] = 0 for all m, n ∈ N;

(iv) lim
m,n→∞E[I m,n

5 (t ∧ T )] = E
[ ∫ t∧T

0

∫
R
|X̃(s, x)|�̇s(x) dx ds

]
.

Proof (i) We need to rewrite I m,n
1 . We use the property of �n

x from Proposition 6.1 (i)
and the product rule to get

I m,n
1 (t) =

∫ t

0

∫
R

φ′n(〈X̃s,�
n
x 〉)

∫
R

X̃(s, y)�y,θ�
n
x (y) dy �s(x) dx ds

=
∫ t

0

∫
R

φ′n(〈X̃s,�
n
x 〉)�x,θ (〈X̃s,�

n
x 〉)�s(x) dx ds

= 2α2
∫ t

0

∫
R

φ′n(〈X̃s,�
n
x 〉)

( ∂

∂x
|x |−θ ∂

∂x
〈X̃s,�

n
x 〉
)
�s(x) dx ds

+ 2α2
∫ t

0

∫
R

φ′n(〈X̃s,�
n
x 〉)|x |−θ

( ∂2

∂x2
〈X̃s,�

n
x 〉
)
�s(x) dx ds.
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Now, we use integration by parts for both summands and the compact support of �s

for every s ∈ [0, T ] to get

I m,n
1 (t) = −2α2

∫ t

0

∫
R

ψn(〈X̃s,�
n
x 〉)|x |−θ

(
∂

∂x
〈X̃s�

n
x 〉
)2

�s(x) dx ds

− 2α2
∫ t

0

∫
R

φ′n(〈X̃s,�
n
x 〉)|x |−θ ∂

∂x
〈X̃s�

n
x 〉

∂

∂x
�s(x) dx ds. (6.4)

By a very similar partial integration we see that

∫ t

0

∫
R

φ′n(〈X̃s,�
n
x 〉)〈X̃s,�

n
x 〉�θ�s(x) dx ds

= −2α2
∫ t

0

∫
R

ψn(〈X̃s,�
n
x 〉)

∂

∂x
〈X̃s,�

n
x 〉〈X̃s,�

n
x 〉|x |−θ ∂

∂x
�s(x) dx ds

− 2α2
∫ t

0

∫
R

φ′n(〈X̃s,�
n
x 〉)

∂

∂x
〈X̃s,�

n
x 〉|x |−θ ∂

∂x
�s(x) dx ds. (6.5)

By identifying that the second term in (6.4) coincides with the second term in (6.5),
we can plug in the latter one into the first one to get

I m,n
1 (t) = −2α2

∫ t

0

∫
R

ψn(〈X̃s,�
n
x 〉)|x |−θ

(
∂

∂x
〈X̃s�

n
x 〉
)2

�s(x) dx ds

+ 2α2
∫ t

0

∫
R

ψn(〈X̃s,�
n
x 〉)

∂

∂x
〈X̃s,�

n
x 〉〈X̃s,�

n
x 〉|x |−θ ∂

∂x
�s(x) dx ds

+
∫ t

0

∫
R

φ′n(〈X̃s,�
n
x 〉)〈X̃s,�

n
x 〉�θ�s(x) dx ds

=
∫ t

0

(
I m,n
1,1 (s)+ I m,n

1,2 (s)+ I m,n
1,3 (s)

)
ds. (6.6)

In order to deal with the various parts of I m,n
1 , we start with treating I m,n

1,1 and I m,n
1,2 .

Since we want to show that these parts are less than or equal to 0, we define for fixed
s ∈ [0, t]:

As :=
{

x ∈ R :
(

∂

∂x
〈X̃s,�

n
x 〉
)2

�s(x) ≤ 〈X̃s,�
n
x 〉

∂

∂x
〈X̃s,�

n
x 〉

∂

∂x
�s(x)

}

∩ {x ∈ R : �s(x) > 0}
= A+,s ∪ A−,s ∪ A0,s,

with

A+,s := As ∩
{

∂

∂x
〈X̃s,�

n
x 〉 > 0

}
, A−,s := As ∩

{
∂

∂x
〈X̃s,�

n
x 〉 < 0

}
and

123



338 Stochastics and Partial Differential Equations: Analysis and Computations (2025) 13:308–366

A0,s := As ∩
{

∂

∂x
〈X̃s,�

n
x 〉 = 0

}
.

By Assumption 5.2 (i) and (iii), we can find an ε > 0 such that

B(0, ε) ⊂ �(t) and inf
s≤t,x∈B(0,ε)

�s(x) > 0. (6.7)

On A+,s we have, by the definition of As , that

0 <

(
∂

∂x
〈X̃s,�

n
x 〉
)

�s(x) ≤ 〈X̃s,�
n
x 〉

∂

∂x
�s(x),

and, therefore, we can bound the A+,s-part of I m,n
1,2 for any t ∈ [0, T ] by

∫ t

0

∫
A+,s

ψn(〈X̃s,�
n
x 〉)

∂

∂x
〈X̃s,�

n
x 〉〈X̃s,�

n
x 〉|x |−θ ∂

∂x
�s(x) dx ds

≤
∫ t

0

∫
A+,s

ψn(〈X̃s,�
n
x 〉)|x |−θ 〈X̃s,�

n
x 〉2

( ∂
∂x �s(x))2

�s(x)
dx ds

≤
∫ t

0

∫
A+,s

2

n
1{an−1≤|〈X̃s ,�n

x 〉|≤an}|x |−θ 〈X̃s,�
n
x 〉

( ∂
∂x �s(x))2

�s(x)
dx ds

≤ 2an

n

∫ t

0

∫
R

1{�s (x)>0}|x |−θ
( ∂
∂x �s(x))2

�s(x)
dx ds.

Next, we split the integral by using ε from (6.7) to be able to apply Assumption 5.2
and Lemma 6.2 and get

∫ t

0

∫
A+,s

ψn(〈X̃s,�
n
x 〉)

∂

∂x
〈X̃s,�

n
x 〉〈X̃s,�

n
x 〉|x |−θ ∂

∂x
�s(x) dx ds

≤ 2an

n

∫ t

0

(∫
B(0,ε)

|x |−θ
( ∂
∂x �s(x))2

�s(x)
dx + 2‖D2�s‖∞

∫
�(t)\B(0,ε)

|x |−θ dx

)
ds

=: 2an

n
C(�, t).

Note that ε > 0 is fixed and thus the ε-dependence of C(�, t) does not matter.
On the set A−,s ,

0 >

(
∂

∂x
〈X̃s,�

n
x 〉
)

�s(x) ≥ 〈X̃s,�
n
x 〉

∂

∂x
�s(x), (6.8)

holds and, since both terms in (6.8) are negative, we can use the same calculation as
above to get

∫ t

0

∫
A+,s

ψn(〈X̃s,�
n
x 〉)

∂

∂x
〈X̃s,�

n
x 〉〈X̃s,�

n
x 〉|x |−θ ∂

∂x
�s(x) dx ds ≤ 2an

n
C(�, t).
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Finally, on the set A0,s ,

∫ t

0

∫
A+,s

ψn(〈X̃s,�
n
x 〉)

∂

∂x
〈X̃s,�

n
x 〉〈X̃s,�

n
x 〉|x |−θ ∂

∂x
�s(x) dx ds = 0

and thus

E[I m,n
1,1 (t ∧ T )+ I m,n

1,2 (t ∧ T )] ≤ 4α2C(�, t)
an

n
→ 0 as n→∞.

The remaining term in (6.6), we have to deal with, is

I m,n
1,3 =

∫ t

0

∫
R

φ′n(〈X̃s,�
n
x 〉)〈X̃s,�

n
x 〉�θ�s(x) dx ds.

Therefore, we apply Proposition 6.1 (iv) to get the pointwise convergence

φ′n(〈X̃s,�
n
x 〉)〈X̃s,�

n
x 〉 → X̃(s, x) as m, n→∞.

To complete our proof, we only need to show uniform integrability of |φ′n(〈X̃s,

�n
x 〉)〈X̃s,�

n
x 〉| in terms of m, n ∈ N on ([0, T ] × B(0, J (t)) × �), since � van-

ishes outside B(0, J (t)). First, by the inequality |φ′n| ≤ 1, we can bound

|φ′n(〈X̃s,�
n
x 〉)〈X̃s,�

n
x 〉| ≤ 〈|X̃s |,�n

x 〉.

Inserting the function �n from (6.1), taking the mean and using Proposition 4.6 (i),
we can bound

E[|〈|X̃s |, �n
x 〉|] ≤ E

[ ∫
R

|X̃(s, y)|2�̃m
x (y) dy

]
≤ 2 sup

y∈R
E[|X̃(s, y)|]

∫
R

�̃m(n)

x (y) dy <∞,

(6.9)

thus the claimed integrability holds and we get

lim
m,n→∞E[I m,n

1,3 (t ∧ T )] ≤ E

[ ∫ t∧T

0

∫
R

|X̃(s, x)|�θ�s(x) dx ds

]

and, altogether, we have shown the statement.
(ii) Again the inequality |φ′n| ≤ 1 and the Lipschitz continuity of μ yield

E[I m,n
2 (t ∧ T )] �

∫ t∧T

0

(∫
R

�n
x (0)�s(x) dx

)
E[|X̃(s, 0)|] ds.

Sending m, n→∞ gives the statement as �n
x (0)→ δ0(x).
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(iii) We set gm,n(s) := 〈φ′n(〈X̃s,�
n· 〉)�n· (0),�s〉. Then, by |φ′n| ≤ 1, one has

|gm,n(s)| =
∣∣∣∣
∫
R

φ′n(〈X̃s,�
n
x 〉)�n

x (0)�s(x) dx

∣∣∣∣ ≤ ‖�‖∞
∫
R

2�̃m
0 (x) dx = 2‖�‖∞

by the construction of �n in (6.1). Thus, I m,n
3 (t ∧ T ) is a continuous local martingale

with quadratic variation

〈I m,n
3 〉t∧T ≤ 4‖�‖2∞

∫ t∧T

0
(σ (s, X1(s, 0))− σ(s, X2(s, 0)))2 ds

�
∫ t∧T

0
(|X1(s, 0)| + |X2(s, 0)| + 2)2 ds

by the growth condition on σ and, consequently, by Proposition 4.6,

E[〈I m,n
3 〉t∧T ] <∞,

such that I m,n
3 (t ∧ T ) is a square integrable martingale with mean 0.

(iv) We want to calculate the limit as n, m →∞ of the term

E[I m,n
5 (t ∧ T )] = E

[ ∫ t∧T

0
〈φn(〈X̃s,�

n· 〉), �̇s〉 ds

]
.

Therefore, the same argumentation as in (i) with the uniform integrability in (6.9) and
the boundedness of |�̇s | as a continuous function with compact support yield

lim
m,n→∞E[I m,n

5 (t ∧ T )] = E

[ ∫ t∧T

0

∫
R

|X̃(s, x)|�̇s(x) dx ds

]
.

�	

6.3 Key argument: Bounding the quadratic variation term

What is left to bound in line (5.5), is the expectation of the quadratic variation term
I m,n
4 . The main ingredient to be able to do this, will be the following Theorem 6.4.
Let us first introduce some definitions that we need to formulate the Theorem 6.4.

Recall the definition of TK in (6.2). Moreover, we define a semimetric on [0, T ] × R

by

d((t, x), (t ′, x ′)) := |t − t ′|α + |x − x ′|, t, t ′ ∈ [0, T ], x, x ′ ∈ R,
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and, for K > 0, N ∈ N and ζ ∈ (0, 1), the set

ZK ,N ,ζ :=

⎧⎪⎪⎨
⎪⎪⎩

(t, x) ∈ [0, T ] × [−1/2, 1/2] :
t ≤ TK , |x | ≤ 2−Nα−1,
|t − t̂ | ≤ 2−N |x − x̂ | ≤ 2−Nα,

for some (t̂, x̂) ∈ [0, TK ] × [−1/2, 1/2]
satisfying |X̃(t̂, x̂)| ≤ 2−Nζ

⎫⎪⎪⎬
⎪⎪⎭

.

(6.10)

The following theorem improves the regularity of X̃(t, x) when |x | is small. For
two measures Q1 and Q2 on some measurable space (�̃, F̃ ), we call Q1 absolutely
continuous with respect to Q2, denoted by Q1 � Q2, if N1 ⊇ N2, where Ni ∈ F̃
denotes the zero sets of Qi in (�̃, F̃ ).

Theorem 6.4 Suppose Assumption 2.1 and let X̃ := X1 − X2, where Xi is a solution
of the SPDE (4.6) with Xi ∈ C([0, T ] × R) a.s. for i = 1, 2. Let ζ ∈ (0, 1) satisfy:

∃Nζ = Nζ (K , ω) ∈ N a.s. such that, for any N ≥ Nζ and any (t, x) ∈ ZK ,N ,ζ :
|t ′ − t | ≤ 2−N , t ′ ≤ TK

|y − x | ≤ 2−Nα

}
⇒ |X̃(t, x)− X̃(t ′, y)| ≤ 2−Nζ . (6.11)

Let 1
2 − α < ζ 1 < (ζξ + 1

2 − α) ∧ 1. Then, there is an Nζ 1(K , ω, ζ ) ∈ N a.s. such
that, for any N ≥ Nζ 1 and any (t, x) ∈ ZK ,N ,ζ 1 :

|t ′ − t | ≤ 2−N , t ′ ≤ TK

|y − x | ≤ 2−Nα

}
⇒ |X̃(t, x)− X̃(t ′, y)| ≤ 2−Nζ 1 . (6.12)

Moreover, there is some measure Q
X ,K on (�,F ) such that QX ,K � P on (�,F )

and P � Q
X ,K on (�,F K ), where F K := {A ∩ {TK ≥ T } : A ∈ F } ⊆ F is the

σ -algebra restricted to {TK ≥ T }, and there are constants R > 1 and δ, C, c2 > 0
depending on ζ and ζ 1 (not on K ) and N (K ) ∈ N such that

Q
X ,K (Nζ 1 ≥ N ) ≤ C

(
Q

X ,K
(

Nζ ≥ N

R

)
+ K e−c22Nδ

)
(6.13)

for N ≥ N (K ).

Proof of Theorem 6.4 From the assumptions of Theorem 6.4 and Assumption 2.1, we
are given the variablesα ∈ [0, 1

2 ), ζ ∈ (0, 1), ξ ∈ ( 1
2(1−α)

, 1] and ζ1 < (ζξ+ 1
2−α)∧1.

Moreover, fix arbitrary (t, x), (t ′, y) ∈ [0, TK ]× [− 1
2 ,

1
2 ] such that w.l.o.g. t ≤ t ′ and

given some N ≥ Nζ ,

|t − t ′| ≤ ε := 2−N , |x | ≤ 2−Nα and |x − y| ≤ 2−Nα. (6.14)
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We define small numbers δ, δ′, δ1, δ2 > 0 in the following way. We choose δ ∈
(0, 1

2 − α) such that

ζ1 <

((
ζ ξ + 1

2
− α

)
∧ 1

)
− αδ < 1.

Fixing δ′ ∈ (0, δ), we choose δ1 ∈ (0, δ′) sufficiently small that

ζ1 <

((
ζ ξ + 1

2
− α

)
∧ 1

)
− αδ + αδ1 < 1. (6.15)

Furthermore, we define δ2 > 0 sufficiently small such that

δ′ − δ2 > δ1, (6.16)

and we set

p :=
((

ζ ξ + 1

2
− α

)
∧ 1

)
− α

(
1

2
− α

)
+ αδ1 (6.17)

and

p̂ := p + α(δ′ − δ2 − δ1) =
((

ζ ξ + 1

2
− α

)
∧ 1

)
− α

(
1

2
− α

)
+ α(δ′ − δ2).

(6.18)

By (6.16), we see that p̂ > p.
Moreover, we introduce

Dx,y,t,t ′(s) := |pt−s(x)− pt ′−s(y)|2|X̃(s, 0)|2ξ and Dx,t ′(s)

:= pt ′−s(x)2|X̃(s, 0)|2ξ . (6.19)

Our goal is to bound the following expression, where we will explicitly determine
themeasureQ as in the statement of the theorem and the randomvariable N1 := N1(ω)

(in (6.37)), later:

Q

(
|X̃(t, x)− X̃(t, y)| ≥ |x − y| 12−α−δε p, (t, x) ∈ ZK ,N ,ζ , N ≥ N1

)

+Q

(
|X̃(t ′, x)− X̃(t, x)| ≥ |t ′ − t |α( 12−α−δ)ε p, (t, x) ∈ ZK ,N ,ζ , N ≥ N1

)

≤ Q

(
|X̃(t, x)− X̃(t, y)| ≥ |x − y| 12−α−δε p, (t, x) ∈ ZK ,N ,ζ , N ≥ N1,

∫ t

0
Dx,y,t,t (s) ds ≤ |x − y|1−2α−2δ′ε2p

)
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+Q

(
|X̃(t ′, x)− X̃(t, x)| ≥ |t ′ − t |α( 12−α−δ)ε p, (t, x) ∈ ZK ,N ,ζ , N ≥ N1,

∫ t ′

t
Dx,t ′(s) ds +

∫ t

0
Dx,x,t,t ′(s) ds ≤ (t ′ − t)2α( 12−α−δ′)ε2p

)

+Q

(∫ t

0
Dx,y,t,t (s) ds > |x − y|1−2α−2δ′ε2p, (t, x) ∈ ZK ,N ,ζ , N ≥ N1

)

+Q

(∫ t ′

t
Dx,t ′(s) ds +

∫ t

0
Dx,x,t,t ′(s) ds > (t ′ − t)2α( 12−α−δ′)ε2p,

(t, x) ∈ ZK ,N ,ζ , N ≥ N1

)

=: Q1 + Q2 + Q3 + Q4. (6.20)

We will proceed in three steps to prove the theorem:

Step (i): explicitly choosing a measure QX ,K as in the statement of the theorem, such

that Q1 and Q2 in (6.20) fulfill Q1+Q2 ≤ ce−c′|t ′−t |−2αδ′′
for some c, c′ > 0,

Step (ii): showing that Q3 = Q4 = 0 holds w.r.t. P (and hence also w.r.t. QX ,K , since
Q

X ,K � P), if we choose the random variable N1 := cNζ for some large
enough deterministic constant c > 0,

Step (iii): completing the proof, using Step (i) and Step (ii).

Step (i): Consider first the term Q1. Note that on the measurable space (�,F K ),
where the restricted σ -algebra F K on {TK ≥ T } is defined in the statement of the
theorem, Assumption 2.1 (iii) yields the existence of some constant CK > 0 such that

∣∣∣∣μ(s, X1(s, 0))− μ(s, X2(s, 0))

σ (s, X1(s, 0))− σ(s, X2(s, 0))

∣∣∣∣ ≤ CK <∞,

for all s ∈ [0, T ] P-a.s. on (�,F K ) and, thus, we can apply Girsanov’s theorem (see
[19, Theorem 3.5.1]) with the adapted process (Lt )t∈[0,T ] defined by

Lt := −
∫ t

0

μ(s, X1(s, 0))− μ(s, X2(s, 0))

σ (s, X1(s, 0))− σ(s, X2(s, 0))
dBs,

whose stochastic exponential process E (Lt ) is a martingale due to Novikov’s con-
dition (see [19, Proposition 3.5.12]). We define Q

X ,K via the Radon–Nikodym
derivative E (LT ) of the measure Q

X ,K with respect to P, under which the process
(B̃ X ,K

t )t∈[0,T ] is a Brownian motion, where B̃ X ,K
t = Bt − 〈B, L〉t = Bt + At with

At :=
∫ t
0

μ(s,X1(s,0))−μ(s,X2(s,0))
σ (s,X1(s,0))−σ(s,X2(s,0))

ds on [0, TK ].
To avoid measurability problems we re-define QX ,K as a measure on (�,F ) by

setting

Q
X ,K (A) := Q

X ,K (A ∩ {TK ≥ T })
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for A ∈ F . Girsanov’s theorem implies that QX ,K � P on (�,F ) and P � Q
X ,K

on (�,F K ). With this notation, we see that

X̃(t, x)− X̃(t, y)

=
∫ t

0
pθ

t−s(x)
(
σ(s, X1(s, 0))− σ(s, X2(s, 0))

)
d(Bs + As)

−
∫ t

0
pθ

t−s(y)
(
σ(s, X1(s, 0))− σ(s, X2(s, 0))

)
d(Bs + As)

=
∫ t

0

(
pθ

t−s(x)− pθ
t−s(y)

)(
σ(s, X1(s, 0))− σ(s, X2(s, 0))

)
d B̃ X ,K

s .

For fixed t ∈ [0, T ] and x, y ∈ [− 1
2 ,

1
2 ], the process

Sx,y
t̃
=
∫ t̃

0
(pθ

t−s(x)− pθ
t−s(y))(σ (s, X1(s, 0))− σ(s, X2(s, 0))) d B̃ X ,K

s , t̃ ∈ [0, t],

is a local QX ,K -martingale with quadratic variation

〈Sx,y〉t̃ =
∫ t̃

0
(pθ

t−s(x)− pθ
t−s(y))2(σ (s, X1(s, 0))− σ(s, X2(s, 0)))2 ds

≤ C2
σ

∫ t̃

0
(pθ

t−s(x)− pθ
t−s(y))2|X̃(s, 0)|2ξ ds

= C2
σ

∫ t̃

0
Dx,y,t,t (s) ds.

Thus, working under QX ,K in (6.20), we can bound the term Q1 as follows:

Q1 ≤ Q
X ,K

(
|Sx,y

t | ≥ |x − y| 12−α−δε p,

∫ t

0
Dx,y,t,t (s) ds ≤ |x − y|1−2α−2δ′ε2p

)

≤ Q
X ,K (|Sx,y

t | ≥ |x − y| 12−α−δε p, 〈Sx,y〉t ≤ C2
σ |x − y|1−2α−2δ′ε2p)

by the definition of Dx,y,t,t .
Next, we apply the Dambis–Dubins–Schwarz theorem, which states that the local

Q
X ,K -martingale Sx,y

t̃
can be embedded into a Q

X ,K -Brownian motion (W̃t̃ )t̃∈[0,t]
such that Sx,y

t̃
= W̃〈Sx,y〉t̃ holds for all t̃ ∈ [0, t]. Thus,with z := C2

σ |x− y|1−2α−2δ′ε2p

we obtain

Q1 ≤ Q
X ,K

(
|W̃〈Sx,y〉t | ≥ |x − y| 12−α−δε p, 〈Sx,y〉t ≤ z

)

≤ Q
X ,K

(
sup

0≤s≤z
|W̃s | ≥ |x − y| 12−α−δε p

)
,
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since from the first event follows always the second one. Thus, with the notation
W̃ ∗(t) := sup

0≤s≤t
|W̃s |, the scaling property of Brownian motion and the reflection

principle, we get

Q1 ≤ Q
X ,K (W̃ ∗(C2

σ |x − y|1−2α−2δ′ε2p) ≥ |x − y| 12−α−δε p)
= Q

X ,K (W̃ ∗(1)Cσ |x − y| 12−α−δ′ε p ≥ |x − y| 12−α−δε p)
= 2QX ,K (W̃ (1) ≥ C−1σ |x − y|−δ′′)

with δ′′ := δ − δ′ > 0 and, applying the concentration inequality Q
X ,K (N > a) ≤

e− a2
2 for standard normal distributed N , we get

Q1 ≤ 2e
− 1

2C2
σ
|x−y|−2δ′′ =: ce−c′|x−y|−2δ′′ , (6.21)

for some constants c, c′ > 0. With a very similar argumentation, we can use the
probability measure QX ,K and proceed as above to derive the bound

Q2 ≤ ce−c′|t ′−t |−2αδ′′
,

where c and c′ are the same constants as in (6.21).
Step (ii): We want to show that the terms Q3 and Q4 in (6.20) vanish P-a.s., if

we choose N1 large enough. Therefore, we consider (t, x) ∈ ZK ,N ,ζ and (t ′, y) as in
(6.14) and begin by showing the following bound on |X̃(s, 0)| for s ≤ t ′:

|X̃(s, 0)| ≤
{
3εζ if s ∈ [t − ε, t ′],
(4+ K )2ζ Nζ (t − s)ζ if s ∈ [0, t − ε]. (6.22)

To see (6.22), we choose for (t, x) ∈ ZK ,N ,ζ some (t̂, x̂) as in the definition of
ZK ,N ,ζ in (6.10) such that

|t − t̂ | ≤ ε = 2−N , |x − x̂ | ≤ εα and |X̃(t̂, x̂)| ≤ 2−Nζ = εζ .

Then, for s ∈ [t − ε, t ′], we see that |t − s| ≤ ε by (6.14). Thus, by (6.11), we obtain
that

|X̃(s, 0)| ≤ |X̃(t̂, x̂)| + |X̃(t̂, x̂)− X̃(t, x)| + |X̃(t, x)− X̃(s, 0)|
≤ 3 · 2−Nζ = 3εζ .

For s ∈ [t − 2−Nζ , t − ε], we can choose some Ñ ≥ Nζ such that 2−(Ñ+1) ≤ t − s ≤
2−Ñ due to t − ε ≥ s, i.e. t − s ≥ 2−N . Thus, we get

|X̃(s, 0)| ≤ |X̃(t̂, x̂)| + |X̃(t̂, x̂)− X̃(t, x)| + |X̃(t, x)− X̃(s, 0)|
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≤ 2−Nζ + 2−Nζ + 2−Ñζ ≤ 2 · (t − s)ζ + 2ζ2−(Ñ+1)ζ

≤ 4(t − s)ζ .

Last, for s ∈ [0, t−2−Nζ ]with s ≤ TK , i.e. X̃ is bounded by K > 0, and t−s ≥ 2−Nζ ,
we can bound

|X̃(s, 0)| ≤ K ≤ K (t − s)−ζ (t − s)ζ

≤ K2Nζ ζ (t − s)ζ ,

which shows the bound (6.22).
For Q3, using (6.22) and the definition of Dx,y,t,t ′ in (6.19), we can bound the term

inside Q3 by

∫ t

0
Dx,y,t,t (s) ds ≤ 32ξ

∫ t

t−ε

(pt−s(x)− pt−s(y))2ε2ζ ξ ds

+ (4+ K )2ξ22ξζ Nζ

∫ t−ε

0
(pt−s(x)− pt−s(y))2(t − s)2ζ ξ ds

=: D1(t)+ D2(t). (6.23)

Now, by Lemma 4.5 with β = 1
2 − α − δ′ and max(|x |, |y|) ≤ 2εα , we can bound

D1(t) � ε2ζ ξ |x − y|1−2α max(|x |, |y|)( 1α−1)2β
� ε2ζ ξ+2δ′ |x − y|1−2α−2δ′ε(1−α)2β

= ε2(
1
2−α( 32−α)+αδ′+ξζ )|x − y|1−2α−2δ′

≤ ε2 p̂|x − y|1−2α−2δ′ (6.24)

by the definition of p̂ in (6.18). For D2(t), we use Lemma 4.2 with β = 1 to bound

D2(t) � 22ξζ Nζ

∫ t−ε

0
|x − y|2(t − s)2ζ ξ−2α−2ε2(1−α) ds

= 22ξζ Nζ |x − y|1−2α−2δ′ |x − y|1+2α+2δ′ε2(1−α)

[
(t − s)−2α−1+2ξζ

−2α − 1+ 2ξζ

]t−ε

0

� 22ξζ Nζ |x − y|1−2α−2δ′εα(1+2α+2δ′)ε2(1−α)ε((−2α−1+2ξζ )∧0)−2αδ2

= 22ξζ Nζ |x − y|1−2α−2δ′ε2 p̂. (6.25)

Hence, by inserting (6.24) and (6.25) into (6.23), we obtain

∫ t

0
Dx,y,t,t (s) ds � 22ξζ Nζ |x − y|1−2α−2δ′ε2 p̂. (6.26)
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For Q4, we can use (6.22) to bound the first summand in the definition of Q4 by

∫ t ′

t
Dx,t ′(s) ds =

∫ t ′

t
pt ′−s(x)2|X̃(s, 0)|2ξ ds

�
∫ t ′

t
(t ′ − s)−2αε2ζ ξ ds

� ε2ζ ξ |t ′ − t |1−2α
� ε2ξζ ε2(

1
2−α−α( 12−α)+αδ′)|t ′ − t |2α( 12−α−δ′)

� ε2 p̂|t ′ − t |2α( 12−α−δ′), (6.27)

where we used that |t − t ′| ≤ ε and p̂ < 1
2 −α−α( 12 −α)+αδ′. We split the second

summand similar as before:

∫ t

0
Dx,x,t,t ′(s) ds =

∫ t

t−ε

Dx,x,t,t ′(s) ds +
∫ t−ε

0
Dx,x,t,t ′(s) ds =: D3(t)+ D4(t).

(6.28)

By Lemma 4.4, we estimate

D3(t) =
∫ t

t−ε

|pt−s(x)− pt ′−s(x)|2|X̃(s, 0)|2ξ ds

� ε2ξζ |t ′ − t |1−2α
� ε2 p̂|t ′ − t |2α( 12−α−δ′), (6.29)

where the last estimate follows as in (6.27).
For D4(t), using the inequality (a + b)2 ≤ 2(a2 + b2), we obtain

D4(t) =
∫ t−ε

0
|pt−s(x)− pt ′−s(x)|2|X̃(s, 0)|2ξ ds

≤ 2(4+ K )2ξ22ξζ Nζ

∫ t−ε

0

∣∣∣∣((t − s)−α − (t ′ − s)−α)e−
|x |1/α

t−s

∣∣∣∣
2

(t − s)2ξζ ds

+ 2(4+ K )2ξ22ξζ Nζ

∫ t−ε

0

∣∣∣∣(t ′ − s)−α

(
e−
|x |1/α

t−s − e−
|x |1/α
t ′−s

)∣∣∣∣
2

(t − s)2ξζ ds

=: D4,1 + D4,2. (6.30)

For D4,1, we use the inequality

((t − s)−α − (t ′ − s)−α)e−
|x |1/α

t−s ≤ (t − s)−α−1(t ′ − t). (6.31)
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To see this, note that

e−
|x |1/α

t−s ≤
(

t − s

t ′ − s

)α

e−
|x |1/α

t−s + t ′ − t

t − s
,

which holds since

(
t − s

t ′ − s

)α

+ t ′ − t

t − s
≥ t − s

t ′ − s
+ t ′ − t

t − s

= t − s

t ′ − s
+ t ′ − s

t − s
− 1 ≥ 1 (6.32)

as x → 1
x + x ≥ 2 on [0, 1]. Thus, using (6.31), we get

D4,1 � 22ξζ Nζ

∫ t−ε

0
(t − s)−2α−2(t ′ − t)2(t − s)2ξζ ds

� 22ξζ Nζ (t ′ − t)2ε((−2α−1+ξζ )∧0)−2αδ2

� 22ξζ Nζ (t ′ − t)2α( 12−α−δ′)ε2−2α( 12−α−δ′)ε((−2α−1+ξζ )∧0)−2αδ2

= 22ξζ Nζ (t ′ − t)α(1−2α−2δ′)ε2((−α+ 1
2+ξζ )∧1)−αδ2−α( 12−α−δ′)

= 22ξζ Nζ (t ′ − t)α(1−2α−2δ′)ε2 p̂. (6.33)

For D4,2, we use the inequality |e−a−e−b| ≤ |a−b| and then the bound 1
t−s − 1

t ′−s ≤
t ′−t

(t−s)2
, which holds as in (6.32), to get

D4,2 � 22ξζ Nζ

∫ t−ε

0
(t ′ − s)−2α

∣∣∣∣ |x |
1/α

t − s
− |x |

1/α

t ′ − s

∣∣∣∣
2

(t − s)2ξζ ds

� 22ξζ Nζ |x |2/α
∫ t−ε

0
(t ′ − s)−2α(t − s)−4(t ′ − t)2(t − s)2ξζ ds

� 22ξζ Nζ |x |2/αε−3−2α+2ξζ (t ′ − t)2

� 22ξζ Nζ |x |2/αε−3−2α+2ξζ (t ′ − t)2α( 12−α−δ′)ε2−2α( 12−α−δ′)

= 22ξζ Nζ |x |2/αε2(
1
2−α+ξζ−α( 12−α)+αδ′)(t ′ − t)α(1−2α−2δ′)

= 22ξζ Nζ |x |2/αε2 p̂(t ′ − t)α(1−2α−2δ′). (6.34)

Hence, (6.27) and plugging (6.29), (6.30), (6.33) and (6.34) into (6.28), we obtain

∫ t ′

t
Dx,t ′(s) ds +

∫ t

0
Dx,x,t,t ′(s) ds � 22ξζ Nζ |t ′ − t |α(1−2α−2δ′)ε2 p̂. (6.35)
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Combining (6.26) and (6.35), we can denote C > 0 to be the maximum of the two
generic constants occuring in the estimates, to conclude, that if we can secure that

C22ξζ Nζ ε2 p̂ < ε2p, (6.36)

then the conditions inside of Q3 and Q4 are never fulfilled and, thus, we get that
Q3 = Q4 = 0. By ε = 2−N , (6.36) is equivalent to

C < 22N ( p̂−p)−2Nζ ξζ ,

and, since p̂ − p > 0, fulfilled for all

N >
2ξζ Nζ + log2(C)

2( p̂ − p)
.

Therefore, we can find a deterministic constant cK ,ζ,δ,δ1,δ′,δ2 such that, for all

N ≥ N1(ω) := cK ,ζ,δ,δ1,δ′,δ2 Nζ (ω), (6.37)

Q3 = Q4 = 0 holds.
Step (iii): We discretize X̃(t, y) for t ∈ [0, TK ] and y ∈ [− 1

2 ,
1
2 ] as follows:

Mn,N ,K := max
{∣∣∣X̃( j2−n, (z + 1)2−αn)− X̃( j2−n, z2−αn)

∣∣∣
+
∣∣∣X̃(( j + 1)2−n, z2−αn)− X̃( j2−n, z2−αn)

∣∣∣ :
|z| ≤ 2αn−1, ( j + 1)2−n ≤ TK , j ∈ Z+, z ∈ Z,

( j2−n, z2−αn) ∈ ZK ,N ,ζ

}
.

Moreover, we define the event

AN :=
{
ω ∈ � : for some n ≥ N , Mn,N ,K ≥ 2−nα( 12−α−δ)2−N p, N ≥ N1

}
.

Then, we get, by using (6.20), Step (i) and Step (ii), that for all N ≥ N1 as in (6.37):

Q
X ,K

( ⋃
N ′≥N

AN ′
)
≤

∞∑
N ′=N

∞∑
n=N ′

Q
X ,K (Mn,N ′,K ≥ 2 · 2−nα( 12−α−δ)2−N p)

�
∞∑

N ′=N

∞∑
n=N ′

2(α+1)ne−c′2nδ′′α
,

since the total number of partition elements in each Mn,N ,K is at most 2 · 2αn−1 · K ·
2n � K2(α+1)n (if TK = T ). Furthermore, we used that |t − t̂ | ≤ 2−n and |x − x̂ | ≤
2−nα , which follows by the construction of Mn,N ,K .
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We use the convexity 2x+y ≥ 2x + 2y for x, y ≥ 0 to estimate

Q
X ,K

( ⋃
N ′≥N

AN ′
)

�
∞∑

N ′=N

∞∑
n=0

2(α+1)(n+N ′)e−c′2(n+N ′)δ′′α

≤
∞∑

N ′=N

2(α+1)N ′
∞∑

n=0
2(α+1)ne−c′(2nδ′′α+2N ′δ′′α)

=
∞∑

N ′=N

2(α+1)N ′e−c′2N ′δ′′α
∞∑

n=0
2(α+1)ne−c′2nδ′′α

= 2(α+1)N e−c′2Nδ′′α
∞∑

N ′=0
2(α+1)N ′e−c′2N ′δ′′α

∞∑
n=0

2(α+1)ne−c′2nδ′′α

� e(α+1)N e−c′2Nδ′′α

� e−c22Nδ′′α
,

for some constant c2 > 0, where we used convergence and thus finiteness of the two
series in the fourth line by applying the ratio test

lim
n→∞

∣∣∣2α+1e−c′(2(n+1)δ′′α−2nδ′′α)
∣∣∣ = 0.

Therefore, we get for

N2(ω) := min{N ∈ N : ω ∈ Ac
N ′ ∀N ′ ≥ N },

where the superscript c denotes the complement of a set, that

Q
X ,K (N2 > N ) = Q

X ,K
( ⋃

N ′≥N

AN ′
)

� e−c22Nδ′′α
, (6.38)

and thus N2 <∞ Q
X ,K -a.s.

We fix some m ∈ N with m > 3/α and choose N (ω) ≥ (N2(ω)+m)∧ (N1+m),
which is finite a.s., such that holds:

∀n ≥ N : Mn,N ,K < 2−nα( 12−α−δ)2−N p a.s. (6.39)

and Q3 = Q4 = 0.
Furthermore, we choose (t, x) ∈ ZK ,N ,ζ and (t ′, y) such that

d((t ′, y), (t, x)) := |t ′ − t |α + |y − x | ≤ 2−Nα,
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and we choose points near (t, x) as follows: for n ≥ N , we denote by tn ∈ 2−n
Z+

and xn ∈ 2−αn
Z for the unique points such that

tn ≤ t < tn + 2−n,

xn ≤ x < xn + 2−αn for x ≥ 0 or xn − 2−αn < x ≤ xn for x < 0.

We define t ′n, yn analogously. Let (t̂, x̂) be the points from the definition of ZK ,N ,ζ

with |X̃(t̂, x̂)| ≤ 2−Nζ . Then, for n ≥ N , we observe that

d((t ′n, yn), (t̂, x̂)) ≤ d((t ′n, yn), (t ′, y))+ d((t ′, y), (t, x))+ d((t, x), (t̂, x̂))

≤ |t ′n − t |α + |y − yn| + 2−Nα + 2 · 2−Nα

≤ 6 · 2−Nα < 23−Nα = 2−α(N− 3
α
)

< 2−α(N−m), (6.40)

which implies (t ′n, yn) ∈ ZK ,N−m,ζ . We use that to finally formulate our bound. We
also use the continuity of X̃ and our construction of the tn, xn to get that

lim
n→∞ X̃(tn, xn) = X̃(t, x) a.s.

and the same for t ′n, yn . Thus, by the triangle inequality:

|X̃(t, x)− X̃(t ′, y)| =
∣∣∣∣
∞∑

n=N

(
(X̃(tn+1, xn+1)− X̃(tn, xn))+ (X̃(t ′n, yn)− X̃(t ′n+1, yn+1))

)

+ X̃(tN , xN )− X̃(t ′N , yN )

∣∣∣∣

≤
∞∑

n=N

|X̃(tn+1, xn+1)− X̃(tn, xn)| + |X̃(t ′n, yn)− X̃(t ′n+1, yn+1)|

+ |X̃(tN , xN )− X̃(t ′N , yN )|.

Since we choose tn, xn and t ′n, yn to be of the form of the discrete points in Mn,N ,K

and, since we have (6.40), we can continue to estimate

|X̃(t, x)− X̃(t ′, y)| ≤
∞∑

n=N

2Mn+1,N−m,K + |X̃(tN , xN )− X̃(t ′N , yN )|.

Because of |t − t ′| ≤ 2−N and our construction of tN , t ′N , they must be equal or
adjacent in 2−N

Z+ and analogue for xN , yN . Thus, we get

|X̃(t, x)− X̃(t ′, y)| ≤
∞∑

n=N

2Mn+1,N−m,K + MN ,N−m,K
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≤ 2
∞∑

n=N

Mn,N−m,K

�
∞∑

n=N

2−nα( 12−α−δ)2−(N−m)p

= 2−(N−m)p
∞∑

n=0
2−(n+N )α( 12−α−δ)

� 2mp2−N (α( 12−α−δ)+p)

< 2−Nζ1 ,

where the last line follows with α( 12 − α − δ) + p > ζ1, which holds by (6.15) and
(6.17), and for all

N ≥ N3 (6.41)

for some N3 that is large enough such that 2mp is dominated and thus depends deter-
ministically on p. Therefore, we have proven Theorem 6.4 with

Nζ1(ω) := max{N2(ω)+ m, Nζ (ω)+ m, cK ,ζ,δ,δ1,δ′,δ2 Nζ (ω)+ m, N3}

by Nζ1 chosen in that way due to (6.39), Step (ii), (6.37) and (6.41). If we denote
R′ := 1 ∨ cK ,ζ,δ,δ1,δ′,δ2 and consider some N ≥ 2m ∨ N3, (6.38) implies

Q
X ,K (Nζ1 ≥ N ) ≤ Q

X ,K (N2 ≥ N − m)+ 2QX ,K
(

Nζ ≥ N − m

R′

)

≤ C K e−c22(N−m)δ′′α + 2QX ,K (Nζ ≥ N/R)

for R = 2R′ and C > 0 not depending on K , which shows the probability bound in
(6.13) by re-defining δ := δ′′α > 0 and thus completes the proof. �	

In the following we sometimes only write a.s. when we mean P-a.s. SinceQX ,K �
P, this implies QX ,K -a.s.

Corollary 6.5 With the hypotheses of Theorem 6.4 and 1
2−α < ζ <

1
2−α

1−ξ
∧1, there is an

a.s. finite positive random variable Cζ,K (ω) such that, for any ε ∈ (0, 1], t ∈ [0, TK ]
and |x | < εα , if |X̃(t, x̂)| ≤ εζ for some |x̂ − x | ≤ εα , then

|X̃(t, y)| ≤ Cζ,K εζ , (6.42)

whenever |x − y| ≤ εα .
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Moreover, there are constants δ, C1, c2, R̃ > 0, depending on ζ (but not on K ),
and r0(K ) > 0 such that

Q
X ,K (Cζ,K ≥ r) ≤ C1

[
Q

X ,K
(

N α
2 ( 12−α) ≥

1

R̃
log2

(
r − 6

K + 1

))
+ K e−c2

(
r−6
K+1

)δ
]

(6.43)

for all r ≥ r0(K ) > 6 + (K + 1), where Q
X ,K is the probability measure from

Theorem 6.4.

Proof Wewill derive the statement by an appropriate induction. We start by choosing

ζ0 := α

2

(
1

2
− α

)
,

to be able to use the regularity result from Proposition 4.6. Indeed, by 4.6 (ii) we get
the inequality (6.11) with ζ0 by Kolmogorov’s continuity theorem.

Now, we define

ζn+1 :=
[(

ζnξ + 1

2
− α

)
∧ 1

](
1− 1

n + d

)

for some d ∈ R. We chose that d given ζ0 big enough such that ζ1 > 1
2 −α. Moreover,

it is clearly ζn+1 > ζn . Thus, we get inductively that ζn ↑
1
2−α

1−ξ
∧ 1 and, for every

fixed ζ ∈
(
1
2 − α,

1
2−α

1−ξ
∧ 1

)
as in the statement, we can find n0 ∈ N such that

ζn0 ≥ ζ > ζn0−1. By applying Theorem 6.4 n0-times, we get (6.11) for ζn0−1 and,
hence, (6.12) for ζn0 .

We derive the estimation (6.42) for all 0 < ε ≤ 1. Therefore, we consider first
ε ≤ 2−Nζn0 , where we got Nζn0

from the application of Theorem 6.4 to ζn0−1. Further,
we choose N ∈ N such that 2−N−1 < ε ≤ 2−N and, thus, N ≥ Nζn0

. Also, we choose

t ≤ TK and |x | ≤ εα ≤ 2−Nα such that, by assumption of Theorem 6.4, for some
|x̂ − x | ≤ εα ≤ 2−Nα ,

|X̃(t, x̂)| ≤ εζ ≤ 2−Nζ ≤ 2−Nζn0−1 .

Hence, (t, x) ∈ ZK ,N ,ζn0−1 . For any y such that |y − x | ≤ εα , we get, by (6.12),

|X̃(t, y)| ≤ |X̃(t, x̂)| + |X̃(t, x̂)− X̃(t, x)| + |X̃(t, x)− X̃(t, y)|
≤ 2−Nζ + 2−Nζn0 + 2−Nζn0 ≤ 3 · 2−Nζ ≤ 6εζ .

Now, we consider ε ∈ (2−Nζn0 , 1]. Then, for (t, x) and (t, y) as in the assumption, we
get

|X̃(t, y)| ≤ |X̃(t, x)| + |X̃(t, y)− X̃(t, x)|
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≤ K + 2−Nζ ≤ (K + 1)2Nζn0
ζ
εζ

by ε2Nζn0 > 1 and, therefore, we have shown (6.42) with Cζ,K = (K + 1)2Nζn0
ζ + 6.

It remains to show the estimate (6.43). Therefore, we use (6.13) to conclude that

Q
X ,K

(
Cζ,K ≥ r

)
= Q

X ,K
(
2

Nζn0
ζ ≥ r − 6

K + 1

)
= Q

X ,K
(

Nζn0
≥ 1

ζ
log2

(
r − 6

K + 1

))

≤ C

(
Q

X ,K
(

Nζn0−1 ≥
1

Rζ
log2

(
r − 6

K + 1

))
+ K exp

(
− c22

δ
ζ
log2

(
r−6
K+1

)))
.

Applying (6.13) n0-times, we end up with

Q
X ,K v(Cζ,K ≥ r)

≤ Cn0QX ,K
(

N α
2 ( 12−α) ≥

1

ζ Rn0
log2

(
r − 6

K + 1

))
+

n0∑
i=0

Ci K e−c22
R−i−1 δ

ζ
log2

(
r−6
K+1

)

≤ Cn0n0

(
Q

X ,K
(

N α
2 ( 12−α) ≥

1

R̃
log2

(
r − 6

K + 1

))
+ K e−c2

(
r−6
K+1

) δ
ζ Rn0

)

=: C1

(
Q

X ,K
(

N α
2 ( 12−α) ≥

1

R̃
log2

(
r − 6

K + 1

))
+ K e−c2

(
r−6
K+1

)δ̃
)

,

where C1, δ̃, R̃ > 0 depend on ζ but not on K . �	
Wewill handle the event on the right-hand side of (6.43) under the measureP again.

Proposition 6.6 In the setup and notation of Corollary 6.5, one has

P

(
N α

2 ( 12−α) ≥
1

R̃
log2

(
r − 6

K + 1

))
�
(

r − 6

K + 1

)−ε

,

for some ε > 0.

Proof We show that, for every M ∈ R+,

P
(
N α

2 ( 12−α) ≥ M
)

� 2−Mε

for some ε > 0, which then yields the statement.
Indeed, from Proposition 4.6 (ii), we have that

E[|X̃(t, x)− X̃(t ′, x ′)|p] � |t − t ′|( 12−α)p + |x − x ′|( 12−α)p,

for all p ≥ 2, t, t ′ ∈ [0, T ] and |x |, |x ′| ≤ 1. By choosing (t, x) ∈ ZK ,N ,ζ , (t ′, x ′)
from the definition of ZK ,N ,ζ and p > 2 such that α p( 12 − α) = 1 + β for some
β > 0, it holds that

E[|X̃(t, x)− X̃(t ′, x ′)|p] � 2−N (1+β) + 2−N (1+β) � 2−N (1+β).
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We discretize [0, T ] × [−1, 1] on the dyadic rational numbers. For simplicity, we
assume T = 1. First, for some n ∈ N, we keep some space variable x ∈ {k2−n, k ∈
−2n, . . . , 0, 1, . . . , 2n} fixed and apply Markov’s inequality to get

P

(
|X̃(k2−n, x)− X̃((k − 1)2−n, x)| ≥ 2−ζn

)
� 2ζnp2−n(1+β) = 2−n(1+β−ζ p)

for any k ∈ 1, . . . , 2n . Next, we define the following events:

An = An(ζ ) :=
{

max
k∈{−2n+1,...,2n} |X̃(k2−n, x)− X̃((k − 1)2−n, x)| ≥ 2−ζn−1

}
,

Bn :=
∞⋃

m=n

Am, N := lim sup
n→∞

An =
∞⋂

n=1
Bn .

Then, for every n ∈ N,

P(An) ≤
2n∑

k=−2n+1
P

(
|X̃(k2−n, x)− X̃((k − 1)2−n, x)| ≥ 2−ζn−1)

� 2n+22−n(1+β−ζ p)+p = 22+p2−n(β−ζ p). (6.44)

We choose, for ζ = α
2 ( 12 − α),

p > max

{
1+ β

α( 12 − α)
,

1
α
2 − ζ − α2

}
.

Note that α
2 − ζ − α2 = α

2 − α
2 ( 12 − α)− α2 = α

4 − α2

2 > 0 as α < 1
2 . Then, we have

that

0 < p

(
α

2
− ζ − α2

)
− 1 = α p

(
1

2
− α

)
− 1− ζ p = β − ζ p (6.45)

and from (6.44) it follows by the geometric series that

P(Bn) ≤
∞∑

m=n

P(Am) � 22+p 2
−n(β−ζ p)

1− 2ζ p−β
→ 0 as n→∞,

where 2ζ p−β < 1 because of (6.45).
Analogously, we fix some time variable t and get an analogue version of inequality

(6.44). Now, we fix an event ω ∈ � and some

N ≥ N α
2 ( 12−α)(ω),
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where N α
2 ( 12−α)(ω) is such that

ω /∈
∞⋃

n=N α
2 ( 12−α)

An,

and this should also hold for the union of the analogue sets for fixed t , denote those
by A(2)

n .
Let t, t ′, x, x ′ ∈ DN with |t − t ′| ≤ 2−N and |x − x ′| ≤ 2−αN . Then, we have

|X̃(t, x, ω)− X̃(t ′, x ′, ω)| ≤ |X̃(t, x, ω)− X̃(t ′, x, ω)| + |X̃(t ′, x, ω)− X̃(t ′, x ′, ω)|
≤ 2 · 2−ζ N−1 = 2−ζ N .

Then, we get from (6.44) that

P(Nζ ≥ M) ≤
∞∑

m=M

P(Am)+
∞∑

m=M

P(A(2)
m ) �

∞∑
m=M

2−m(β−ζ p) = 2−M(β−ζ p)

1− 2ζ p−β
� 2−Mε

with ε := β − ζ p, by the geometric series with β − ζ p > 0.
By the density of the dyadic rational numbers in the reals and the continuity of X̃ ,

the regularity extends to the whole [0, T ] × [−1, 1] and, thus, the statement holds. �	
We want to fix ζ ∈ (0, 1), that fulfills the requirements of the previous corollary.

Lemma 6.7 With fixed α ∈ (0, 1
2 ) and ξ ∈ ( 12 , 1) satisfying

1 > ξ >
1

2(1− α)
>

1

2
,

we can choose ζ ∈ (0, 1) such that

α

2ξ − 1
< ζ <

( 1
2 − α

1− ξ
∧ 1

)
. (6.46)

Especially, we get

η := ζ

α
>

1

2ξ − 1
.

Proof First, we consider
1
2−α

1−ξ
< 1. In this case, we have that

1
2 − α

1− ξ
− α

2ξ − 1
= ( 12 − α)(2ξ − 1)− α(1− ξ)

(1− ξ)(2ξ − 1)
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= ξ − 1
2 − 2αξ + α − α + αξ

(1− ξ)(2ξ − 1)
= ξ(1− α)− 1

2

(1− ξ)(2ξ − 1)
> 0,

by the assumption on ξ .

On the other hand, if
1
2−α

1−ξ
≥ 1, then α ≤ ξ − 1

2 , i.e.
α

2ξ−1 ≤ 1
2 , and we can fix ζ

such that (6.46) holds. �	
Let us finally introduce the following stopping time, that plays a central role for the

following Lemma 6.9, and is the reason, why we needed Corollary 6.5 and Proposi-
tion 6.6:

Tζ,K := inf
t≥0

⎧⎨
⎩

t ≤ TK and there exist ε ∈ (0, 1], x̂, x, y ∈ R with
|x | ≤ εα, |X̃(t, x̂)| ≤ εζ , |x − x̂ | ≤ εα, |x − y| ≤ εα

such that |X̃(t, y)| > c0(K )εζ

⎫⎬
⎭ ∧ TK ∧ T ,

(6.47)

where c0(K ) := r0(K ) ∨ K 2 > 0 with r0(k) from Corollary 6.5.

Corollary 6.8 The stopping time Tζ,K fulfills Tζ,K → T as K →∞ a.s.

Proof We fix arbitrary K , K̃ > 0 such that K̃ ≤ K . We can bound for any t ∈ [0, T ),

P
(
Tζ,K ≤ t

) ≤ P

(
{Tζ,K ≤ t} ∩ {TK̃ ≥ T }

)
+ P

(
TK̃ < T

)

=: P K ,K̃
1 + P K̃

2 . (6.48)

We show that limK→∞ P K ,K̃
1 = 0. For this purpose, we consider the probability

measure Q
X ,K̃ from Corollary 6.5. By the definition of Tζ,K and Corollary 6.5, we

obtain that

Q
X ,K̃

(
{Tζ,K ≤ t} ∩ {TK̃ ≥ T }

)

≤ Q
X ,K̃ (

TK ≤ t
)+Q

X ,K̃ (
Cζ,K > c0(K )

)

≤ Q
X ,K̃ (

TK ≤ t
)+ C1

[
Q

X ,K̃
(

N α
2 ( 12−α)

≥ 1

R̃
log2

(K 2 − 6

K̃ + 1

))
+ K̃ e

−c2
(

K2−6
K̃+1

)
δ
]
.

(6.49)

By Proposition 6.6 we know that the respective of the second probability on the right-
hand side of (6.49) withP instead ofQX ,K̃ tends to zero as K →∞. SinceQX ,K̃ � P

holds on (�,F ), limK→∞ P(AK ) = 0 implies limK→∞Q
X ,K̃ (AK ) = 0 for any

sequence (AK )K∈N of events in � (see e.g. [33, Theorem 6.11]) and, since TK →∞
as K → ∞ a.s., by the continuity of the solutions X1 and X2, we conclude that the
whole right-hand side of (6.49) tends to zero as K → ∞. Hence, since P � Q

X ,K̃

on (�,F K̃ ) and the event inside P K ,K̃
1 is trivially in F K̃ , this implies also tending

to zero for the respective P-probability and we obtain lim
K→∞ P K ,K̃

1 = 0.
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Therefore, using the continuity of X1 and X2 again, we can for every ε > 0 find
some K̃ > 0 such that (6.48) yields

lim
K→∞P

(
Tζ,K ≤ t

) ≤ P
(
TK̃ < T

)
< ε

and we obtain lim
K→∞P

(
Tζ,K ≤ t

) = 0, which yields the statement. �	

Recall that we have a fixed constant η > 1
2ξ−1 , determined by Lemma 6.7. We use

this to fix the sequence (m(n))n∈N by defining

m(n) := a
− 1

η

n−1 > 1,

where an is the Yamada–Watanabe sequence, defined in (5.1). With this, we get the
following crucial lemma, that regularizes X̃ based on regularity of the approximation
|〈X̃ ,�n〉|.
Lemma 6.9 For all x ∈ B(0, 1

m ) and s ∈ [0, Tζ,K ], if |〈X̃s,�
n
x 〉| ≤ an−1, then

sup
y∈B(x, 1

m )

|X̃(s, y)| ≤ C̃K an−1,

for some C̃K > 0 only dependent on K .

Proof By the assumption |〈X̃s,�
n
x 〉| ≤ an−1, we can apply Proposition 6.1 (v) to get

that there exists x̂ ∈ B(x, 1
m ) with |X̃(s, x̂)| ≤ CK an−1.

For fixed n ≥ 1, we define εn > 0 such that

εα
n =

1

m(n)
C

1
η

K

holds and, thus, by the choice η = ζ
α
,

CK an−1 = CK

(
1

m

)η

=
(

C
1
η

K

m

)η

= εζ
n .

We use this and the definition of Tζ,K in (6.47) to get the desired result with C̃K =
CK c0(K ). �	

Finally, we can handle the term I m,n
4 from (5.5).

Lemma 6.10 With I m,n
4 from (5.5) and Tζ,K defined in (6.47), one has

lim
n→∞E[|I m,n

4 (t ∧ Tζ,K )|] = 0.
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Proof We use the Hölder continuity of σ as well as the bounded support of ψn , the
inequality ψn(x) ≤ 2

nx 1{an≤x≤an−1}, the boundedness of �, Lemma 6.9 and Proposi-
tion 6.1 (ii) to get

|I m,n
4 (t ∧ Tζ,K )| �

∣∣∣∣
∫ t∧Tζ,K

0

∫
R

ψn(|〈X̃s ,�
n
x 〉|)�n

x (0)2�s(x) dx |X̃(s, 0)|2ξ ds

∣∣∣∣
�
∫ t∧Tζ,K

0

∫
R

1{an≤|〈X̃s ,�n
x 〉|≤an−1}

2

nan
�n

x (0)2�s(x) dx |X̃(s, 0)|2ξ ds

≤ ‖�‖∞
nan

∫ t∧Tζ,K

0

∫
R

�n
x (0)2 dx(C̃K an−1)2ξ ds

�
a2ξn−1
nan

∫ t∧Tζ,K

0

∫
R

�n
x (0)2 dx ds

�
a2ξn−1
nan

m(n) �
a2ξn−1
nan

a
− 1

η

n−1 =
1

n

a
2ξ− 1

η

n−1
an

. (6.50)

We know that an−1
an
= en , a0 = 1 and, thus, get inductively that an = e−

n(n+1)
2 .

Therefore, (6.50) tends to zero as n→∞ if

n(n + 1)− (2ξ − η−1)(n − 1)n < 0

for n large, which holds if and only if 1 − (2ξ − η−1) < 0, i.e., ξ > 1
2 + 1

2η , which
holds by Lemma 6.7. �	

We summarize the essential findings for the proof of Theorem 2.3 in the next
proposition.

Proposition 6.11 With � that fulfills Assumption 5.2 and Tζ,K defined in (6.47) for
K > 0, one has, for t ∈ [0, T ], that

∫
R

E[|X̃(t ∧ Tζ,K , x)|]�t∧Tζ,K (x) dx �
∫ t∧Tζ,K

0

∫
R

E[|X̃(s, x)|]|�θ�s(x)+ �̇s(x)| dx ds

+
∫ t∧Tζ,K

0
�s(0)E[|X̃(s, 0)|] ds. (6.51)

Proof By Proposition 5.3, Lemma 6.3, Lemma 6.10 and sending n→∞ after apply-
ing Fatou’s lemma to exchange limiting and the integral, we get

∫
R

E[|X̃(t ∧ Tζ,K , x)|]�t∧TK ,ζ
(x) dx

=
∫
R

lim inf
n→∞ E[φn(〈X̃t∧Tζ,K ,�n

x 〉)]�t∧TK ,ζ
(x) dx

≤ lim inf
n→∞

∫
R

E[φn(〈X̃t∧Tζ,K ,�n
x 〉)]�t∧TK ,ζ

(x) dx
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� E

[ ∫ t∧Tζ,K

0

∫
R

|X̃(s, x)|(�θ�s(x)+ �̇s(x)
)
dx ds

]

+ E

[ ∫ t∧Tζ,K

0
�s(0)|X̃(s, 0)| ds

]
. (6.52)

Applying Fubini’s theorem then yields (6.51). �	

7 Step 5: Removing the auxiliary localizations

We want to construct appropriate test functions � ∈ C∞0 ([0, t],R) for some fixed
t ∈ [0, T ]. They will be of the form

�N ,M (s, x) := (St−sφM (x))gN (x) (7.1)

for N , M ∈ N, where (Su)u∈[0,T ] denotes the semigroup generated by �θ and we
specify the sequences of functions φM , gN ∈ C∞0 (R) in the following.

With the sequence (φM )M∈N we want to approximate the Dirac distribution
around 0. To that end, we define

φM (x) := Me−M2x21{|x |≤ 1
M } + sM (x), M ≥ 2,

where the function sM (x) extends smoothly to zero outside the ball B(1, 1
M−1 ) such

that limM→∞ φM (x) = δ0(x) pointwise.
Moreover, let (gN )N∈N be a sequence of functions in C∞0 (R) such that gN : R→

[0, 1],

B(0, N ) ⊂ {x ∈ R : gN (x) = 1}, B(0, N + 1)C ⊂ {x ∈ R : gN (x) = 0},

and

sup
N∈N

[
‖|x |−θ g′N (x)‖∞ + ‖�θ gN (x)‖∞

]
=: Cg <∞. (7.2)

We simplify the term on the right-hand side of (6.52) in the next corollary.

Corollary 7.1 With �N ,M constructed in (7.1), one has that

�θ�N ,M (s, x)+ �̇N ,M (s, x)

= 4α2|x |−θ
( ∂

∂x
St−sφM (x)

)( ∂

∂x
gN (x)

)
+ St−sφM (x)�θ gN (x). (7.3)

Proof Recall, that, by the definition of the semigroup (St )t∈[0,T ] in (4.9) and using the
fundamental solution of (4.1), we get

�θ Stφ(x) = ∂

∂t
Stφ(x), t ∈ [0, T ],
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for all φ ∈ C∞0 (R). Therefore, the second term on the left-hand side of (7.3) equals

�̇N ,M (s, x) = gN (x)
∂

∂s

(
St−sφM (x)

)

= −gN (x)�θ

(
St−sφM (x)

)

= −2α2gN (x)
∂

∂x

(
|x |−θ ∂

∂x

(
St−sφM (x)

))

= −2α2gN (x)
( ∂

∂x
|x |−θ

)( ∂

∂x
St−sφM (x)

)
− 2α2gN (x)|x |−θ

( ∂2

∂x2
St−sφM (x)

)
.

(7.4)

For the first term on the left-hand side of (7.3), we calculate

�θ�N ,M (s, x)

= 2α2 ∂

∂x

(
|x |−θ ∂

∂x
�N ,M (s, x)

)

= 2α2|x |−θ ∂2

∂x2

(
St−sφM (x)gN (x)

)
+ 2α2

( ∂

∂x
|x |−θ

)( ∂

∂x
St−sφM (x)gN (x)

)

= 4α2|x |−θ
( ∂

∂x
St−sφM (x)

)( ∂

∂x
gN (x)

)
+ 2α2|x |−θ gN (x)

( ∂2

∂x2
St−sφM (x)

)

+ 2α2|x |−θ
(

St−sφM (x)
)( ∂2

∂x2
gN (x)

)

+ 2α2
( ∂

∂x
|x |−θ

)( ∂

∂x
St−sφM (x)

)
gN (x)

+ 2α2
( ∂

∂x
|x |−θ

)(
St−sφM (x)

)( ∂

∂x
gN (x)

)
. (7.5)

Hence, adding up (7.4) and (7.5), we obtain

�θ�N ,M (s, x)+ �̇N ,M (s, x)

= 4α2|x |−θ
( ∂

∂x
St−sφM (x)

)( ∂

∂x
gN (x)

)
+ 2α2|x |−θ

(
St−sφM (x)

)( ∂2

∂x2
gN (x)

)

+ 2α2
( ∂

∂x
|x |−θ

)(
St−sφM (x)

)( ∂

∂x
gN (x)

)

= 4α2|x |−θ
( ∂

∂x
St−sφM (x)

)( ∂

∂x
gN (x)

)
+ St−sφM (x)�θ gN (x).

�	
With these observations, we want to show that the semigroup (St )t∈[0,T ] can be

exponentially bounded in the following way.

Lemma 7.2 For any φ ∈ C∞0 (R), t ∈ [0, T ] and for any λ > 0, there is a constant
Cλ,φ,t > 0 such that

∣∣∣∣Stφ(x)+ ∂

∂x
(Stφ(x))

∣∣∣∣1{N+1>|x |>N } ≤ Cλ,φ,t e
−λ|x |1{N+1>|x |>N }
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for any N ≥ 1 and x ∈ R.

Proof For t = 0, the statement is trivial due to S0φ(x)+ ∂
∂x (S0φ(x)) = φ(x)+φ′(x),

which is bounded with compact support. Thus, we fix t > 0 and consider the first
summand without the derivative. We use the inequality

Iν(b) <

(
b

a

)ν

eb−a
(

a + ν + 1
2

b + ν + 1
2

)ν+ 1
2

Iν(a), 0 < a < b, ν > −1, (7.6)

from [16, Theorem 2.1 (ii)], with a = |y|1+ θ
2

t and b = |xy|1+ θ
2

t such that b > a due
to |x | > N ≥ 1. By the bound on pθ

t (x, y) from Corollary 4.9, due to the compact
support of φ, which we denote by Sφ , and using (7.6), we get

St φ(x) ≤
∫
R

(2+ θ)

2t
|xy| (1+θ)

2 e−
|x |2+θ+|y|2+θ

2t Iν

( |xy|1+ θ
2

t

)
φ(y) dy

≤ Cφ

∫
Sφ

(2+ θ)

2t
|xy| (1+θ)

2 e−
|x |2+θ+|y|2+θ

2t |x |ν(1+ θ
2 )e
|xy|1+

θ
2

t − |y|
1+ θ

2
t Iν

( |y|1+ θ
2

t

)
dy

≤ Cφ

(∫
R

(2+ θ)

2t
|y| (1+θ)

2 e−
12+θ+|y|2+θ

2t Iν

( |y|1+ θ
2

t

)
dy

)
|x |(ν+1)(1+ θ

2 )e−
|x−1|2+θ

2t

× ecφ(|x |1+ θ
2 −1)

= Cφ

(∫
R

pθ
t (1, y) dy

)
|x |(ν+1)(1+ θ

2 )e−
|x−1|2+θ

2t +cφ(|x |1+ θ
2 −1)+λ|x |e−λ|x |

≤ Cλ,φ,t e−λ|x |, (7.7)

since the function x → |x |(ν+1)(1+ θ
2 )e−

|x−1|2+θ

2t +cφ(|x |1+ θ
2 −1)+λ|x | attains a maximum

on R for all cφ > 0.

For the second summand, we substitute z = |xy|1+ θ
2

t such that 1
∂x =

1+ θ
2

t y|xy| θ2 1
∂z ,

apply the product rule and ∂
∂z Iν(z) = ν

z Iν(z)+ Iν+1(z) (see [24, page 67]) to get, for
|x | > 1,

∂

∂x
(St φ(x)) ≤ ∂

∂x

∫
R

(2+ θ)

2t
|xy| (1+θ)

2 e−
|x |2+θ+|y|2+θ

2t Iν

( |xy|1+ θ
2

t

)
φ(y) dy

= (2+ θ)

2t

∫
R

∂

∂z

(
|xy| (1+θ)

2
1+ θ

2
t

y|xy| θ2 e−
|x |2+θ+|y|2+θ

2t Iν(z)

)
φ(y) dy

= (2+ θ)

2t

∫
R

(
∂

∂z

(
|xy| (1+θ)

2
1+ θ

2
t

y|xy| θ2 e−
|x |2+θ+|y|2+θ

2t

)
Iν(z)

+ |xy| (1+θ)
2

1+ θ
2

t
y|xy| θ2 e−

|x |2+θ+|y|2+θ

2t
∂

∂z
(Iν(z))

)
φ(y) dy

= (2+ θ)

2t

∫
R

(
1+ θ

2
y|xy| (θ−1)2 e−

|x |2+θ+|y|2+θ

2t
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− 2+ θ

2t
|x |1+θ |xy| 1+θ

2 e−
|x |2+θ+|y|2+θ

2t

)
Iν

( |xy|1+ θ
2

t

)
φ(y) dy

+ (2+ θ)

2t

∫
R

(
|xy| (1+θ)

2
1+ θ

2
t

y|xy| θ2 e−
|x |2+θ+|y|2+θ

2t

(
ν

t

|xy|1+ θ
2

Iν

( |xy|1+ θ
2

t

)
+ Iν+1

( |xy|1+ θ
2

t

)))
φ(y) dy

≤ Ct,φ

∫
Sφ

(
|xy| (1+θ)

2 e−
|x |2+θ+|y|2+θ

2t

+ |x |1+θ |xy| (1+θ)
2 e−

|x |2+θ+|y|2+θ

2t

)
Iν

( |xy|1+ θ
2

t

)
dy

+
∫

Sφ

(
|xy| (1+θ)

2 e−
|x |2+θ+|y|2+θ

2t

(
Iν

( |xy|1+ θ
2

t

)
+ Iν+1

( |xy|1+ θ
2

t

)))
dy

≤ Ct,φ

∫
Sφ

|x |1+θ |xy| (1+θ)
2 e−

|x |2+θ+|y|2+θ

2t

(
Iν

( |xy|1+ θ
2

t

)
+ Iν+1

( |xy|1+ θ
2

t

)))
dy,

(7.8)

where Sφ := {y ∈ R : φ(y) �= 0}. The integrands in (7.8) vanish for y = 0 by the
definition of Iν in (4.16) with ν = 1

2+θ
− 1 < 1+θ

2 . If we thus show that, for any
ν > −1, there is a constant Cν > 0 such that

Iν(z)+ Iν+1(z) ≤ Cν

(
zν+1 + zν+2)ez (7.9)

holds for all z > 0, then the statement will follow, since, similar as in (7.7), all the x-

polynomials in (7.8) and the Bessel function terms are dominated by the term e−
|x |2+θ

2t

and the y terms can be bounded using the compact support of φ.
To get (7.9), we use the equality (see [21, (5.7.9), page 110])

Iν(z) = 2(ν + 1)Iν+1(z)+ Iν+2(z), (7.10)

and, since ν + 1, ν + 2 > − 1
2 , we can then apply the following inequality from [22,

(6.25), page 63], for x > 0:

Iν(x) <
ex + e−x

2�(ν + 1)

(
x

2

)ν

<
ex

�(ν + 1)

(
x

2

)ν

. (7.11)

(7.10) and (7.11) yield, as �(x) > 0 for x > 0, that

Iν(z)+ Iν+1(z) = 2

(
ν + 3

2

)
Iν+1(z)+ Iν+2(z)

< 2

(
ν + 3

2

)
ez

�(ν + 2)

(
z

2

)ν+1
+ ez

�(ν + 3)

(
z

2

)ν+2

≤ Cν

(
zν+1 + zν+2)ez,
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which proves (7.9). �	
Proposition 7.3 It holds that

E[|X̃(t, 0)|] �
∫ t

0
(t − s)−α

E[|X̃(s, 0)|] ds, t ∈ [0, T ].

Proof First, to apply Proposition 6.11, we need to show that�N ,M defined in (7.1) ful-
fills Assumption 5.2.�N ,M ∈ C2([0, T ]×R) and the conditions�N ,M (s, 0) > 0 and
�(t) ∈ B(0, J (t)) for some J (t) > 0 follow by construction. Moreover, Lemma 7.2
directly yields that the last property holds:

sup
s≤t

∣∣∣∣
∫
R

|x |−θ

(
∂

∂x
�N ,M (s, x)

)2

dx

∣∣∣∣ ≤ C
∫
R

|x |−θ e−2λ|x | dx,

which is clearly finite as θ < 1. Hence, Assumption 5.2 holds.
Thus, Proposition 6.11 holds and plugging (7.1) into (6.51), sending K →∞ such

that Tζ,K → T by Corollary 6.8 and using Corollary 7.1, (7.2) and Lemma 7.2, we
get

∫
R

E[|X̃(t, x)|]φM (x)gN (x) dx

�
∫ t

0

∫
R

E[|X̃(s, x)|]
∣∣∣∣4α2|x |−θ

( ∂

∂x
St−sφM (x)

)( ∂

∂x
gN (x)

)
+ St−sφM (x)�θ gN (x)

∣∣∣∣ dx ds

+
∫ t

0
�N ,M (s, 0)E[|X̃(s, 0)|] ds

�
∫ t

0

∫
R

E[|X̃(s, x)|]
( ∂

∂x
St−sφM (x)

)
+ St−sφM (x)|1{N+1>|x |>N } dx ds

+
∫ t

0
�N ,M (s, 0)E[|X̃(s, 0)|] ds

�
∫ t

0

∫
R

E[|X̃(s, x)|]e−λ|x |1{N+1>|x |>N } dx ds +
∫ t

0
�N ,M (s, 0)E[|X̃(s, 0)|] ds. (7.12)

We want to send N , M →∞. By Proposition 4.6 (i) we get that

∫ t

0

∫
R

E[|X̃(s, x)|]e−λ|x |1{N+1>|x |>N } dx ds � t
∫ N+1

N
e−λx dx → 0 as N →∞.

Moreover, we get

∫ t

0
�N ,M (s, 0)E[|X̃(s, 0)|] ds =

∫ t

0
(St−sφM (0))gN (x)E[|X̃(s, 0)|] ds

=
∫ t

0

(∫
R

pθ
t−s(y, 0)φM (y) dy

)
E[|X̃(s, 0)|] ds

M→∞→
∫ t

0
pθ

t−s(0)E[|X̃(s, 0)|] ds as M →∞,
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which gives

∫ t

0
�N ,M (s, 0)E[|X̃(s, 0)|] ds = cθ

∫ t

0
(t − s)−α

E[|X̃(s, 0)|] ds.

Hence, sending N , M →∞ in (7.12) yields

E[|X̃(t, 0)| �
∫ t

0
(t − s)−α

E[|X̃(s, 0)|] ds.

�	
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