Developing a Personalized Study Program Recommender?
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Abstract: This paper presents a recommender system designed to match prospective students with
study programs in Baden-Wiirttemberg, Germany, streamlining the selection process by providing
personalized recommendations based on user queries. Utilizing data from approximately 1,500 study
programs and employing natural language processing and machine learning techniques, specifically the
German fastText model for word embeddings, our system captures the semantic relationships between
user queries and program descriptions. We evaluated the system’s performance using both manual
test cases and automated validation methods. The manual evaluation involved subjective assessments
by multiple raters, while the automated approach utilized self-supervised keyword-based approaches.
The results demonstrate the system’s effectiveness in enhancing the study program selection process.
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1 Introduction

In times when managing the sheer flood of information and retrieving what is relevant
is more of a problem than being able to access information and knowledge in the first place,
prospective students often struggle to find suitable study programs that align well with
their interests and academic goals. This issue is particularly significant considering that
academic success is more likely if students’ interests, expectations, and abilities fit well
with the content of their study program [MKJ23].

Traditional methods of study program selection often involve manual searches through
university catalogs, websites, and other informational resources, which can be time-
consuming and overwhelming. To address this, we introduce a recommender system that
automates and simplifies the process by providing personalized study program suggestions
based on users’ self-assessment of their interests and skills.

Recommender systems have been extensively researched and implemented in various
domains such as e-commerce [HRW21], social-media [An18], and education [UMO21].
Within the field of education, course recommendation is a particularly active area of research,
reflected in the numerous studies that have been carried out [Ka24]. Despite this, there has
been relatively little focus on developing systems specifically for study programs; only a
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few studies have been conducted in the last decade, indicating a significant gap that needs to
be addressed [Ka24]. Study program and course recommendations differ considerably in
terms of the information available, possible options and, above all, the consequences for the
recipients of the recommendations, which underlines the need for further research.

In the context of these educational recommender systems, several approaches have been
explored, including content-based filtering, collaborative filtering, and hybrid methods
[Sa22]. We consider our recommender system to be located with other content-based
filtering approaches, as it uses Natural Language Processing (NLP) and machine learning
techniques to recommend study programs based on textual queries. We employ word
embeddings to capture the semantic relationships between users’ input queries and the text
of program descriptions. These are applied to the extensive data we have collected, which is
the entire study program offering in Baden-Wiirttemberg.

To test the robustness of our recommender system, we conducted a thorough evaluation
using both manual test cases and self-supervised validation methods. The manual evaluation
involved subjective assessments from multiple raters, while automated validation utilized
keyword extraction techniques and ranking metrics to measure recommendation accuracy.

The recommender is being built as part of the NEST-BW project [NE24] initiated by the
Ministry of Science, Research and Art of the State of Baden-Wiirttemberg, Germany. One of
the project goals is to create a study orientation guidance system, in which this recommender
will ultimately be employed, allowing prospective students to make a better-informed
decision when choosing their career path.

2 Methodology

2.1 Data

The Bundesagentur fiir Arbeit, i.e., the German Federal Employment Agency, is a federal
agency providing services for the German labour market. As part of their service, they
operate BERUFENET [Bu24], an information portal on the subject of professions in
Germany. It contains detailed information on all recognised training occupations and their
specialisations as well as on school-based training, study programs and further training
programs.

Serving as the basis of the recommender system, we scraped all necessary data related
to study programs from BERUFENET, yielding a rich dataset of roughly 24,000 study
programs in Germany. Entries include program names, detailed descriptions, administrative
details, and information about the university itself. For the purpose of this recommender,
we limited the data to about 1,500 study programs, which make up the entirety of the state
of Baden-Wiirttemberg. Nevertheless, the proposed methodology can easily be adapted to
incorporate more study programs.



The system begins with the pre-processing of the text data, i.e., all text we collected related
to the study programs, which we refer to below as program descriptions. This involves
standard NLP techniques. The SoMalJo tokenizer [PU16] is used for tokenizing the German
text; the stopwords from both English and German are removed to ensure the relevance of
the processed text.

2.2 Word Embeddings

As the embedding model of our choice, we used the free and open-source fastText model
[Bo16]. This model creates dense vector representations of words, capturing their meanings
based on the contexts they appear in. Since fastText is one of the only word embedding
models that provide pre-trained embeddings in the German language and make use of
substring information, our choice was straightforward. Its ability to produce vectors for any
words, even made-up or misspelled ones, allowed us to focus on the important parts of the
system rather than having to deal with more sophisticated preprocessing [Bo16; Eh21].

As an input query to the recommender, we have users provide their interests and abilities in
form of a list. An example of such a query would be ”Computers, Biology, Soccer, ...”. The
embeddings obtained through the fastText model are crucial for computing the similarity
between query words and program descriptions. We decided to work with word embeddings
rather than sentence embeddings since this better allows us to compare the users’ input to
the tokenized study program descriptions. We do not expect users to articulate their queries
in full sentences; hence, we have decided not to use sentence embeddings.

2.3 Recommendation Approach

As the first step, we obtain the word embedding for each word in a given query, resulting in
a matrix Q € R"™3% where m corresponds to the number of words in the query and 300 is
the dimensionality of the fastText embeddings.

For each study program in our dataset, we have to quantify how relevant it is to the users’
query. To do so, we first compute the cosine similarity between each word embedding in the
query Q and each word in the description of a given study program P; € RP3%, where [ is
the number of words/embeddings in a program’s description, varying between programs.
We compute S = ”()(ﬁﬁ’ resulting in the similarity matrix S € [0, 1]/,

In order to obtain a single real-valued score of how well this study program aligns with the
users’ query, we have to aggregate this similarity matrix in some way. We proposed several
scoring functions and evaluated their results (cf. Abschnitt 3). For this, we came up with
three different approaches as well as an additional weighting mechanism to treat certain
query words differently. The three scoring functions are sum, mean, and mean/sd, which
we’ll highlight in the following paragraphs.



The most straightforward approach is to simply sum up all the entries in S. However, this
does introduce a certain bias, as study programs with longer descriptions (I > 1) implicitly
accumulate more points. Hence, a study program unrelated to the query, with exclusively
small similarity scores, may still come out as the top match simply due to its length. To
alleviate this problem, we introduce a scoring threshold, where each individual score below
will be set to zero if it is below this threshold. This stops the accumulation of small values
and ensures that only relevant words will influence the score.

The second scoring approach is to calculate the mean along the first dimension of S,
obtaining a single mean score € [0, 1] for each word in the query. The resulting m mean
scores can ultimately be summed again to obtain a single real value.

The third approach is to normalize the obtained mean scores for each query word. By
dividing the mean scores by their standard deviations, this approach gives more weight
to query words with consistent (low-variance) similarity scores. The normalization step
reduces the influence of outliers. A high mean score due to a few very high values will have
less impact if the standard deviation is also high, making it less sensitive to outliers.

Finally, a last mechanism was implemented to improve the recommendations further.
Because of the nature of the scoring approaches considered, a query such as “Program, Data,
Computer, Biology” would be biased towards computer science programs, even though
programs such as “Bioinformatics” may be better suited given the query. By calculating
the cosine similarity between query words, summing their inverses, and normalizing via
the softmax function, we obtain intra-query similarity (/QS) weights. By employing these
1QS weights, the “Biology” query word would receive a higher weight, as it is the most
dissimilar from the four.

3 Evaluation

To evaluate the quality of our proposed recommendation system, we developed two
approaches. For the first, we manually created 47 test cases where we defined different
queries and what an expected result might look like. We selected three configurations of
scoring mechanisms that seemed to work well according to our previous tests and manually
evaluated the recommender’s results. Per the test case, each of the three raters selected one
of the three different recommender configurations that they individually perceived to work
best. The configurations we chose were:

° Mean*1QS, threshold=0.51
. Sum, threshold=0.51
. Mean, threshold=0.51

To further validate our assessment, we developed a second approach. By using TF-IDF and
KeyBERT [Gr20], we were able to extract two distinct sets of keywords from each study



program description. These keywords can now be used as a query to the recommender, while
at the same time, we had a concrete target study program that should be returned by the
recommender as early as possible. As an error metric, we chose the Mean Reciprocal Rank
(MRR) to see when, on average, the correct study program appeared in the recommendation
list. For example, an MRR score of 0.5 tells us that the correct result appears in position 2
on average, and accordingly, an MRR score of 0.25 indicates that the correct result appears
in position 4 on average.

To simulate more realistic queries, we randomly selected the 3-8 most relevant keywords;
configurations were chosen in a grid search manner. This approach allows us to evaluate
many more configurations much faster than if we proceeded manually.

4 Results

The results of the first evaluation are visualized in Fig. 1. These had an inter-rater agreement
of 0.75, indicating a strong agreement between the raters.

Comparison of Scoring Functions with threshold=0.51
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Fig. 1: Number of votes for ’best configuration”; 47 test cases, 3 raters’ votes combined; selecting
more than one configuration was possible.

The third configuration (Mean*IQS) distinctively received more votes than the other two.
This result suggests that the IQS was effective in improving the prediction quality.

The second evaluation approach in Fig. 2 shows promising results for various different
configurations. Reassuringly so, both KeyBERT and the TF-IDF keyword sets resulted in the
same configurations performing well. Our assumption that the IQS mechanism successfully
improved the recommendation performance holds for the three specific configurations that
were manually tested. On average, however, the configurations without the IQS mechanism
are neither better nor worse, regardless of the selected scoring mode.

It is important to note that the automated validation using keyword-based methods does
not fully capture the benefits of the IQS mechanism. Weighting the keywords differently
won'’t yield the desired improvements, as these keywords are already well-formed queries to
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Fig. 2: MRR results for configurations chosen via grid search; each MRR score was computed
by evaluating ~1,500 distinct study programs. Configurations highlighted with a star symbol ()
correspond to the ones that tested in Fig. 1.

the target study program. Consequently, the full advantage of the IQS mechanism might
be understated by these automated evaluations, which are limited in their ability to mimic
human querying behavior.

Ultimately, we see that the normalized mean-scoring mode ("mean/sd”’) seems to have
performed best out of the three. Unfortunately, we did not consider this scoring mode when
performing the manual evaluation; this will be included in a future evaluation. Lastly, while
the raters found the plain sum-scoring mode to provide slightly better recommendations
than the plain mean-scoring (cf. Fig. 1), these validation results disagree.

5 Conclusion

Navigating the vast amount of information to find suitable study programs is a significant
challenge for prospective students. Traditional methods are often inefficient and overwhel-
ming, underscoring the need for automated, personalized recommendation systems. This
research presents a recommender system tailored to match students with study programs in
Baden-Wiirttemberg, Germany, using publicly available data.

Our evaluation through manual and automated methods clearly demonstrated the effec-
tiveness of our recommender. The scoring configuration using normalized mean scores
was particularly effective. These findings demonstrate the system’s potential to assist
students in making informed academic decisions. As part of the NEST-BW project, this
recommender system aims to improve study orientation guidance. Future work will expand
the dataset, refine algorithms, and integrate the system into a practical application to benefit
more students with accurate and personalized recommendations. Additionally, we plan to
conduct an evaluation to assess how helpful users find the suggestions, enabling continuous
improvement based on user feedback and satisfaction.
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