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Abstract 

Digitalization is a constant driver of challenges and opportunities in vocational education and 

training. This thesis addresses key findings from five underlying studies, discussing their limi-

tations, and concludes with practical implications and the relevance of this work. The disserta-

tion deals first with new opportunities and challenges that digitalization brings to economic and 

business education in vocational education and training, and the implications for teaching, 

learning, and research. 

Five studies are then presented that deal with different research focal points of digitalization in 

relation to teaching, learning and research. The first study examines the current use of digital 

tools in commercial vocational schools in times of the corona crisis and concludes that most 

tools are used to improve rather than change teaching practice and that teachers are likely to be 

skeptical about whether digital improvements will last after the pandemic. The second study 

deals with the question of how future teachers can be trained for teaching and learning with 

ERP systems and emphasizes the need for training already in the university phase of teacher 

education. The third study reviews eye-tracking research to gain insights into the learning pro-

cesses in computer-based learning simulations and highlights the potential of eye-tracking as a 

methodological tool that is currently underrepresented in commercial education research. The 

fourth study applies the method to analyze visual attention during learning with static and dy-

namic graphics. It concludes that dynamic graphics support learning better and links the results 

to visual attention processes. The fifth study evaluates the effectiveness of AI in scoring student 

responses and shows that AI can support, but not completely replace, human raters. 

Limitations of these studies include sample bias, reliance on self-reported data, and the need 

for more comprehensive skill assessments. Future research should therefore focus on exploring 

the integration of AI and human judgment as a separate research focus, expanding the use of 

eye-tracking in complex problem-solving research, and further improving the training of pro-

spective teachers in the use of digital tools. In conclusion, this thesis provides a comprehensive 

overview of the impact of digitalization on VET and offers suggestions for future research.
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Introduction 1  

1 Introduction 

This thesis commences with an overview on the relevance of digitalization in economic and 

business education (section 1.1). This is followed by a brief description of the research ques-

tions on which this thesis is based (section 1.2) and an overview of the structure of this thesis 

(section 1.3). 

1.1 The relevance of digitalization in economic and business education 

Digitalization is one of several drivers of change in today's world. The digital transformation is 

having a profound impact on the economy and society and is changing the way we work, live, 

and learn. The European Commission has declared a Digital Decade and is constantly monitor-

ing the progress of its Member States (European Commission, 2023) in terms of digital skills, 

digital infrastructure, digitization of businesses, and digitization of public services. According 

to the Digital Economy and Society Index (DESI), which has become part of the Digital Decade 

reporting, an indicator for the digital transformation of companies shows the underlying level 

of digital intensity in small and medium-sized enterprises (SMEs), which is constantly increas-

ing. Thus, the requirements for the training and further education of employees' digital skills 

are increasingly changing. Additionally, it has long been known that computers are increasingly 

able to perform tasks that were previously carried out exclusively by humans (Brynjolfsson & 

McAfee, 2016), and the latest advances in artificial intelligence (AI) will further influence the 

labor market (Frank et al., 2019). Office workplaces are increasingly using software for organ-

izational processes and decision-making (Billett, 2021), and workplace (digital) skills are linked 

to tasks and roles that are facilitated and automated by electronic means, while AI is expected 

to become the next co-worker or co-teacher in an era of co-intelligence (Mollick, 2024). 

This megatrend also applies to the education sector. Germany in particular is considered a lag-

gard in digitalization (in the education sector) by international comparison and has recently 

responded to the lack of digitalization in the education sector with national policy plans 

(Zancajo et al., 2022). In general, as the current national education report shows, digitalization 

can be seen as a consistent and cross-sectoral driver of change in almost all areas of the educa-

tion system, from early childhood through K–12 to adult education and lifelong learning (Au-

tor:innengruppe Bildungsberichterstattung, 2024). In particular, digitalization directly affects 

vocational education and training (VET) domains with its close dependencies to changes in the 

labor market and professional requirements. VET must take account of the changing require-

ments of the labor market. In Germany, this applies in particular to the dual VET system with 

two learning venues that are embedded in the overall German VET system (Deissinger, 2015). 
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Changes to the occupational profile at the company learning location must be taken into account 

not only at the company level of dual training, but also at the vocational school learning site, 

e.g. in order to train digital skills that are not yet standard in every company but are relevant for 

the fulfillment of occupational characteristics and training requirements, as well as to promote 

the further placement ability (i.e., employability) of trainees (Seifried et al., 2019; Zutavern & 

Seifried, 2022). In the field of economic and business education, for example, the use of enter-

prise resource planning (ERP) systems (Knigge et al., 2017; Mayer, 2022) can be seen as such 

an adaptation to the current changes in professional requirements and can prove beneficial in 

promoting business process knowledge among trainees in addition to motivation and interest 

(Spener et al., 2019; Spener & Schumann, 2021). One such example for industrial-technical 

vocational training could be the implementation of learning factories to promote subject-spe-

cific skills in authentic industrial work processes (Roll & Ifenthaler, 2020, 2021). Similarly, a 

property management system adopted from the hotel industry is being introduced into teacher 

training for nutrition and home economics (Klatt et al., 2023). However, it seems clear that 

(prospective) teachers need to be trained to teach with such complex digital teaching and learn-

ing arrangements. 

The trend toward increased digitization in education, accelerated by the Coronavirus Pandemic, 

will continue (OECD & The World Bank, 2022). However, meaningful learning with digital 

tools depends on school leadership, technological infrastructure, and teachers' willingness to 

use these tools (Delcker & Ifenthaler, 2021). Introducing digital tools in higher education for 

preservice teachers could increase their readiness if they believe it will improve learning (Petko, 

2012). Prospective teachers are expected to teach with and about ICT (Fraillon et al., 2019), 

and they need to be prepared for digitization (Dillenbourg, 2013; Seufert et al., 2021). This 

includes the integration of modern technologies in VET, not only for teaching and learning, but 

also for research. VET initiatives like ‘Technology-based Assessment of Skills and Compe-

tences in VET’ (ASCOT) provides researchers and practitioners with authentic computer-based 

learning environments and simulations (Breckwoldt et al., 2014) to develop domain-specific 

problem-solving skills (Beck et al., 2016; Rausch & Wuttke, 2016). Much of the past research 

in the field of vocational education and training has focused on outcomes, such as competency 

assessment and learning performance, rather than on the processes that lead to these outcomes 

(Abele, 2018). It is therefore important to emphasize the methodological possibilities of tech-

nological advances in the collection and analysis of learning process data, such as eye-tracking 

or logfile data, in order to gain deeper insights. Computer-based simulations enable individual-

ized learning through the analysis of logfiles (Ludwig et al., 2024) and insights into learners 

processes by analyzing eye-tracking data (Lee et al., 2019). Additionally, with the advent of 
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AI, future teachers need to engage with AI tools such as automated essay scoring systems (Celik 

et al., 2022; Ludwig et al., 2021), and develop AI readiness (Wang et al., 2023) while critically 

evaluating AI integration capabilities (Lameras & Arnab, 2021). 

In summary, this thesis explores digitization in business education by examining how technol-

ogy can improve educational processes. In view of the developments outlined so far, the rele-

vance of digitalization for VET (Wuttke et al., 2020) and economic and business education is 

considerable. First, the changing occupational characteristics and demands of the labor market 

are likely to have an impact on the business education system, and therefore teachers need to 

be prepared to teach with digital tools to foster digital skills among learners. In this work, the 

current use of digital tools in commercial schools is first analyzed (Mayer, Gentner, et al., 2023) 

and further exemplary shown and discussed by integrating a seminar on teaching and learning 

with ERP systems in teacher training curriculum (Mayer & Seifried, 2024). Second, individu-

alized learning can be promoted through digital means using complex teaching and learning 

arrangements such as computer-based simulations. In order to gain a deeper understanding of 

individual learning behavior, the use of methodological approaches such as log file analysis and 

eye-tracking is crucial to understand individual learning processes. Therefore, this work pro-

vides a systematic review of research to illustrate the methodological analysis of individual 

learning, focusing on eye-tracking studies in vocational training simulations to understand these 

learning processes (Mayer, Rausch, et al., 2023), and consequently conducts a first eye-tracking 

study in economic education (Mayer et al., under review). Third, despite the current challenges 

of digitalization, new technologies such as AI need to be critically evaluated to prepare (pro-

spective) teachers for future opportunities. Finally, in line with the advances of AI as a possible 

future co-teacher, an automated text scoring procedure is critically evaluated using a domain-

specific scoring task from the field of economics and business education (Mayer et al., 2022) 

to determine the future potential of AI in Education (AIED). 

1.2 Research questions 

As outlined so far, digitalization is a constant driver and poses new challenges for economic 

and business education. To meet these challenges, this dissertation focuses on the professional 

development of (prospective) teachers and analyses how technology can support and improve 

educational processes. To answer this question, three main areas of research can be distin-

guished. Figure 1-1 illustrates the research foci and studies in this thesis. Table 1-1 provides an 

overview over these studies. 
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The first research focus refers to the current use of digital tools by teachers in commercial vo-

cational schools and raises the question of what the current state of the art is for digital tools 

in commercial vocational schools (study 1). 

The COVID-19 pandemic led to school closures and a rapid switch to distance learning, so-

called emergency remote learning (Dilger, 2021). Study 1 focuses on the current use of digital 

tools by teachers at commercial vocational schools during the pandemic, based on the responses 

of 305 teachers. The study raises the question of how digital tools are being used in vocational 

schools. And what expectations teachers have that digital tools will continue to supplement 

face-to-face teaching after the pandemic. 

 

Figure 1-1: Key research foci and related studies. 

 

The second research focus relates to teaching and learning with digital tools VET and explores 

the question of how (prospective) teachers can be explicitly trained and supported through the 

use of sophisticated digital tools by implementing a course in prospective teacher education for 

teaching and learning with ERP systems (study 2), as well as the application of AI prompting 

to assess whether a large language model can automatically and reliable assess students' re-

sponses to support researchers and teachers (study 5).  

Investigating how 
technology can support 

and improve educational 
processes in economics 
and business education.

Research focus 1: Determining the current use of digital tools at 
commercial vocational schools

(study 1)

Research focus 2: Promoting teaching and learning with digital 
tools in commercial VET

(studies 2 and 5) 

Research focus 3: Analysing individual learning processes using 
eye-tracking in digital learning environments in commercial 

vocational education 

(studies 3 and 4)
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Study 2 discusses the benefits of integrating ERP systems into the training of apprentices, both 

in vocational schools and in the workplace. To ensure high quality ERP training, prospective 

teachers and in-company trainers must understand the role of ERP systems in business pro-

cesses. In order to promote teaching and learning with ERP systems, a seminar was designed 

for future in-company trainers and vocational teachers. The study evaluates a teaching-learning 

concept for ERP systems among 26 master students in economic and business education using 

a pre-post questionnaire on technological pedagogical content knowledge (TPACK; Mishra & 

Koehler, 2006). Study 5 investigates the potential of automated text classification using prompt-

based learning approaches with transformer models for a domain-specific task. Prompt-based 

learning, which requires little or no training examples, allows the use of artificial intelligence 

in education (Popenici & Kerr, 2017) without sophisticated programming skills or extensive 

labeled data. The study compares zero-shot and few-shot classification approaches with a fine-

tuned language model and human ratings. The dataset consists of 2,088 email responses labeled 

for professional communication style. 

The third research focus relates to individual learning processes and how the use of unobtrusive 

measuring instruments, such as eye-tracking, can provide insights into learning processes in 

digital learning environments. To this end, the current state of eye-tracking research in com-

puter-based simulations in VET was analyzed (study 3) and consequently, a first eye-tracking 

study was carried out in a computer-based learning environment for economic education (study 

4). 

Study 3 examines the use of eye-tracking to analyze complex problem-solving processes in 

authentic computer-based learning and training environments, particularly in VET. The scoping 

review according to the PRISMA scheme (Liberati et al., 2009) identifies 12 relevant studies 

and reports on the current state of research in this area. Study 4 then uses eye-tracking to inves-

tigate visual attention and how visualizations, particularly price-quantity diagrams, can enhance 

learning in economics in a computer-based learning environment. While the contributions of 

eye-tracking research to multimedia learning is extensive (Alemdag & Cagiltay, 2018), there 

are few studies that deal with static and dynamic, interactive graphs in economic education. In 

this study, the eye movements of 31 economics students were analyzed with regard to their gaze 

behavior when solving economic single-choice learning tasks with the help of static and dy-

namic graphs. 
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Table 1-1: Overview of the studies in this dissertation. 

Study 1  

Reference Mayer, C. W., Gentner, S., & Seifried, J. (2023). Digitale Unterrichtspraxis an kauf-

männischen Schulen in der Corona-Pandemie - Eine Momentaufnahme [Di-

gital teaching practice at commercial schools during the corona pandemic - a 

snapshot]. Zeitschrift für Berufs- und Wirtschaftspädagogik, 119(3), 531–552. 

https://doi.org/10.25162/zbw-2023-0021 

Research foci 1. Determining the current use of digital tools at commercial vocational schools 

Research approach Questionnaire 

Analysis Quantitative descriptive and qualitative content analysis (mixed methods) 

Sample 305 teachers at commercial vocational schools 

Study 2  

Reference Mayer, C. & Seifried, J. (2024). Looking behind the scenes: being able to master ERP 

systems as a goal of vocational education and training. In Cedefop, OECD (Eds.), 

Apprenticeships and the digital transition: modernising apprenticeships to meet 

digital skill needs (pp. 118–127). Publications Office of the European Union. 

https://data.europa.eu/doi/10.2801/074640 

Research foci 2. Promoting teaching and learning with digital tools in commercial VET 

Research approach Learning diaries and questionnaires 

Analysis Quantitative analysis and qualitative content analysis (mixed methods) 

Sample 26 students in economic and business education 

Study 3  

Reference Mayer, C. W., Rausch, A. & Seifried, J. (2023). Analysing domain-specific problem-

solving processes within authentic computer-based learning and training en-

vironments by using eye-tracking: a scoping review. Empirical Research in 

Vocational Education and Training, 15:2, 1–27. 

https://doi.org/10.1186/s40461-023-00140-2 

Research foci 3. Analyzing individual learning processes in digital learning environments 

Research approach Literature review 

Analysis Scoping review 

Sample 12 studies 

Study 4  

Reference Mayer, C. W., Findeisen, S., Guggemos, J. & Seifried, J. (under review). Visual atten-

tion while solving economic learning tasks using dynamic graphs – An eye-

tracking study. Journal of Economic Education. 

Research foci 3. Analyzing individual learning processes in digital learning environments 

Research approach Eye-Tracking and questionnaires 

Analysis Quantitative analysis 

Sample 31 students in economic and business education 

Study 5  

Reference Mayer, C. W. F., Ludwig, S. & Brandt, S. (2023). Prompt text classifications with 

transformer models! An exemplary introduction to prompt-based learning 

with large language models. Journal of Research on Technology in Educa-

tion: JRTE, 55(1), 125–141. https://doi.org/10.1080/15391523.2022.2142872 

Research foci 2. Promoting teaching and learning with digital tools in commercial VET 

Research approach Machine learning, few-shot learning 

Analysis Quantitative analysis 

Sample 2,088 email responses to a domain-specific problem-solving task 

 

In summary, the results of the five studies may serve as a guide for answering the question of 

the impact of digitalization in economic and business education. First, the thesis identifies the 

https://doi.org/10.25162/zbw-2023-0021
https://data.europa.eu/doi/10.2801/074640
https://doi.org/10.1186/s40461-023-00140-2
https://doi.org/10.1080/15391523.2022.2142872
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current use of digital tools in vocational schools. Second, the thesis proposes a training course 

for master's students on learning and teaching with an advanced learning environment (ERP 

system) and further evaluates technological innovations, such as large language models, for a 

simple domain-specific assessment task. Third, the studies analyze individual learning pro-

cesses in technology-rich environments using eye-tracking as a methodological approach to 

examine problem-solving processes in authentic learning environments. After conducting a sys-

tematic review, it applies the methodological approach to understand learning processes and 

improve instructional design in computer-based learning environments. 

1.3 Structure of this thesis 

This inaugural dissertation comprises five studies and is structured into eight chapters. The 

thesis commences with an introduction to the relevance of digitalization in economics and busi-

ness education (section 1.1) and the research questions that are examined in the five studies that 

comprise this thesis (section 1.2). Subsequently, an overview of the structure of the thesis is 

provided (section 1.3). The conceptual foundations underlying the five studies are discussed in 

Chapter 2. The chapter commences with a concise definition of the term "digitalization" (sec-

tion 2.1), and distinctions between digital transformation, digitalization, and digitization, and a 

brief look at past and current hypes. Subsequently, the chapter examines the professional 

knowledge of teachers in terms of technological, pedagogical, and content knowledge (section 

2.2). This chapter then introduces eye-tracking as a methodological approach to understanding 

learning processes in technology-rich environments and demonstrates the connection to 

TPACK as it relates to teachers' professional knowledge of learning and instructional design 

(section 2.3). The following five chapters comprise the five studies that make up this thesis: 

Chapters 3, 4, 5, 6, and 7. The following chapter 8 summarizes the main findings of the five 

studies, accompanied by an analysis of their limitations and a discussion of the implications for 

future research. 
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2 Conceptual Foundation 

The conceptual basis for the five studies in this thesis is explained below. First, this chapter 

begins with a brief definition of digitalization and the distinction between digitization, digital-

ization and digital transformation and provides examples of digitalization for VET. A brief look 

at past and current hypes and recent developments of digitalization in education is also provided 

(section 2.1). Second, the professional knowledge of teachers in dealing with digitalization is 

discussed in section 2.2, by describing the technological pedagogical content knowledge 

(TPACK) model (Mishra & Koehler, 2006), starting with its predecessor (Shulman, 1986) as 

well as concluding its potential successor, the DPACK model (Huwer et al., 2019a). In addition, 

the latest digital competence frameworks for educators will be presented as current policy de-

velopments to promote teachers' professional knowledge with regard to digitalization in educa-

tion. Third, methodological advances in VET research through digitization are discussed using 

the example of the use of eye-tracking analysis in technology-enhanced environments as a 

method for measuring learning processes in VET, thus concluding the theoretical framework 

on which this thesis is based (section 2.3). 

2.1 Digitization, digitalization and digital transformation in teaching and 

learning 

The terms digitization, digitalization and digital transformation are often used interchangeably 

(Frenzel-Piasentin et al., 2021; Gradillas & Thomas, 2023; Parviainen et al., 2017), although 

these terms have different meanings. Digitization refers to the conversion of previously ana-

logue data into a digital form, while digitalization refers to an entire process that changes from 

analogue to digital forms, including the use of digital technologies to change a business model. 

According to Legner et al., the term digitalization refers to “the manifold sociotechnical phe-

nomena and processes of adopting and using these technologies in broader individual, organi-

zational, and societal contexts” (2017, p. 301). The digital transformation expands this perspec-

tive further by affecting the entire economy and society and encompassing completely new 

business models (e.g., Mugge et al., 2020; Vrana & Singh, 2021). This thesis follows the defi-

nition of digitalization as a sociotechnical phenomenon as it is described by Legner et al. (2017), 

and discusses the digitalization of learning in VET, including the individual learning context, 

the organizational context of the two learning venues in the German vocational system, as well 

as the societal context of digitalization in vocational education. 

VET has been profoundly impacted by the changing digital landscape (Wuttke et al., 2020). 

The VET sector seems to benefit more, probably because educational technology is primarily 
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aimed at improving the efficiency of learning processes and promoting flexibility, while general 

education schools pursue broader educational goals (Niegemann, 2020). According to Euler 

and Wilbers (2020), VET is more challenged than other areas of education because it faces the 

challenge of preparing trainees and vocational students for a future that is only vaguely fore-

seeable. Digital technologies influence VET in terms of (1) new learning tools, (2) new work 

tools and (3) as universal tools that influence everyday life and learning prerequisites. Further-

more, it is clear that the process of digitalization of learning also has an impact on VET research 

(see section 2.3; Euler & Wilbers, 2020).  

Firstly, digital learning tools change the way we learn. They enable the creation of new organ-

izational learning arrangements, such as the integration of technology-supported learning 

phases into face-to-face teaching (Euler & Wilbers, 2020). In addition, digital tools help to 

analyze individual learning processes and adapt learning content to the needs of learners (e.g., 

Rausch et al., 2021). Teachers also benefit from digital tools, for example by gaining an over-

view of individual learning progress by visualizing learners' behavior in dashboards (e.g., 

Gorshid et al., 2022). 

Secondly, new work equipment is constantly being introduced into the workplace. There is 

solid empirical evidence of the link between the digitalization of work with such tools and an 

increase in productivity in EU countries (Gal et al., 2019). Changing work and business pro-

cesses become part of the learning content in VET. More precisely, the learning content in-

cludes the digital technologies themselves or the technology-supported work and business pro-

cesses that are relevant to a vocational field of application (Euler & Wilbers, 2020). In the 

commercial area, ERP systems change the way we work and support employees with adaptive 

support systems, so-called Electronic Performance Support Systems, when help is needed (e.g., 

Leiß et al., 2022). Job profiles and qualification requirements are changing, leading to the in-

troduction of digital tools such as ERP systems in commercial vocational schools and training 

(e.g., Mayer & Seifried, 2022; Spener & Schumann, 2021). 

Thirdly, digital tools also function as universal tools. Nowadays, information about almost eve-

rything and communication with peers and colleagues are generally accessible anytime and 

anywhere. The consumption of digital products is becoming a fundamental need of the younger 

generation (Euler & Wilbers, 2020), which is often referred to as ‘digital natives’. The chal-

lenges of teaching digital natives is a continuing academic debate (Evans & Robertson, 2020). 

According to Prensky (2001a, 2001b), digitally literate learners have grown up surrounded by 

technology and therefore need a fundamental change in the way they are taught. However, the 
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digital native stereotype does not accurately represent how young people perceive and use tech-

nology. The digital native debate has been perceived as an ‘academic panic’ rather than an 

empirical observation, where generation has been shown to be one of many significant variables 

(e.g., usage, experience, gender, education) that predict advanced Internet use, suggesting that 

any generation of learners can become digital natives (Bennett et al., 2008; Helsper & Eynon, 

2010). Instead, educators' decisions should be guided by the affordances of technology and the 

digital literacies needed to use it effectively (E. E. Smith et al., 2020). For example, today's 

advances in translation tools can foster language learning in everyday life and at school (e.g., 

Urlaub & Dessein, 2022). Chatbots can support learning processes and improve learning out-

comes by acting as individual tutors anytime, anywhere (Hwang & Chang, 2021). Despite the 

technological advancements that have occurred in recent years, the pedagogically meaningful 

integration of educational technology remains a persistent challenge, as evidenced by historical 

precedent. 

Historically, the trend towards digitalization in education is nothing new. Educational technol-

ogy has come a long way in the last century (for a brief overview, see Niegemann, 2020). 

Niegemann's summary begins in 1913 with a quote by Thomas Edison, who believed that the 

invention of the motion picture would completely change the school system, resulting in the 

demise of books (Niegemann, 2020; F. J. Smith, 1913). Motion pictures and audio records were 

soon replaced by the radio in the 1930s and television broadcast in the 1950s (Molenda, 2022). 

From programmed or assisted instruction in the 1960s, to teletext technology in the 1980s, to 

the increased use of computers and the invention of the World Wide Web in 1990, technological 

innovations were always expected to transform education (Reich, 2020). In recent decades, 

there has been hype and enthusiasm for various technological advances (Gouseti, 2010; 

McPherson & Bacow, 2015). 

Today, artificial intelligence in education (Pinkwart, 2016), (computer-based) simulations 

(Chernikova et al., 2020), and augmented/mixed/virtual reality (Coban et al., 2022) are exam-

ples of the current progress in educational technologies (e.g. with the latest advances in prompt 

engineering for educational purposes; Mayer et al., 2022). On the one hand, it is assumed that 

new technologies will disrupt the current way of teaching and learning (K. Zhang & Aslan, 

2021). On the other hand, traditional textbooks are still important as a medium of knowledge 

transfer for teachers and learners (Huß & Dölle, 2021). The assertion that AI will revolutionize 

the way people learn is similar to past claims. Every decade has seen new technologies touted 

as transformative for education (Ketamo, 2018). However, research shows that there is still 

room for improvement in the use of digital tools in VET (e.g., Mayer, Gentner, et al., 2023). In 
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recent years, technology integration has evolved from an initial resource-oriented phase, where 

the solution was simply to increase the number of computers, tablets, etc., to a pedagogy-ori-

ented phase, where the focus is on effective teaching strategies (Mao, 2017). Teacher educators 

need to be aware of the pedagogical benefits of digital tools in their teaching and learning con-

texts in order to increase motivation through practical, effective, and professionally successful 

examples demonstrated by experienced teachers (Amhag et al., 2019). The question arises as to 

how student teachers learn to perform the professional work of a teacher in a digitally infused 

education system (Starkey, 2020). These changing teaching and learning environments require 

new forms of professional development for teachers (Mao, 2017), as the development of pro-

fessional knowledge for teachers is seen as crucial for the effective integration of technology 

into business education (Seufert et al., 2019). 

2.2 Teachers’ professional knowledge 

Pedagogical Content Knowledge 

Teachers’ professional knowledge can be operationalized in various ways (Fernandez, 2014). 

Pedagogical knowledge (PK), content knowledge (CK) and pedagogical content knowledge 

(PCK) are the elements of a professional knowledge model proposed by Shulman (1986) that 

is frequently used to describe the knowledge of teachers. CK refers to what teachers need to 

know about what they are teaching, whereas PK refers to what they know about teaching in 

general (Cochran et al., 1993). According to Shulman (1986), CK pertains to the understanding 

of concepts, theories, and ideas, as well as knowledge of proofs, evidence, practices, and meth-

ods for developing this knowledge. PK encompasses the educational objectives, teaching and 

learning methods, classroom techniques, understanding of the target audience, and strategies 

for assessing students' knowledge (Fernandez, 2014; Shulman, 1986). Theoretical models of 

PCK can be distinguished into transformative and integrative models (Gess-Newsome, 1999).  

In an integrative model, PCK refers to the intersection of different areas of knowledge. Thus, 

PCK is based on the way teachers intertwine PK and CK (see Figure 2-1). According to Penso, 

“Pedagogical content knowledge is a type of knowledge that is unique to teachers, and is based 

on the manner in which teachers relate their pedagogical knowledge (what they know about 

teaching) to their subject matter knowledge (what they know about what they teach)” (2002, p. 

25). PCK is seen as a type of knowledge that teachers develop through experience (Cochran et 

al., 1993). It includes knowledge of the main topics of the subject and how these can be orga-

nized and presented to facilitate learning. It also includes knowledge of learners and learning 
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processes, subject-specific learning difficulties such as typical misconceptions, learners' back-

grounds and how these affect teaching (Penso, 2002; Shulman, 1986). Prospective teachers with 

little or no teaching experience tend to focus on subject knowledge, while knowledge of subject-

specific pedagogy, learning environments and students' backgrounds are parts that require more 

teaching experience to develop (Cochran et al., 1993). 

 

Figure 2-1: Integrative PCK model, adapted from Shulman (1986). 

 

In a transformative model, PCK is “the transformation of subject matter knowledge, pedagogy 

and context knowledge to a distinct way - the only form of knowledge that would impact on 

teacher practice” (Fernandez, 2014, p. 94). Grossmann (1990) systematized teacher knowledge 

in a transformative model (see Figure 2-2) and distinguished four components: (1) subject mat-

ter knowledge, (2) general PK, (3) context knowledge, and (4) PCK as the outcome. First, sub-

ject matter knowledge refers to substantive structures (e.g., how to organize facts, fundamental 

concepts), content, and syntactic structures (e.g., how to create and promote knowledge). Sec-

ond, general PK (Grossman, 1990) refers to knowledge about learners and learning, classroom 

management, curriculum and instruction, and others. Third, context knowledge is about stu-

dents, their community, the district and school itself (Fernandez, 2014; Grossman, 1990). Fi-

nally, in this transformative model, PCK can be seen as the result of the transformation of 

teachers' professional knowledge. These traditional models are constrained by the particular 

characteristics of digital environments, emphasizing the need to integrate technology as part of 

teachers' professional knowledge.  

 

PK          PCK CK 
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Figure 2-2: Transformative Model of teacher knowledge, adapted from Fernandez (2014; Grossmann 1990). 

 

Technological Pedagogical Content Knowledge  

In a digitalized educational system, technology can no longer be treated as a separate part of 

teachers' professional knowledge from the pedagogical and content knowledge that teachers 

need (W. Wang et al., 2018). The PCK model outlined so far lacks technological knowledge 

(TK), although digitalization is having a major impact on the education system and comparative 

studies such as the International Computer and Information Literacy Study (ICILS) have shown 

that TK needs to be promoted among pupils and teachers. (Bos et al., 2014). The TPACK model 

(see Figure 2-3; Koehler & Mishra, 2009; Mishra, 2019; Mishra & Koehler, 2006) therefore 

extends the previous model by TK. In the TPACK model, CK, PK and TK are the three funda-

mental dimensions that overlap as the basis dimensions should not be treated completely sepa-

rated. Technology knowledge (TK) encompasses knowledge of all types of technology, from 

low-tech (e.g. chalkboards, worksheets) to high-tech (e.g. computers, virtual reality goggles). 

Technological content knowledge (TCK) enables teachers to select appropriate technologies 

for teaching and learning. TCK refers to knowing how technology changes the subject matter, 

for example, teaching with VR simulations to promote knowledge of the safety regulations in 

warehouse logistics. Technological pedagogical knowledge (TPK) is about how teaching meth-

ods can be adapted to the content and how technology can support these methods (e.g. simula-

tions for business forecasting where students switch in a competitive scenario). Finally, 

TPACK, as the intersection of all previous knowledge areas, refers to knowledge about the 

flexible use of strategies and tools to effectively teach a particular content, e.g., by designing a 

curriculum that integrates ERP systems into business process education and provides students 

with both theoretical knowledge and hands-on experience through interactive simulations (e.g., 

Mayer & Seifried, 2024). In addition, the model emphasizes context as an important dimension 

of teachers' professional development (Mishra, 2019). This includes contextual support through 

Subject Matter Knowledge 

Context knowledge 

General Pedagogical Knowledge 

Pedagogical Content Knowledge 
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the provision of technological infrastructure, time and financial resources and didactic support 

through examples and guidance. 

 

Figure 2-3: TPACK model, adapted from Mishra (2019), Mishra & Koehler (2006). Original Source: 

tpack.org. 

 

Digitality-Related Pedagogical and Content Knowledge 

The TPACK model is well established in the literature (Rosenberg & Koehler, 2015; Schmid 

et al., 2024; W. Zhang & Tang, 2021), but further models arise based on TPACK. In 2019, 

Huwer et al. introduced the digitality related pedagogical and content knowledge (DPACK) 

model, as an advancement of TPACK with a shift towards digital knowledge (DK). The authors 

applied the model on a domain-specific background for Science, Technology, Engineering and 

Mathematics (STEM) education (2019a, 2019b) and furthermore focuses on the analytical skills 

of teachers on the basis of professional knowledge. The DPACK model encompasses not only 

technical knowledge but also the ability to thoughtfully utilize and reflect the new possibilities 

offered by this technology (e.g., understanding new communication channels, utilizing digital 

sources). At around the same time, a similar but not equivalent DPACK model was presented 

by Döbeli Honegger (2021), which can be distinguished from the DPACK model of Huwer et 

 

TK  

PK  PCK CK 

TPACK 

TPK TCK 

Contexts 
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al (2019a). The model implements the Dagstuhl triangle (Brinda et al., 2016) as a critical, ex-

panded view of a digitally networked world with a focus on related phenomena, objects and 

situations. This DPACK model reflects the impacts of digitization and further develops TPACK 

along the Dagstuhl triangle by taking into account a sociocultural perspective on digitalization 

(i.e., what are the impacts?), a technological perspective (i.e., how does it work?), and an ap-

plication-based perspective (i.e., how do I use it?). Similarly, a paper by Thyssen et al. (2023) 

extends the DPACK model of Huwer et al. (2019a) by applying the Frankfurt triangle, as an 

extension of the Dagstuhl Triangle (Brinda et al., 2019). This extension of the Dagstuhl Triangle 

incorporates multiple disciplinary perspectives from researchers in media sociology, media the-

ory, computer science and school practitioners. A key enhancement of DPACK the integration 

of a sociocultural knowledge (SC) sphere at the center of the model (see Figure 2-4). Sociocul-

tural knowledge is considered an important part of teacher education and refers to intercultural 

communication skills, knowledge of social and cultural life, cultural understanding and lan-

guage skills (Thyssen et al., 2023). This expansion creates numerous new overlaps1 between 

sociocultural knowledge and the previously discussed TPACK areas. However, the recent 

DPACK models still require further operationalization and empirical validation.  

Figure 2-4: The DPACK model, adapted from Thyssen (2023) including a sociocultural knowledge sphere. 

The complexity has been reduced for illustrative purposes. 

 
1 For more details, see Thyssen et al. in their detailed discussion of the emerging overlaps (2023). 
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Therefore, this thesis adheres to the original TPACK model (Koehler & Mishra, 2009; Mishra, 

2019; Mishra & Koehler, 2006), as one of the most commonly used models in educational 

research on teachers knowledge on teaching with technology. Current research also addresses 

several limitations that need to be overcome in TPACK research. For example, the unclear 

operationalization of knowledge and knowledge domains, a lack of experimental studies and 

longitudinal designs, as well as the lack of context-specific measures and the absence of student 

learning as an outcome variable, all are currently of interest to TPACK research (Schmid et al., 

2024). Although TPACK research has continued to grow over the last 15 years, it is still unclear 

which of the conceptualizations of the relationships between the domains is more suitable, e.g. 

whether TPACK should be modeled in a transformative or an integrative way (Mouza et al., 

2014; Schmid et al., 2020, 2024; Thyssen et al., 2023). This is crucial because the design of an 

effective TPACK intervention raises the question of whether the knowledge areas are interwo-

ven or whether they should be treated independently of each other. In addition, the concepts 

and measures used for TPACK may differ between studies (e.g., assessment vs. self-report, 

neglect of related constructs such as self-efficacy, beliefs, competence). Furthermore, the im-

pact of TPACK on learning outcomes (e.g., learner knowledge, student-teacher relationship) is 

often not examined and context-specific factors (e.g., occupational domain-background, teacher 

experience) are often not considered (Schmid et al., 2024). TPACK based training and related 

research is also frequently carried out in the field of VET (e.g., Sänger & Jenert, 2023; Schäfer 

et al., 2020). Critics in the field of VET research point out that the dual content dimension of 

vocational education in Germany is not sufficiently taken into account and suggest a further 

development of TPACK that integrates vocational content (e.g. knowledge of daily business 

processes in different occupations) and disciplinary content (e.g. knowledge of business admin-

istration) as two parts of CK (Sänger & Jenert, 2023). However, the extensions of this model 

still need to be further operationalized and empirically tested. 

Teachers’ Digital Competencies 

In addition to teacher professional knowledge models, digitalization as part of the teaching pro-

fession has also been integrated into various academic and policy frameworks that focus on 

teachers' digital competence. In general, Weinert (2001) defines the concept of competencies 

as a combination of “[…] intellectual abilities, content-specific knowledge, cognitive skills, 

domain-specific strategies, routines and subroutines, motivational tendencies, volitional control 

systems, personal value orientations, and social behaviours” (p. 51). According to Marín and 

Castañeda (2023), digital literacy is a crucial competence for educators, but the main challenge 

is the lack of a consistent terminology and a clear definition. Based on 33 reviews, the authors 
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conclude that digital literacy “emerges as a notion of situated multiple integrated skills and 

practices (conceptual, attitudinal, procedural, and ethical) that empower people (individuals and 

groups) to participate and communicate efficiently in society” (Marín & Castañeda, 2023, p. 

1093). Two prominent examples are the United Nations Educational, Scientific and Cultural 

Organization's (UNESCO) ICT Competence Framework for Teachers (CFT) in its third version 

(UNESCO, 2018), and the European Digital Competence Framework for Teachers 

(DigCompEdu) from the European Commission's Joint Research Centre (Redecker, 2017).  

The ICT CFT Version 3 aligns with the Agenda 2030 for Sustainable Development of the 

United Nations, updating relevant competencies to reflect current technological advances and 

evolving life and work demands. It includes open educational resources (OER) and emphasizes 

inclusive education, supporting the Sustainable Development Goals (SDG) principle of "leav-

ing no one behind" (UNESCO, 2018, p. 7). Designed to inform policymakers and guide teacher-

training policies and programs, it is applicable across all phases of teacher education, from pre-

service to ongoing professional development. UNESCO experts have stated that teachers 

should be proficient in the use of new media in six areas at three levels of competence 

(knowledge acquisition, knowledge deepening, knowledge creation). The framework empha-

sizes the comprehensive use of ICT in the classroom (see Figure 2-5). The framework ad-

dresses: 1) understanding the changes in education; 2) designing curricula and assessing learn-

ing outcomes; 3) developing pedagogy with specific methodologies; 4) integrating digital liter-

acy into teaching activities; 5) managing school facilities; and 6) facilitating professional de-

velopment (UNESCO, 2018). Each area of the UNESCO framework includes objectives, re-

quired competences and practical skills. The term 'exemplary skills' is used intentionally to 

clarify that these vary according to educational level, teacher specialization and the changing 

information society (Tomczyk & Fedeli, 2021). The ICT Teacher Competence Framework in-

cludes an Open Educational Resource (OER) project to help develop teachers' digital compe-

tences. It aids UNESCO member states in adapting the framework and offers resources for 

teacher training via an OER hub curated by UNESCO.2 

 
2 See https://www.oercommons.org/hubs/UNESCO 
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Figure 2-5: The UNESCO ICT CFT in its third version (UNESCO, 2018, p. 10).3 

 

The European Framework DigCompEdu is a closely related framework to the UNESCO ICT 

CFT v3. DigCompEdu describes what it means to be digitally competent and supports the de-

velopment of these competences across Europe. Here too, the aim is to inform both political 

decision-makers and practitioners. It applies to educators at all levels, from early childhood to 

adult education, including general and vocational education, special education and non-formal 

learning contexts (Redecker, 2017). It covers six key areas (see Figure 2-6): Professional En-

gagement, Digital Resources, Teaching and Learning, Assessment, Empowering Learners and 

Promoting Learners' Digital Competence. All areas contain specific indicators relating to learn-

ing and teaching activities, self-development and the wider context. It further categorizes digital 

literacy into six levels: Newcomer (A1), Explorer (A2), Integrator (B1), Expert (B2), Leader 

 
3 Source: (UNESCO, 2018). UNESCO / UNESCO ICT Competency Framework for Teachers Version 3 / ISBN 

978-92-3-100285-4 – licensed under CC BY SA. The present work (this thesis) is not an official UNESCO publi-

cation and shall not be considered as such. 
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(C1) and Pioneer (C2), each with detailed competence descriptions (Redecker, 2017). In addi-

tion, DigCompEdu offers a self-reflection tool named SELFIE, a questionnaire with 32 self-

assessment questions that teachers can use to diagnose their own digital skills (Economou, 

2023). The framework emphasizes that digital competence has an impact on the development 

of both learners' and teachers' (Tomczyk & Fedeli, 2021). 

 

Figure 2-6: The DigCompEdu Framework Areas and Scope for the Digital Competence of Educators (Re-

decker, 2017, p. 15).4 

 

Building on this, the following chapter explores how technological advances in research meth-

ods are providing deeper insights into learners' cognitive processes and engagement by analyz-

ing their eye movements in technology-enhanced learning environments. This analysis can help 

refine instructional strategies and optimize the use of digital tools to further improve educa-

tional outcomes. 

2.3 Analyzing learning processes in technological-rich environments 

According to Euler and Wilbers (2020), digitalization not only enriches teaching and learning 

practice in VET, but also VET research from three perspectives: Firstly, technology-related 

 
4 Source: First published, in English, in 2017, as "European Framework for the Digital Competence of Educators: 

DigCompEdu" by the European Commission's Joint Research Centre, EUR 28775 EN, ISBN 978-92-79-73494-

6, doi:10.2760/159770, JRC107466, http://europa.eu/!gt63ch. 

The European Commission is not responsible for the present work (this thesis) and cannot be held liable for any 

consequence stemming from its use. 
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research should be supported by trend monitoring, which serves as a descriptive record of ex-

isting developments at the various levels of vocational education and training. Secondly, re-

search should be conducted into the consequences of the use of digital technologies, with a view 

to establishing normative, economic, and social criteria for their use. Thirdly, the actual use of 

digital tools and their empirically proven impact on learning should be explored. This thesis 

focuses on the third perspective and emphasizes empirical research in technology-intensive en-

vironments where modern learning technologies are used. 

Although the term ‘educational technology’ is typically understood to encompass a range of 

media and devices, many scholars and practitioners tend to view the discipline more narrowly 

as the utilization of information and communication technology in educational settings (Niege-

mann & Weinberger, 2020). Advanced learning technologies enable, support, or enhance learn-

ing (Cerri, 2012). The term ‘advanced’ can be defined as “dynamic, experimental, to be imple-

mented and evaluated in order to limit the risk that what we describe today as advanced will be 

considered obsolete in a few months” (Cerri, 2012, p. 154). This thesis presents advanced edu-

cational technologies, including interactive learning environments and computer-based simula-

tions. An interactive learning environment is defined as a software (or, in some cases, hardware) 

that facilitates teaching and learning through interaction between learners and the system, be-

tween teachers and the system, or between teachers and learners using the system. This tech-

nology can be used to facilitate academic, informal, or work-based learning, and it can range 

from passive virtual worlds to active intelligent tutoring systems (Psotka, 2012). Computer-

based simulations refer to simulation learning, i.e., “a form of experiential learning that is 

learner-centred, integrates many facets of learning (e.g. cognitive, motivational, affective, psy-

chomotor, social) and has a high degree of authenticity” (Breckwoldt et al., 2014, p. 674). Com-

puter simulations provide a secure learning environment for learning (i.e., a safe space for train-

ing purposes) by implementing complex environments that are highly realistic and mirror real-

ity through dynamic interactions, changes over time, and the interplay of variables in domain-

specific circumstances. This allows for the simulation of the often complex decision-making 

and problem-solving processes involved in professional tasks (Breckwoldt et al., 2014; Dörner 

& Funke, 2017). VET research has so far focused primarily on outcomes such as skills assess-

ment and learning performance rather than learning processes (Abele, 2018), which was often 

due to a lack of non-intrusive and easy-to-implement technical options. 

Technological advances can foster the scientific understanding of learning processes in inter-

active learning environments and computer-based simulations. Research on learning processes 
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in technology-rich environments can provide a more profound comprehension of the way teach-

ers and learners interact with technology, the effective implementation of technology-based 

instructional strategies, and the enhancement of learning content areas through the utilization 

of domain-specific digital tools. Eye-tracking represents one such research method for the col-

lection of process data in the form of eye movements (Duchowski, 2017; Holmqvist et al., 2011; 

Holmqvist & Andersson, 2017). The method has evolved into a cost-effective and non-intrusive 

online (i.e., process) measurement of learning behavior. Eye-tracking data provides information 

about eye movements, including blinks, pupil dilation, fixations, and saccades. Fixations occur 

when the eyes remain more or less motionless5 on a particular object, while saccades are the 

rapid movements of the eyes between fixations. 

Eye-tracking has become increasingly important in educational research as it has improved 

computer-based learning, helped to understand how expertise develops in visual domains (e.g., 

chess), and is being used to promote visual expertise of novices through eye-movement records 

of experts (Jarodzka et al., 2017). The method provides behavioral data on visual attention and 

learning processes that shed light on how students interact with digital learning materials to 

inform and improve pedagogical practice. Eye movement measurements can be used to assess 

the cognitive processes involved in learning with multimedia (Alemdag & Cagiltay, 2018) and 

a particular focus can be placed on domain-specific problem solving in computer-based simu-

lations for VET (e.g., Mayer, Rausch, et al., 2023). For example, the search for information 

may be indicated by the initial fixation time on a specific area of interest (AOI), while the 

processing of information can be linked to the average fixation duration on an AOI. In addition, 

the frequency of transitions between different AOIs in advanced learning technologies can pro-

vide insights into the process of working out how to solve a particular problem. However, the 

interpretation of eye-tracking data is not always straightforward. For example, it is unclear 

whether a long fixation duration indicates deep cognitive processing and elaboration or, con-

versely, confusion or behavior that indicates abandonment or superficial processing. As many 

readers have probably noticed, reading can occur with varying degrees of processing. Eye-

tracking research must therefore be based on a theoretical foundation and supplemented and 

triangulated by additional online and offline measurements such as questionnaires or (retro-

spective) think-aloud. 

Although, eye tracking is more of a research method that is not directly related to teachers' 

professional knowledge, the results can have a significant impact on the teaching profession, 

 
5 In fact, the eye does not remain completely still, but fixates through micromovements: slow drift movements, 

fast microsaccades, and tremor (Møller et al., 2006). 
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e.g., with regard to formative assessment (Y. Wang et al., 2021), professional vision (Keskin et 

al., 2024), or by analyzing instructional design (Alemdag & Cagiltay, 2018). Eye-tracking data 

can assess students' visual attention and could link online measurements to understanding learn-

ing content in technology-rich environments (e.g., Mayer et al., under review). Teachers can be 

supported with this information to adapt lessons and provide targeted support to struggling 

learners (e.g., Buettner et al., 2018). A profound branch of eye-tracking research is related to 

the professional vision of prospective and experienced teachers (e.g., Grub et al., 2022; Huang 

et al., 2023; Wyss et al., 2020). The implementation of interventions using eye-tracking record-

ings by experienced teachers or students' own recordings could promote professional vision 

(e.g., Telgmann & Müller, 2023). Finally, if teachers understand how students visually engage 

with learning materials, they can design more effective teaching materials. For example, if eye-

tracking shows that students struggle with certain visualizations, teachers can modify these ma-

terials to improve clarity and engagement (e.g., Coskun & Cagiltay, 2022). 

Eye-tracking technology, although at first glance only marginally related to the teaching pro-

fession, provides valuable insights that can significantly improve the profession and therefore 

fits within the conceptual framework of this thesis. However, eye-tracking research also creates 

new opportunities for insights, but also new responsibilities for researchers with various chal-

lenges, such as methodological differences between studies (e.g. domain-specific content and 

different teaching styles and study participants) or the ethical aspects of data recording 

(Jarodzka et al., 2017). Furthermore, research with learning environments based on current 

technological advances often runs the risk of becoming outdated due to the rapid innovation of 

technologies (Euler & Wilbers, 2020). 

2.4 Summary 

As described in this chapter, the process of digitalization, when considered as a socio-technical 

phenomenon, has a meaningful impact on the field of VET. As evidenced by a brief historical 

overview, the efficacy of educational technologies has often been overstated. The ineffective-

ness observed in practice can be attributed at least in part to a lack of knowledge and training 

in this area. There is a discrepancy between pedagogical theory and practice, and research 

should address the challenge of making pedagogical theory relevant to student teachers 

(Puustinen et al., 2018). In this context, TPACK, a model for prospective teachers' professional 

knowledge, can help to elucidate the deficiencies in knowledge that must be addressed to facil-

itate digitalization in VET. Furthermore, technological advancement is also transforming VET 

research. Given that this work is partly based on learning process research in advanced digital 

learning environments, the methodology of eye tracking, as a specific online measurement of 
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learning behavior, may prove valuable in elucidating learning processes in VET and informing 

teaching and learning in practice in light of the increasing digitization of education. 
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3 Digitale Unterrichtspraxis an kaufmännischen Schulen in der 

Corona-Pandemie - Eine Momentaufnahme 

[Digital Teaching Practices in Commercial Schools in the Corona Pan-

demic - A Snapshot] 

Study 1 was published in December 2023 in ‚Zeitschrift für Berufs- und Wirtschaftspädagogik‘. 

The publication is available at https://doi.org/10.25162/zbw-2023-0021. Below it is reproduced 

with permission from Franz Steiner Verlag.6 

3.1 Abstract 

Kurzfassung: Die Schulschließungen während der Corona-Pandemie führten zu großen Her-

ausforderungen, insbesondere durch die überstürzte Umstellung auf Fernunterricht 

(Emergency-Remote-Teaching). Vor diesem Hintergrund beschreiben wir die digitale Unter-

richtspraxis an kaufmännischen beruflichen Schulen während der Pandemie auf Basis der An-

gaben von 305 Lehrkräften. Häufig genutzte digitale Tools waren Lernplattformen, Videokon-

ferenztools und Cloud-Lösungen. Auf Präsentationssoftware und Abstimmungstools wurde da-

gegen weniger häufig zurückgegriffen. Bei der Charakterisierung des Unterrichts auf Basis des 

SAMR-Modells (Puentedura, 2006) wurden die meisten digitalen Tools den Stufen Substitution 

und Augmentation zugeordnet, wohingegen Modification und Redefinition selten adressiert 

wurden. Lehrkräfte äußerten die Erwartung, dass digitale Tools den Präsenzunterricht auch zu-

künftig ergänzen. 

Schlagworte: Digitalisierung, Digitales Lernen, Kaufmännische Schulen, Software, Lehrperso-

nen 

Abstract: The school closures during the COVID-19 pandemic posed significant challenges, 

particularly due to the rushed transition to remote teaching (Emergency Remote Teaching). In 

this context, we describe the digital teaching practices at commercial vocational schools during 

the pandemic based on input from 305 teachers. Frequently used digital tools included learning 

platforms, video conferencing tools, and cloud solutions. However, presentation software and 

polling tools were used less frequently. When characterizing the teaching based on the SAMR 

 
6 Note: The chapter headings, figures, and tables of the published version have been numbered according to the 

numbering of this thesis. Minor changes or deviations from the published paper publication are possible. Spelling 

and grammar have been adjusted to American English standards. Any misspellings and typographical errors de-

tected in the course of a further thorough proofreading have been corrected. 
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model (Puentedura, 2006), most digital tools were classified under the Substitution and Aug-

mentation levels, while Modification and Redefinition were seldom addressed. Teachers ex-

pressed the expectation that digital tools would continue to complement in-person instruction 

in the future. 

Keywords: Digitization, Digital Learning, Vocational Schools, Software, Teachers 

3.2 Emergency-Remote-Teaching in der Corona-Pandemie 

Die Bedeutung der digital gestützten Unterrichtsgestaltung hatte in Zeiten der Corona-Pande-

mie enorm zugenommen. Innerhalb kürzester Zeit musste die bisherige Unterrichtspraxis an 

veränderte Lehr- und Lernbedingungen angepasst werden. Durch die Schulschließungen wurde 

der Fernunterricht – zumindest temporär – zur vorherrschenden Lehrform. Diese befristete Um-

stellung der Instruktionsform (i. S. einer „Lehrstrategie zur Steuerung des systematischen Ler-

nens“, Weinert, 1999, S. 33) aufgrund einer temporären Krise stellte Lehrende und Lernende 

vor enorme Herausforderungen. Hodges et al. (2020) sprechen in diesem Zusammenhang von 

„Emergency-Remote-Teaching“. So erschwerten beispielsweise die unzureichende technische 

Infrastruktur sowie lediglich gering ausgeprägte digitale Kenntnisse die Situation (Huber et al., 

2020). Auch fehlende didaktische Konzepte spielten hier eine Rolle (Sloane, 2020). Allerdings 

wird der Krise auch eine beschleunigende Wirkung hinsichtlich des digitalen Wandels von 

Lehr- und Lernprozessen zugeschrieben (Dilger, 2021), und es wird vermutet, dass die sich in 

der Pandemie stellenden Herausforderungen an Schulen bislang ungenutztes Potential offenle-

gen. Hindernisse und Hemmschwellen wurden abgebaut, und alles in allem kann eine gestie-

gene Bereitschaft zur digitalen Gestaltung von Lehr-Lernprozessen ausgemacht werden (Huber 

et al., 2020). Darüber hinaus kann Lernen mit digitalen Tools (einen didaktisch sinnvollen Ein-

satz vorausgesetzt) einen positiven Effekt auf die Lernergebnisse sowie die Einstellungen der 

Lernenden nach sich ziehen (für den mathematisch-naturwissenschaftlichen Unterricht siehe 

bspw. die Meta-Analyse von Hillmayr et al., 2020). Es werden positive Effekte berichtet, wobei 

die Effektstärken je nach Art des Tools variieren. Im Schnitt zeigt sich ein mittlerer Effekt (g = 

.65) auf die Leistung und große Moderationseffekte auf die Wirksamkeit durch Lehrkräfteschu-

lungen (g = .84). Allerdings sind diesbezüglich auch Herausforderungen wie die lernförderliche 

Ausgestaltung und individuelle Passung zu nennen (Herzig, 2007). 

Im Unterschied zu allgemeinbildenden Schulen (z. B. Wößmann et al., 2020, 2021) lassen sich 

für die Berufsbildung nur wenig Erkenntnisse zum digitalen Unterricht während der Corona-

pandemie ausmachen (Seifried, 2021). Über die konkrete Ausgestaltung der (Präsenz-) Lehre, 

https://www.zotero.org/google-docs/?tdOAVa
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von (Teil-) Schulschließungen bis hin zu Wechselunterricht ist wenig bekannt, da die Ein-

schränkungen von Präsenzunterricht den jeweiligen regionalen Anpassungen unterlagen. Vor 

diesem Hintergrund ist es von Interesse, wie sich die Nutzung digitaler Technologien in der 

kaufmännischen Unterrichtspraxis während der Schulschließungen gestaltete und welche der 

in dieser Phase erarbeiteten Errungenschaften dauerhaft bestehen werden. Zur Charakterisie-

rung des Unterrichts greifen wir auf das in der Bildungspraxis geläufige SAMR-Modell (Pu-

entedura, 2006, 2014) zurück, welches den Einsatz digitaler Tools auf vier Stufen verortet (Sub-

stitution, Augmentation, Modification, Redefinition). Im vorliegenden Beitrag werden in der 

Tradition der deskriptiven Unterrichtsforschung (siehe u.a. Seifried, 2008) drei Fragestellungen 

bearbeitet: 

(1) Wie gestaltete sich die digitale Unterrichtspraxis an kaufmännischen Schulen (Einsatz 

von digitalen Tools) während der Corona-Pandemie? 

(2) Wie lässt sich die digitale Unterrichtspraxis an kaufmännischen Schulen charakterisie-

ren (unter Rückgriff auf das SAMR-Modell)? 

(3) Über welche Erwartungen bezüglich der Unterrichtspraxis nach der Corona-Pandemie 

berichten Lehrkräfte? 

Der vorliegende Beitrag ist wie folgt gegliedert: In Abschnitt 3 werden Modelle und Ansätze 

zum unterrichtlichen Einsatz von digitalen Tools skizziert. Hierbei gehen wir insbesondere auf 

das SAMR-Modell ein. Anschließend werden das methodische Vorgehen dargestellt (Abschnitt 

4) sowie die Ergebnisse einer Befragung von Lehrkräften an kaufmännischen Schulen in Ba-

den-Württemberg zum Einsatz digitaler Tools berichtet (Abschnitt 5). Abschließend diskutie-

ren wir die Ergebnisse und geben einen Ausblick auf zukünftige Entwicklungen. 

3.3 Digitale Tools im Unterricht 

Digitaler Unterricht (auch Distance Education; Distance Learning; Remote Education) wird 

definiert als „planned learning that normally occurs in a different place from teaching and as a 

result requires special techniques of course design, special instructional techniques, special 

methods of communication by electronic and other technology, as well as special organizational 

and administrative arrangements“ (Moore & Kearsley, 1996, S. 2). Distance Learning ist dabei 

nicht deckungsgleich zu E-Learning (Wheeler, 2012): Clark und Mayer (Clark & Mayer, 2016, 

S. 30) beispielsweise fassen E-Learning als „instruction delivered on a digital device that is 

intended to support learning“. E-Learning (auch technology-enhanced-learning, digital learn-

ing) meint dabei den Einsatz technologischer Werkzeuge (digitale Medien und Tools) zur Un-

terstützung des Lernens (Wheeler, 2012). Diese breite Definition umfasst asynchrone und syn-

chrone Lehr-Lernsettings ebenso wie verschiedene Distributionsmittel (Laptop, Tablet, etc.). 
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Der Einsatz digitaler Tools (worunter in diesem Beitrag neben den Tools auch digitale Medien 

wie E-Books oder Erklärvideos gezählt werden) ist kein Selbstzweck, sondern muss einen lern-

förderlichen Mehrwert bieten (Scheiter, 2021). Empirische Befunde zu möglichen Effekten lie-

gen seit geraumer Zeit vor und werden unter den Schlagworten technology-enhanced learning 

bzw. technology-enhanced teaching diskutiert. Dabei zeichnet sich die ältere Forschungsper-

spektive (Lernen mit digitalen Medien) durch einen Fokus auf Lernprozesse und -produkte in 

Abhängigkeit von medialen und individuellen Merkmalen aus. Demgegenüber richtet die jün-

gere Forschungsperspektive (Lehren mit digitalen Medien) den Blick auf die Gestaltung des 

Unterrichts und die hierfür notwendigen Kompetenzen des Lehrpersonals (Scheiter, 2021). In 

jüngerer Zeit vorgelegte Metaanalysen verweisen auf die Möglichkeit des lernförderlichen Ein-

satzes digitaler Tools (für den Elementarbereich siehe Chauhan, 2017; für die mathematisch-

naturwissenschaftliche Domäne siehe Hillmayr et al., 2020). Viele Befunde beziehen sich je-

doch auf den Einsatz von Technologien im Präsenzunterricht und lassen keine Rückschlüsse 

auf die Effekte von Fernunterricht zu. Studien zu den Effekten von Fernunterricht verweisen 

vor allem auf die Notwendigkeit der Kombination von Fern- und Präsenzunterricht (Bernard et 

al., 2014; Means et al., 2010). Aus einer schulartübergreifenden Befragung von Schülerinnen 

und Schülern in Baden-Württemberg zur ersten Phase des pandemiebedingten Fernunterrichts 

(Wacker et al., 2020) geht zudem hervor, dass die Lernenden – neben einigen Problembereichen 

wie die fehlende Kommunikation/Rückmeldung/Unterstützung oder Probleme mit dem selbst-

ständigen Arbeiten – auch Vorteile (z. B. Flexibilisierung/Individualisierung) sehen (einen 

Überblick über den Forschungsstand bieten Helm et al., 2021). Entsprechend herausfordernd 

gestaltet sich der lernwirksame Einsatz digitaler Medien. 

Unstrittig ist, dass sich mit dem Einsatz digitaler Medien vielfältige Optionen für Lehrende und 

Lernende eröffnen (Howe & Knutzen, 2013). Digitale Tools ermöglichen nicht nur den Aus-

tausch von Informationen, sondern weiterführend auch Kommunikation und Kollaboration so-

wie die Veranschaulichung und Simulation von Abläufen. Zudem werden seit geraumer Zeit 

auch berufs- bzw. domänenspezifische Tools implementiert (bspw. Enterprise-Resource-Plan-

ning Systeme, siehe dazu Spener & Schumann, 2021). Darüber hinaus können digitale Medien 

für Assessments genutzt werden oder die Lernenden bei der Reflexion ihrer Kompetenzen un-

terstützen (für eine praxisorientierte Klassifizierung von digitalen Tools siehe auch Busch, 2020 

sowie Howe & Knutzen, 2013). Der lernwirksame Einsatz digitaler Instrumente setzt schließ-

lich auch entsprechende Kompetenzen der Lehrpersonen voraus (z.B. Seufert et al., 2018). 

Mishra und Koehler (2006) verweisen diesbezüglich im Rahmen des Technological Pedagogi-

cal Content Knowledge Frameworks (TPACK) auf das komplexe Zusammenspiel der drei Wis-

sensbereiche Content (CK), Pedagogy (PK) und Technology (TK). Darüber hinaus ermöglichen 
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Rahmenwerke wie DigCompEdu (Redecker, 2017, Europäische Union) eine Verortung beruf-

licher, pädagogischer und didaktischer Kompetenzen der Lehrenden sowie Kompetenzen der 

Lernenden.  

Zur Klassifizierung der verschiedenen Einsatzmöglichkeiten von digitalen Tools beim Lehren 

und Lernen werden häufig Modelle des technology-enhanced teachings wie SAMR (Substitu-

tion, Augmentation, Modification, Redefinition; Puentedura, 2006, 2014) oder RAT (Replace-

ment, Amplification and Transformation; Hughes et al., 2006) herangezogen. Diese Modelle 

postulieren eine Unterrichtsentwicklung über verschiedene Stufen (von einem Ersatz herkömm-

licher Praktiken bis hin zu einer fundamentalen Neugestaltung des Unterrichts Scheiter, 2021). 

Dabei hat insbesondere das SAMR-Modell Bekanntheit erlangt. Der Einsatz digitaler Medien 

wird hier auf zwei Ebenen (Enhancement und Transformation) bzw. vier Stufen verortet (siehe 

Figure 3-1), wobei Stufe 1 und 2 der Ebene des Enhancements und Stufe 3 und 4 der Ebene der 

Transformation zugerechnet werden. Auf der Stufe der Substitution werden analoge Medien 

durch digitale Tools ersetzt, es findet jedoch keine funktionale Veränderung statt. Dies ist bei-

spielsweise der Fall, wenn statt auf ausgedruckte Lernmaterialien auf eine digitale Version zu-

rückgegriffen wird. Die funktionale Erweiterung durch den Einsatz digitaler Tools wird als 

Augmentation bezeichnet. Exemplarisch kann hier die Verwendung von Rechtschreibprüfun-

gen in Textverarbeitungsprogrammen angeführt werden. Auf der Modifikations-Stufe wird 

durch die digitale Unterstützung eine Neugestaltung von Aufgaben möglich. Dies umfasst bei-

spielsweise das gemeinsame Arbeiten anhand kollaborativer Tools. Neuartige Aufgabenstel-

lungen oder Unterrichtsformate, die ohne den Einsatz neuer Technologien nicht umsetzbar wä-

ren, werden schließlich als Redefinition bezeichnet. Auf dieser Stufe wäre zum Beispiel die 

Nutzung von komplexen Lehr-Lern-Arrangements wie Simulationen zu verorten. 
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Figure 3-1: Stufen des SAMR-Modells (adaptiert von Puentedura, 2006). 

 

Das SAMR-Modell gilt als plausibel und gut nachvollziehbar, wird aber auch kritisch betrach-

tet. Hamilton et al. (2016) kritisieren zum einen den fehlenden Kontextbezug des Modells, da 

zentrale Einflussvariablen wie technologische Infrastruktur, Ressourcen und individuelle Be-

dürfnisse von Lernenden sowie die Kompetenzen der Lehrkräfte unberücksichtigt bleiben. 

Durch die Vernachlässigung des spezifischen Unterrichtskontexts werde das SAMR-Modell 

der Komplexität fachbezogener Lehr-Lernsituationen nicht gerecht. Zudem wird die rigide 

Struktur des Modells bemängelt. Die Stufen des Modells bilden einen pragmatischen Determi-

nismus ab. Die hierarchische Struktur der verschiedenen Stufen impliziere somit eine Wertig-

keit des Einsatzes von Technologien, welche die pädagogische Komponente in den Hintergrund 

rücken lässt. Schließlich wird die Fokussierung auf digitale Tools und Medien kritisiert. Besser 

wäre es, auf die hierdurch angeregten Prozesse abzustellen. Das SAMR-Modell ziele somit 

lediglich auf die Veränderung von Unterrichtsaktivitäten ab und nicht auf eine Steigerung der 

Qualität von Lernprozessen. 

Ungeachtet dieser berechtigten Kritikpunkte wird das SAMR-Modell immer wieder zur Be-

schreibung der digitalen Unterrichtspraxis herangezogen. In einer Studie zur Klassifizierung 

des Biologieunterrichts (Kramer et al., 2019) wurden etwa 70% der eingesetzten digitalen Me-

dien der Ebene der Substitution und 10% der Ebene Augmentation zugeordnet. Modification 

und Redefinition war nicht beobachtbar, und für rund 20% des Medieneinsatzes war keine Ein-

ordnung in SAMR möglich. Ähnliche Befunde zeigen sich in einer Studie, die den Einsatz der 

Lernplattform Moodle in Österreichs Schulen während des Distance Learnings analysiert (Sch-
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renk, 2021). Obwohl die verfügbaren Funktionen und Tools der Plattform die Möglichkeit er-

öffnen, alle vier Stufen des SAMR-Modells zu adressieren, zeigt sich, dass die Plattform haupt-

sächlich für den Austausch von Dateien und Aufgaben genutzt wurde. Es wird deutlich, dass 

die Bereitstellung bzw. Verfügbarkeit von digitalen Möglichkeiten eine notwendige, aber keine 

hinreichende Bedingung für einen lernförderlichen Einsatz darstellt: „Lehrer:innen, die erstma-

lig mit digitalen Technologien arbeiten, tendieren dazu, herkömmliche Lehrmuster und -mate-

rialien 1:1 aufs Digitale zu übertragen“ (Schrenk, 2021, S. 59). Aus didaktischer Perspektive 

ist es vielmehr notwendig, die aktive Auseinandersetzung der Lernenden mit den Inhalten zu 

fördern oder elaboriertes Feedback anzubieten (Schmid et al., 2009; Tamim et al., 2011; Van 

der Kleij et al., 2015). Schließlich sind auch rechtliche Aspekte (u. a. Datenschutz) zu klären. 

Es ist daher unmittelbar nachvollziehbar, dass seitens der Lehrkräfte Vorgaben bezüglich des 

Einsatzes digitaler Tools gewünscht werden (Ifenthaler & Delcker, 2021).  

3.4 Methodisches Vorgehen 

Datenerhebung und Stichprobe 

Um mehr über die Unterrichtsgestaltung an kaufmännischen Schulen während der Corona-Pan-

demie zu erfahren, wurde eine Onlinebefragung von Lehrkräften durchgeführt. Diese fand An-

fang April 2021 über einen Zeitraum von zwei Wochen und somit zu Zeiten erneuter (Teil-) 

Schulschließungen bzw. Wechselunterrichts während der dritten Welle der Corona-Pandemie 

(siehe Bujard et al., 2021, S. 10) statt. 

Im Vorfeld der Datenerhebung wurden Schulleiter:innen sämtlicher kaufmännischer Schulen 

in Baden-Württemberg kontaktiert und gebeten, die Informationen und Zugangsdaten zum Fra-

gebogen an das Kollegium weiterzuleiten. Die Teilnahme war freiwillig und wurde nicht ver-

gütet. Eine Rücklaufquote lässt sich aufgrund des gewählten Distributionsweges nicht ermit-

teln. Insgesamt haben 387 Lehrkräfte an der Umfrage teilgenommen. In die Auswertung gingen 

ausschließlich vollständig ausgefüllte Fragebögen ein (n = 305; 79% vollständig ausgefüllte 

Fragebögen). 

Die 305 antworteten Lehrkräfte (68% weiblich, 30% männlich, 2% keine Angabe) waren zum 

Zeitpunkt der Erhebung durchschnittlich 45 Jahre alt (M = 44.7, SD = 11.0). Mehr als die Hälfte 

(55%) der Teilnehmenden hat eine dem Studium vorangegangene kaufmännische Berufsaus-

bildung abgeschlossen. Im Schnitt unterrichten die Lehrkräfte seit über 15 Jahren (M = 15.3, 
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SD = 10.05, Max = 42 Dienstjahre) und sind überwiegend mit vollem Deputat beschäftigt (Voll-

zeit 59%, Teilzeit 37%, Referendariat 4%).7 Die meisten Lehrkräfte sind als Fachlehrkraft tätig 

(Fachlehrkraft 69%, Fachbereichsleitung 8%, Schulleitung 6%, IT/Support-Lehrkraft 3%, 

Sonstiges 7%, keine Angabe 7%) und unterrichten überwiegend an einem beruflichen Gymna-

sium (n = 189) und an der Berufsschule (n = 159). Ein kleinerer Teil der Lehrkräfte unterrichtet 

überwiegend an einem Berufskolleg (n = 89) oder in der Berufsfachschule (n = 74). Nur in 

Ausnahmefällen sind die Befragten überwiegend an einer Fachschule (n = 6) oder Berufsober-

schule (n = 3) tätig. Die Lehrenden unterrichten überwiegend wirtschaftswissenschaftliche In-

halte (BWL; n = 179; VWL; n = 101). Darüber hinaus werden Englisch (n = 50), Deutsch (n = 

48) und Mathematik (n = 39) sowie Geschichte bzw. Gemeinschaftskunde (n = 44/39) genannt. 

Befragungsinstrument 

Der eingesetzte Fragebogen diente dem Ziel der Beschreibung der digitalen Unterrichtsprakti-

ken und beinhaltet Items zu unterschiedlichen Bereichen: technische Ausstattung und Unter-

stützung, Anteil des asynchronen Unterrichts, Nutzung digitaler Tools, Digitalisierungsgrade 

nach SAMR, Erwartungen an die zukünftige Unterrichtspraxis, Lehr-Lern-Überzeugungen so-

wie Selbstbewusstsein im Umgang mit Computern. Falls möglich, wurde auf bewährte Instru-

mente zurückgegriffen und diese entweder direkt übernommen oder für die Zielgruppe adap-

tiert. Einige der Items stellen Eigenentwicklungen dar. 

Technische Ausstattung/Unterstützung und A-Synchronität des Unterrichts 

Es wurden drei Items in Bezug auf die technische Ausstattung/Unterstützung (Beispiel-Item: 

„An meiner Schule werden technische Fertigkeiten zum Umgang und zur Nutzung digitaler 

Medien vermittelt.“) eingesetzt (eigene Items, siehe dazu auch die Analyse von Kerres & Kalz, 

2003). Die Erfassung erfolgte über eine fünfstufige Likert-Skala von 1 = trifft überhaupt nicht 

zu bis 5 = trifft voll und ganz zu. Die Reliabilität der Items zur technischen Ausstattung ist als 

akzeptabel zu bewerten (α = .74). Zusätzlich wurde die (A-)Synchronität der Unterrichtspraxis 

erfragt („Wie hoch schätzen Sie den prozentualen Anteil der asynchronen Unterrichtspraxis?“, 

Skala von 0 bis 100). 

  

 
7 Der Anteil an Lehrerinnen mit verringertem Stundendeputat ist im Vergleich zur Gruppe der männlichen Lehrer 

deutlich höher (49% vs. 13% Teilzeit). 
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Verwendung digitaler Tools 

Die Verwendung von digitalen Tools (Auswahl der Tools in Anlehnung an Busch, 2020 sowie 

Howe & Knutzen, 2013; eigene Items, siehe dazu auch die Angaben zur Nutzung digitaler Me-

dien von Drossel et al., 2019) wurde durch zehn Items erfasst (z. B.: „Wie häufig verwenden 

Sie Lernplattformen bzw. Kursmanagementsysteme zur Verwaltung von Klassen/Organisation 

von Unterricht?“). Zur Messung der Nutzungsfrequenz wurde eine sechsstufige Skala von 1 = 

nie bis 6 = mehrmals täglich herangezogen. Die Reliabilität für die Items zur Verwendung von 

Tools ist als gut zu kennzeichnen (α = .80). 

Stufen der Digitalisierung des Unterrichts 

Es wurden dreizehn Items zur Beschreibung der Digitalisierung des Unterrichts entwickelt (in 

Anlehnung an: Drugova et al., 2021; Lubega et al., 2014; Puentedura, 2006; Wahyuni et al., 

2020). Dem SAMR-Modell folgend wurden zwei Ebenen unterschieden: (1) Die Ebene der 

Verbesserung (Enhancement: sechs Items; Aggregation der Stufen Substitution und Augmen-

tation) und (2) die Ebene der Umgestaltung (Transformation: sieben Items; Aggregation der 

Stufen Modification und Redefinition). Ein Beispiel aus dem Bereich der Verbesserung des 

Unterrichts durch den Einsatz digitaler Tools lautet: „Ich weise meine Schülerinnen und Schü-

ler auf die Rechtschreibkorrektur in Office-Anwendungen (z.B. MS Word, OpenOffice) hin“. 

Als Beispiel für die Umgestaltung des Unterrichts durch den Einsatz digitaler Tools ist zu nen-

nen: „Ich ermutige meine Schülerinnen und Schüler, auf Open Education Resources (z.B. Lern-

videos, MOOCs) eigenständig zuzugreifen“. Die Erfassung erfolgte über eine vierstufige Li-

kert-Skala von 1 = stimme überhaupt nicht zu bis 4 = stimme voll und ganz zu. Zur Sicherung 

der Konsistenz wurde das Instrument von ursprünglichen sechzehn auf dreizehn Items redu-

ziert, wodurch sich die Reliabilitäten verbesserten. Vereinzelt wurden Items aufgrund unzu-

reichender Trennschärfe (Itemtrennschärfe < .3) aus der weiteren Analyse entfernt. Die Relia-

bilitäten der Items sind letztlich als (noch) akzeptabel zu bewerten (Gesamtskala SAMR: α = 

.79; Subskala Enhancement: α = .71, Subskala Transformation: α = .68, siehe hierzu die nach-

stehenden Ausführungen). 

Faktoranalytische Betrachtungen zur Prüfung der Güte des Instruments verweisen jedoch auf 

Probleme, welche letztlich nicht zufriedenstellend aufgelöst werden konnten. Folgt man dem 

SAMR-Modell, sollten eigentlich vier Stufen zu unterscheiden sein. Eine konfirmatorische 

Analyse (ML-Schätzung) zur Prüfung der Vier-Faktoren-Struktur führt mit Blick auf die übli-

chen Grenzwerte (siehe Schermelleh-Engel et al., 2003) zu unbefriedigenden Ergebnissen 

(RMSEA .092 > .08; CFI 0.815 < .90). Eine ergänzend durchgeführte explorative Faktorenana-

lyse verweist auf eine Zwei-Faktorenlösung, nämlich die Unterscheidung von Enhancement 
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und Transformation, die sich aus modelltheoretischer Perspektive auch begründen lässt. Vor 

diesem Hintergrund beschränken wir uns vornehmlich auf eine Analyse der Unterrichtspraxis 

auf Item-Ebene und eine deskriptive Darstellung der Ergebnisse. Angesichts der skizzierten 

Problemlage wurde dann auch auf tiefergehende statistische Auswertungen verzichtet. 

Erwartungen zur zukünftigen digitalen Gestaltung des Unterrichts 

Mittels eines Freitext-Items wurde nach den Erwartungen bezüglich des zukünftigen digitalen 

Unterrichts gefragt: „Was bleibt von der Digitalisierung des Unterrichts, auch nach der 

Coronakrise, längerfristig bestehen? Was denken Sie?“ 

Auswertung 

In die Datenauswertung gingen ausschließlich vollständig ausgefüllte Fragebögen ein. Die 

quantitative Datenauswertung erfolgte mit R. Die Auswertung der Textantworten der Lehr-

kräfte erfolgte anhand einer qualitativen Inhaltsanalyse mittels MAXQDA. Hierzu wurde auf 

einen induktiv entwickelten Kodierleitfaden zurückgegriffen, welcher die Kategorien „Unter-

richtsgestaltung“, „Rahmenbedingungen“, „Rückkehr zur prepandemischen Unterrichtspraxis“ 

sowie „Sonstiges“ umfasst. Innerhalb der beiden erstgenannten Kategorien wurden weitere 

Subcodes zur Differenzierung der Antworten angelegt. Um die Zuverlässigkeit des Kodiersys-

tems zu prüfen, wurde das Datenmaterial von zwei Personen kodiert und anschließend die In-

tercoder-Reliabilität bestimmt. Der ermittelte Kappa-Wert von 0.81 verweist auf eine zufrie-

denstellende Übereinstimmung. Insgesamt ergaben sich 402 Kodierungen. Tabelle 3-1 zeigt 

exemplarisch die Subcodes für die Kategorie „Unterrichtsgestaltung“: 
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Table 3-1: Ausschnitt aus dem Kodierleitfaden zur Kategorie Unterrichtsgestaltung. 

Subcodes Kodierregel Ankerbeispiel 

1.1 Einsatz digitaler 

Tools 

Wird kodiert, wenn der Einsatz digi-

taler Tools in der Unterrichtspraxis 

thematisiert wird (auch wenn ledig-

lich die Nennung eines Toolnamens 

oder Einsatzzwecks erfolgt). 

z. B. Aussagen bezüglich Lernplattformen, 

Kursmanagementsystemen, Lernvideos, 

Quiz; „Bereitstellung von Materialien auf 

Moodle“; „methodische (digitale) Alterna-

tiven im Präsenzunterricht“ 

1.2 Einsatz digitaler 

Endgeräte 

Wird kodiert, wenn der Einsatz von 

digitalen Endgeräten in der Unter-

richtspraxis thematisiert wird. 

z. B. „Recherche mit dem Handy bzw. End-

gerät durch die Schüler“; „Tabletnutzung“; 

„Hausaufgaben PC-gestützt“ 

1.3 Lernprozesse Wird kodiert, wenn (veränderte) 

Lernprozesse oder Arbeitsweisen 

der Lernenden thematisiert werden. 

z. B. „Eigenständigkeit der Schüler“; 

„selbstständige und kollaborative Arbeits-

weisen“; „mehr asynchrone Lernmöglich-

keiten“ 

1.4 Assessment Wird kodiert, wenn Formen der 

Leistungsüberprüfung thematisiert 

werden.  

z. B. „Alternative Leistungsfeststellungen 

(z. B. Podcast erstellen)“  

1.5 Sonstiges Wird kodiert, wenn eine sonstige 

Aussage zur Unterrichtsgestaltung 

vorliegt, die sich nicht in die vorhe-

rigen Kategorien einordnen lässt. 

z. B. „Unterrichtsvorbereitung über meh-

rere Bildschirme“; „der Unterricht an der 

Tafel geht in Zukunft gegen Null“ 

3.5 Empirische Befunde 

Nutzung digitaler Tools in der Unterrichtspraxis 

Zunächst lässt sich festhalten, dass der digitale Unterricht nur zu geringen Teilen asynchron 

stattfand (M = 33% der Unterrichtszeit, SD = 24.1%) und größtenteils im synchronen Format 

durchgeführt wurde. Mit Blick auf die technische Ausstattung und organisationale Unterstüt-

zung gaben 54% der Lehrkräfte an, dass ein leistungsfähiger Internetanschluss an der Schule 

zur Verfügung steht. Knapp ein Viertel (23%) der Lehrkräfte erklärte hingegen, dass kein aus-

reichender Internetanschluss vorhanden sei (weitere 23% der Lehrkräfte stimmen nur teilweise 

zu). Gut die Hälfte (53%) der Lehrkräfte bestätigte, dass an der Schule technische Fertigkeiten 

zum Umgang und zur Nutzung neuer digitaler Medien vermittelt werden (16% stimmen nicht 

zu; 30% nur teilweise). Die Lehrkräfte gaben auch mehrheitlich an, dass sie von ihrer Schule 

bei der kompetenten und reflektierten Nutzung neuer Medien unterstützt werden (41% der 

Lehrkräfte stimmen hier zu, 26% stimmen nicht zu; 31% nur teilweise zu). Ein konträres Bild 

zeichnet sich bei der Frage nach dem Einsatz moderner Technologien ab (beispielsweise Pro-

duktionsanlagen (4.0), Business Intelligence Tools, Virtual Reality, etc.). Lediglich 15% der 

Befragten stimmten hier zu (69% trifft eher nicht zu; 16% trifft teilweise zu). 

Bezüglich der Häufigkeit der Nutzung der Tools lassen sich drei Abstufungen ausmachen: (1) 

Häufig verwendete Tools, die überwiegend mehrmals (d.h. mehr als einmal) die Woche oder 
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häufiger eingesetzt wurden, (2) gelegentlich verwendete Tools, die von einer Hälfte der Lehr-

kräfte etwa einmal die Woche oder seltener und von der anderen Hälfte mehrmals die Woche 

oder häufiger eingesetzt wurden, sowie (3) selten verwendete Tools, die überwiegend etwa ein-

mal die Woche oder weniger eingesetzt wurden (siehe Figure 3-2). Zu den häufig verwendeten 

Tools gehören Plattformen für Videokonferenzen, Lernplattformen bzw. Kursmanagementsys-

teme (Learning Management Systeme) zur Klassenverwaltung und Organisation des Unter-

richts sowie Clouds zum Teilen von Dateien. Videokonferenzen wurden von 97% der Lehr-

kräfte häufiger eingesetzt (77% mehrmals täglich). Lernplattformen wurden von 95% (79% 

täglich) und Cloud-Speicher von 86% häufiger genutzt. Unter den gelegentlich verwendeten 

Werkzeugen finden sich Tools zum Abspielen von Videos (online und offline) und Präsentati-

onsprogramme. Videos wurden dabei von 58% der Lehrpersonen gelegentlich (34% mehrmals 

die Woche) und von 42% eher selten (also einmal die Woche bis nie) im digitalen Unterricht 

eingesetzt. Präsentationsprogramme wurden von 57% der Lehrpersonen gelegentlich (davon 

28% mehrmals täglich) und von 43% der Lehrkräfte seltener eingesetzt (24% weniger als ein-

mal die Woche). Noch seltener eingesetzt wurden Tools zur gemeinsamen schriftlichen Dis-

kussion, zur Erstellung und Durchführung von Umfragen und Abstimmungen, zur gemeinsa-

men Bearbeitung von Dateien, zur Erstellung und Durchführung von Quizzen und Tests, und 

Tools zum Sammeln und Strukturieren von Ideen. Eine gemeinsame schriftliche Diskussion 

über digitale Tools fand bei 65% der befragten Lehrkräfte überwiegend eher unregelmäßig statt, 

d.h. etwa einmal die Woche oder seltener (davon 33% nie). Abstimmungen und Umfragen wur-

den von 72% der Lehrkräfte ebenfalls selten eingesetzt (34% weniger als einmal die Woche). 

Von den Befragten im digitalen Unterricht eher selten genutzt wurde das gemeinsame Bearbei-

ten von Dateien (74%, davon 42% nie), die Durchführung von Tests und Quizzen (80%, davon 

34% nie) und das Sammeln und Strukturieren von Ideen (89%, davon 45% nie). 

 



Digital Teaching Practices in Commercial Schools  47  

 

Figure 3-2: Nutzung von digitalen Tools (eigene Darstellung). 
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Charakterisierung der Unterrichtspraxis unter Rückgriff auf das SAMR-Modell 

Zur Charakterisierung der digitalen Unterrichtspraxis kann – wie bereits ausgeführt – in Anleh-

nung an das SAMR-Modell zwischen den Ebenen „Verbesserung“ (Enhancement) und „Um-

gestaltung“ (Transformation) unterschieden werden. Es zeigt sich, dass Lehrkräfte vermehrt 

digitale Tools einsetzten, die zur Stufe der Verbesserung der Unterrichtspraxis zählen (siehe 

Figure 3-3). Die mittlere Zustimmung beträgt M = 2.49 (SD = .63). Die Darbietung von Unter-

richtsstoff über Präsentationstools (64% Zustimmung), die Anregung, bei Verständnisproble-

men auf Online-Nachschlagewerke (63% Zustimmung) zurückzugreifen, sowie die Lernenden 

aktiv Informationen über Suchmaschinen (58% Zustimmung) ermitteln zu lassen, sind häufig 

genutzte Lehrstrategien. Eine Mehrheit lehnt die Verwendung von Online-Ressourcen als Er-

satz für gedruckte Schulbücher ab. Ebenso stehen Lehrkräfte der gemeinsamen Bearbeitung 

von Aufgaben via Onlinedienste eher ablehnend gegenüber (jeweils über 70% Ablehnung). 

Digitale Tools, die zu einer Neugestaltung der Unterrichtspraxis führen könnten, werden dage-

gen seltener eingesetzt (siehe Figure 3-4). Hier beträgt die mittlere Zustimmung 1.98 (SD = 

.57). Lehrkräfte stimmen zwar überwiegend zu, die Lernenden zur Nutzung kollaborativer 

Tools für Diskussionen und selbstständige Organisation von Gruppenarbeiten zu ermutigen 

(58% Zustimmung). Ein tendenziell eher ablehnendes Bild (Lehrkräfte stimmen überwiegend 

eher nicht zu) zeigt sich aber bezüglich der Ermutigung der Lernenden, selbstständig auf Open 

Educational Resources (OER) zuzugreifen (55% Ablehnung), sowie bei der Nutzung von On-

line Assessment Tools zur Evaluation des Lernstandes (60% Ablehnung). Über den Einsatz 

komplexer Lehr-Lern-Arrangements wie Büro-Simulationen (77% Ablehnung) oder die Nut-

zung von Learning Analytics (90% Ablehnung) zum Monitoring von Lernfortschritten wird nur 

selten berichtet. Ähnlich geringe Zustimmung findet auch die Aussage, dass Lernende eigene 

OER erstellen (81% Ablehnung) oder mit Serious Games oder intelligenten Tutorensystemen 

(94% Ablehnung) in Berührung kommen. 
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Figure 3-3: Zustimmung bzw. Ablehnung zu digitalen Tools der Enhancement Ebene (eigene Darstellung). 

 

Figure 3-4: Zustimmung bzw. Ablehnung zu digitalen Tools der Transformation Ebene (eigene Darstel-

lung). 

 

Zusammenfassend lässt sich festhalten, dass auf der Ebene der Verbesserung (Enhancement) 

die Zustimmung stärker ausfällt als auf der Ebene der Neugestaltung des Unterrichts. Der Mit-

telwert für Enhancement (M = 2.49, SD = .63) unterscheidet sich signifikant (t(304) = 15.155, 

p < .001) vom Wert für Transformation (M = 1.98, SD = .57). Nach Cohen (1988) liegt mit d = 

.87 ein großer Effekt vor. 
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Erwartungen an die postpandemische Unterrichtspraxis 

Bezüglich der erwarteten langfristigen Auswirkungen der Digitalisierung des Unterrichts auf 

die Unterrichtspraxis nach Corona lässt sich Folgendes festhalten: Die meisten Aussagen der 

befragten Lehrkräfte entfallen auf die Unterrichtsgestaltung, wobei der Einsatz digitaler Tools 

am häufigsten thematisiert wird (für eine vollständige Übersicht der angelegten Codes und de-

ren Häufigkeit siehe Tabelle 3-2). Demnach geht ein Großteil der befragten Lehrkräfte davon 

aus, dass digitale Tools auch zukünftig eine Rolle spielen werden. Dies betrifft v. a. die Bereit-

stellung von Unterrichtsmaterialien und die Organisation von Lernunterlagen über Lernplatt-

formen. Ferner werden die Möglichkeiten der Ergänzung des Präsenzunterrichts mit „methodi-

schen (digitalen) Alternativen“ (Person 53, nachfolgend P) und beispielsweise der Einsatz von 

Lernvideos, Quiz oder Online-Nachschlagewerken genannt. Daneben wird auch von einem 

Einsatz digitaler Endgeräte im Präsenzunterricht ausgegangen. Insbesondere die Verwendung 

von Tablets für Recherchezwecke oder für ein digitales Dokumentenmanagement werden hier 

hervorgehoben. Hinsichtlich der Erwartungen an die Gestaltung der Lernprozesse dominiert die 

Auffassung, dass selbstreguliertes Lernen auch zukünftig von Bedeutung sein wird und Ler-

nende sich vermehrt eigenständig Themen erarbeiten müssen.  

Table 3-2: Erwartete langfristige Auswirkungen der pandemiebedingten Digitalisierung des Unterrichts 

auf die postpandemische Unterrichtspraxis (Anzahl der jeweiligen (Sub-)Codes). 

(Sub-)Codes # 

Unterrichtsgestaltung 251 

Einsatz digitaler Tools 174 

Einsatz digitaler Endgeräte 34 

Lernprozesse 15 

Assessment 2 

Sonstige Aussagen zur Unterrichtsgestaltung 26 

Rahmenbedingungen  102 

Kommunikation 64 

Entwicklung digitaler Kompetenzen 15 

Technische Ausstattung 13 

Erwartungen an Lehrkräfte 7 

Sonstige Rahmenbedingungen 3 

Rückkehr zu prepandemischer Unterrichtspraxis 22 

Sonstiges 27 

 

Darüber hinaus werden bezüglich der Rahmenbedingungen für Schule und Unterricht verschie-

dene Auswirkungen thematisiert. Am häufigsten werden dabei Aspekte der Kommunikation 
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genannt. Die befragten Lehrkräfte erwarten, dass die im Rahmen der Pandemie etablierten di-

gitalen Kommunikationskanäle längerfristig Bestand haben werden. Dazu zählt zum einen der 

Austausch zwischen Lehrenden und Lernenden über Messenger-Dienste. „Diese Form der 

Kommunikation [entspricht] der Alltagwelt der Schülerinnen und Schüler“ (P43) und bietet 

eine schnelle und unkomplizierte Kontaktmöglichkeit. Zum anderen wird auch die Kommuni-

kation innerhalb des Kollegiums über Messenger oder Videokonferenzen thematisiert, was es 

beispielsweise ermöglicht „Besprechungen von zu Hause aus durchzuführen“ (P83). Zudem 

wird auch den erworbenen digitalen Kompetenzen eine längerfristige Bedeutung beigemessen, 

wobei der „Kompetenzzuwachs im Bereich Digitalisierung bei allen am Schulleben Beteilig-

ten“ gesehen wird (P136). Es wird davon ausgegangen, dass sowohl die Lernenden „selbststän-

diger mit digitalen Medien“ arbeiten (P41) als auch der „Umgang der Lehrkräfte mit den digi-

talen Medien“ sich verbessert hat und dadurch „Ängste […] abgebaut“ wurden (P159). Um 

digitale Möglichkeiten weiterhin nutzen zu können, wird ein weiterer Ausbau der technischen 

Ausstattung, wie beispielsweise die flächendeckende Bereitstellung von Arbeitsendgeräten, er-

wünscht: „Wenn die Schülerinnen und Schüler im Präsenzunterricht nur ihr Handy (teils ohne 

WLAN) als Zugriffsmöglichkeit haben, sehe ich keine Option, die schönen, neuen und brauch-

baren digitalen Möglichkeiten, die von zu Hause aus gut nutzbar waren, auch im Unterricht zu 

benutzen“ (P86). 

Kritisch wird eine potenziell veränderte Erwartungshaltung gegenüber Lehrkräften gesehen. 

Hier führen einige Befragte den Wunsch nach ständiger Erreichbarkeit an, der u. a. durch die 

veränderten Kommunikationsbedingungen befördert wird: „Schüler:innen gewöhnen sich an 

schnelle Antworten […] und erwarten das womöglich auch zukünftig“ (P297). Schließlich wer-

den vereinzelt allgemeine Aspekte (beispielsweise bezüglich der Bedeutsamkeit der persönli-

chen Begegnungen zwischen Lehrenden und Lernenden) oder negative Effekte der digitalen 

Unterrichtspraxis angesprochen. Hier sind exemplarisch Befürchtungen wie „Niedergang der 

Schriftsprache, Verlust der Schreibfähigkeit, mangelhafter Ausdruck“ (P113) zu nennen. Man-

che Lehrkräfte gehen dagegen nicht von langfristigen Auswirkungen des Digitalisierungs-

schubs auf die Unterrichtspraxis aus – beispielsweise aufgrund „bürokratischer Hürden“ (P48) 

– oder antizipieren gar eine vollständige Rückkehr zur gewohnten Unterrichtspraxis: „Sobald 

Corona wieder einen Unterricht in Präsenz mit vollen Klassen zulässt, werden sich viele wieder 

zurücklehnen und die alten Arbeitsblätter rausholen“ (P78).  
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3.6 Diskussion 

Im Rahmen einer Online-Befragung von 305 Lehrkräften in Baden-Württemberg wurde ermit-

telt, wie sich die digitale Unterrichtspraxis an kaufmännischen beruflichen Schulen zum Zeit-

punkt der dritten Welle (April 2021) der Corona-Pandemie gestaltete. Die Befragten berichteten 

mit Blick auf die technische Ausstattung und organisationale Unterstützung seitens der beruf-

lichen Schulen überwiegend über positive Rahmenbedingungen. Das Vorhandensein eines aus-

reichend leistungsfähigen Internetzugangs sowie die Unterstützung beim Erwerb der digitalen 

Fertigkeiten für eine kompetente und reflektierte Mediennutzung werden überwiegend bestä-

tigt. Dieser Befund steht im Einklang mit den Ergebnissen einer Umfrage des Verbands der 

Lehrerinnen und Lehrer an beruflichen Schulen (BLV) in Baden-Württemberg. Hier zeigte sich, 

dass sich im Verlauf der Pandemie die technischen Bedingungen verbesserten und die Lernen-

den zunehmend besser erreicht werden konnten (BLV, 2021).  

Als grundsätzlich positiv kann auch der hohe Anteil des synchron durchgeführten Unterrichts 

gewertet werden. Mit Blick auf die häufig thematisierten Auswirkungen von Schulschließun-

gen auf die Leistungsstände der Schüler:innen (Bujard et al., 2021; Wößmann et al., 2020, 

2021) ist dies ein erfreulicher Befund. Die Ergebnisse zu den eingesetzten digitalen Tools im 

Unterricht zeigen, dass insbesondere Lernplattformen zur Klassenverwaltung und Organisation 

des Unterrichts, Videokonferenztools sowie Clouds zum Teilen von Dateien eingesetzt wurden. 

Tools zum Abspielen von Videos und Präsentationsprogramme wurden nur gelegentlich ge-

nutzt. Noch seltener zum Einsatz kamen Tools zur gemeinsamen schriftlichen Diskussion, zur 

Erstellung und Durchführung von Umfragen und Abstimmungen, zur gemeinsamen Bearbei-

tung von Dateien, zur Erstellung und Durchführung von Quizzen und Tests sowie zum Sam-

meln und Strukturieren von Ideen. Bei der Bewertung der Befunde ist es wichtig festzuhalten, 

dass der Einsatz digitaler Tools keine hinreichende Bedingung für gelungenen Unterricht dar-

stellt. Angesichts des hohen Anteils an Tools, die selten oder nie Anwendung finden, könnte 

man das Ergebnis aber durchaus als einen Hinweis auf das ungenutzte Potenzial der Digitali-

sierung und entsprechenden Forschungsbedarf lesen. 

Weiterführend wurde eine Charakterisierung des Unterrichts mittels des SAMR-Modells ver-

sucht. Es zeigt sich, dass Lehrkräfte häufig Tools einsetzten, die der Enhancement-Ebene zu-

geordnet werden können. Digitale Tools zur Transformation der Unterrichtspraxis (z. B. kom-

plexe Lehr-Lern-Arrangements wie Simulationen oder Learning Analytics) finden sich hinge-

gen selten. Die Ergebnisse passen zu Befunden aus anderen Domänen (Kramer et al., 2019; 

Schrenk, 2021). Dem Einsatz komplexerer Varianten könnten u. a. fehlende Ressourcen an 
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Schulen oder fehlende didaktische Konzepte entgegenstehen. Die Auswertung der offenen Ant-

worten gibt Aufschluss über die Erwartungen von Lehrkräften an die Unterrichtspraxis nach 

der Coronapandemie. Für die postpandemische Unterrichtspraxis gehen die befragten Lehr-

kräfte insbesondere vom Einsatz digitaler Tools als Ergänzung zum Präsenzunterricht und zur 

Bereitstellung von Materialien sowie den Bestand von digitalen Kommunikationswegen aus. 

Die Ergebnisse der vorliegenden Studie unterliegen zahlreichen Limitationen. Zum einen ist 

die Möglichkeit der Generalisierbarkeit der Aussagen durch den gewählten Feldzugang und die 

daraus resultierende Stichprobe nicht gegeben. Frauen sind in der Stichprobe überrepräsentiert. 

Zudem kann auch mit Blick auf Baden-Württemberg eine Stichprobenverzerrung gegenüber 

der Gesamtpopulation an Lehrkräften nicht ausgeschlossen werden. Es ist möglich, dass an der 

Thematik interessierte Lehrkräfte überzufällig häufig an der Befragung teilgenommen haben. 

Bei den Ergebnissen handelt es sich zudem ausschließlich um Selbstauskünfte der Lehrkräfte. 

Es liegen somit keine objektiven Daten, beispielsweise zur technischen Ausstattung (welche 

zudem recht grob abgefragt wurde), vor. Weiterhin erwies sich die Charakterisierung des Un-

terrichts mittels des SAMR-Modells als schwierig. Eine Überprüfung der Modellstruktur führte 

nicht zu zufriedenstellenden Ergebnissen. Zudem sei auf die Kritik am SAMR-Modell (Hamil-

ton et al., 2016) verwiesen. Aussagen zur Unterrichtsqualität sind also nicht möglich. Die Be-

funde zeigen zwar insgesamt, dass ein Großteil der verwendeten digitalen Tools der Enhance-

ment-Ebene des SAMR-Modells zuzuordnen sind und damit bezüglich der Transformation des 

Unterrichts durch den Einsatz von digitalen Tools noch ungenutzte Potenziale bestehen. Daraus 

lässt sich jedoch keinesfalls auf die Unterrichtsqualität oder den Lernerfolg zurückschließen. 

Wir können zudem keine Aussage darüber treffen, ob der Einsatz digitaler Tools pandemiebe-

dingt war oder bereits vorher praktiziert wurde. Entsprechend vorsichtig sollten die Ergebnisse 

interpretiert werden. 

Mit Blick auf die Belastung der Befragten konnten leider nur wenige Einflussfaktoren in die 

Befragung aufgenommen werden. Aspekte wie der wahrgenommene Nutzen der Tools (siehe 

Bürger et al., 2021) bleiben daher unberücksichtigt. Uns liegen zudem keine longitudinalen 

Ergebnisse vor, und Informationen zu den Kompetenzen der Lehrkräfte (z. B. auf Basis von 

TPACK) wären ebenfalls von Interesse. Selbstauskünfte sind hier nur ein schwacher Ersatz. 

Für zukünftige Studien wäre es wünschenswert, die didaktischen Möglichkeiten digitaler Tools 

zu berücksichtigen und weiterführende Bezüge zur Unterrichtsqualität (insbesondere zu den 

Tiefenstrukturen des Unterrichts) herzustellen. Abschließend sei herausgestellt, dass sich die 

Schulen derzeit in einem tiefgreifenden Transformationsprozess befinden (Harder et al., 2020) 

und die hier dargestellten Befunde lediglich eine Momentaufnahme darstellen. 
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4 Looking behind the scenes - Being able to master ERP systems as a 

goal of vocational education and training 

Study 2 was published in June 2024 in ‘Apprenticeships and the digital transition: modernising 

apprenticeships to meet digital skill needs’ of CEDEFOP and OECD. The publication is avail-

able at https://data.europa.eu/doi/10.2801/074640. Below it is reproduced with permission from 

CEDEFOP.8 

4.1 Relevance of ERP systems for vocational education and training  

For some time now, the use of software in the (commercial) workplace has played a significant 

role in supporting operational business and decision-making9. In this context, employees’ skills 

are now strongly linked to the respective computer-based tasks and workplace roles (Billett, 

2021). The results of the latest European Skills and Job Survey (European Centre for the De-

velopment of Vocational Training, 2022) illustrate the long-standing digital transformation in 

the EU. New digital technologies, computer systems, computing devices, or computer programs 

were used in the workplace by 44% of employees in 2020-21 across Europe and Germany. In 

addition, an OECD Economics Department working paper shows robust empirical evidence of 

the link between digitization and productivity in several countries (Gal et al., 2019), with En-

terprise Resource Planning (ERP) systems playing an important role. 

As ERP systems are now standard in companies, they must be considered in vocational educa-

tion and training (VET). ERP systems store data in a central database and map business pro-

cesses holistically across different application levels. The systems access operational infor-

mation for operational work steps in real-time on a horizontal (functional) level and condense 

this information to different aggregation levels on a vertical (informational) level (Wigand et 

al., 2003). Teaching and learning with ERP systems can be linked to simulation-based learning. 

ERP systems in VET mimic business processes in authentic environments where users interact 

with typical software and authentic documents to solve complex tasks. In general, simulation-

based learning refers to any “instructional tools or devices with which the learner physically 

interacts to mimic real life”, and “the need to interact with authentic objects” is emphasized 

 
8 Note: The chapter headings, figures, and tables of the published version have been numbered according to the 

numbering of this thesis. Minor changes or deviations from the published paper publication are possible. Spelling 

and grammar have been adjusted to American English standards. Any misspellings and typographical errors de-

tected in the course of a further thorough proofreading have been corrected. 
9 This chapter draws on two recently published German papers, namely Mayer (2022) and Mayer & Seifried 

(2022).  
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(Cook et al., 2013, p. 876). Empirical evidence shows that simulation-based learning in higher 

education promotes the acquisition of complex skills (Chernikova et al., 2020). 

When it comes to students in VET, ERP systems usage at the workplace for education and 

training purposes is often limited to routine activities, such as retrieving information, since im-

proper use by trainees could severely disrupt operational processes. The focus here is on devel-

oping routines, such as data maintenance (Jasperson et al., 2005). The learning potential of 

dealing with ERP systems can often not be fully exploited at the company site. Thus, both 

learning sites, vocational schools and companies, need to complement each other. On the oper-

ational side of a business, ERP systems are implemented for task specific purposes, considering 

industry-specific features and mapping operational specifics (in technical jargon: ‘customiz-

ing’). In addition, employees, and especially trainees, are often assigned limited roles that do 

not sufficiently allow a more comprehensive insight into work processes. Nevertheless, ERP 

systems can be used in company training to illustrate business processes. In order to do justice 

to a broader professional logic, ERP systems are used in training at vocational schools to illus-

trate general business processes, irrespective of company or department specifics. Against this 

background, more learning opportunities based on the use of ERP, are needed in vocational 

schools. In the German dual vocational training system, there is a positive experience with in-

tensive work with ERP systems in the vocational school learning environment. Learning with 

ERP systems at vocational schools is not just about the acquisition of routines (as those pre-

ferred in the workplace use of ERP) but also about taking a look ‘behind the scenes’ to promote 

a deep understanding of the business processes mapped in the ERP system. In schools, mistakes 

and errors are allowed (and are viewed as a central component of learning processes; Metcalfe, 

2017), and processes can be decelerated comprehensibly. Trainees can better understand cross-

departmental business processes through ERP systems (Pongratz et al., 2009). Additionally, the 

employability of trainees can be promoted (Zutavern & Seifried, 2022).  

Due to the potential of ERP systems as a teaching and learning subject, it is essential to qualify 

(prospective) teachers and in-company trainers to implement these systems in a didactically 

meaningful way (see Box 1). 

Box 1. Why ERP systems have not fully arrived in schools yet? 

« One reason for the scarce integration of software into lessons may be that teachers still 

lack of qualification themselves. « 

Source: (Knigge et al., 2017, p. 492). 
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In this paper, the potential of teaching digital work processes to trainees using ERP systems in 

vocational schools is discussed. We do this against the background of the situation in the Ger-

man VET system, considering (1) curricular requirements, (2) didactic possibilities and chal-

lenges, as well as (3) the necessity of an adequate competence assessment.  

We will briefly introduce the theoretical underpinnings of teaching and learning with ERP sys-

tems. We will then summarize our research on teacher empowerment based on previous work 

(Mayer, 2022; Mayer & Seifried, 2022) and discuss limitations and implications for vocational 

education, training, and educational policymakers. 

4.2 Theoretical Foundation for Teaching and Learning with ERP systems 

Curriculum-Instruction-Assessment (CIA) triad 

To discuss teaching and learning with ERP systems, we rely on the Curriculum-Instruction-

Assessment (CIA) triad (see Fig. 4-1). We use this approach to address the following: 

(1) The knowledge and skills that need to be learned (curriculum perspective). 

(2) The learning activities that guide and promote the acquisition of the relevant knowledge 

and skills (instructional perspective). 

(3) The appropriate measurement (assessment perspective) of the acquired knowledge and 

skills (Achtenhagen, 2012; Pellegrino, 2006). 

Figure 4-1: Curriculum-Instruction-Assessment (CIA) triad in the style of Pellegrino (Achtenhagen, 2012; 

2002, 2006). 
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Curriculum  

Training occupations and therefore training regulations have to be revised on a regular basis to 

meet the needs of the workplace. The changes in an increasingly digitalized world of work are 

being perceived accordingly at the institutional level and are also increasingly anchored in VET 

curricula. For example, the ‘guiding questions’ of the Federal Institute for Vocational Education 

and Training’s (BIBB) thematic cluster on digitization refer to the examination of the potential 

influence of new technologies and the resulting new design options for education and training 

systems (Bundesinstitut für Berufsbildung, 2022; Zinke, 2019). Consequently, one of the four 

recently introduced cross-occupational standards for vocational training (new themes across 

occupational programs) of the BIBB focuses on a ‘digitalized world of work’ which not only 

has a recommendatory character for all existing training regulations but is mandatory in all new 

or updated training regulations that come into force as of August 1, 2021. 

Within the framework curricula of the Standing Conference (a consortium of policy makers 

responsible for education and schooling, among other things) of the Ministers of Education and 

Cultural Affairs of the federal states in the Federal Republic of Germany (Kulturministerkonfer-

enz / KMK), the use of integrated company software is explicitly listed as content to be taught 

in some training occupations and learning fields.  

From the perspective of vocational schools offering programs in Commerce (e.g., in retail, 

banking insurance etc., hereafter referred to as ‘commercial trainees), examples of this can be 

found in IT-related training occupations such as an apprenticeship in the field of IT systems 

management or digitalization management where vocational learning is often structured in so 

called learning fields/training modules (as an example see learning field 12: Carrying out and 

monitoring sales processes: “You document the entire sales process with the support of software 

(integrated company software)” (Kultusministerkonferenz, 2019b, p. 12). Similarly, other com-

mercial apprenticeships such as wholesale and foreign trade clerks have been considering the 

use of integrated company software. In learning field 2, titled “Processing orders in a customer-

oriented manner,” trainees create and check invoices and delivery notes while explaining the 

benefits of integrated business software (Kultusministerkonferenz, 2019a, p. 11). 

Instruction  

In the context of business process didactics, functionally operationalized work processes within 

ERP systems are connected to corresponding domain-specific knowledge based on authentic 

situations (the situation principle) within a simulated environment (Wilbers, 2014). From a ped-
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agogical perspective, it is essential to make a clear distinction between business process didac-

tics and pure user training. Classic user training, often referred to as ‘click training’, is insuffi-

cient for acquiring comprehensive action competence (Weinert, 2001). Contextual knowledge 

is also needed for trainees to grasp the corresponding business process. Accordingly, when 

working through the first steps of a sales process (see Fig. 4-2), not only inquiries, quotations, 

and incoming orders are 'worked through' in the ERP system, but in this context, equally sub-

ject-didactically relevant contents are taught. For example, while working through the sales 

process in the ERP system, the agreement of two declarations of intent as the basis of a sales 

contract can be explained or disruptions to the sales contract can be discussed with considera-

tion of the relevant legal texts. This could help to link procedural knowledge with contextual 

and factual knowledge. 

 

Figure 4-2: Sales process (simplified) in the style of SAP4school material (SAP4school IUS, 2023). 

 

The possible uses of ERP systems are not limited to processing tasks in the computer room of 

schools but allow for some instructional variation possibilities. Asynchronous and synchronous 

formats are possible. Additionally, and more precisely, Wilbers (2009) differentiates between 

(1) illustrative use, (2) sequential use, (3) use in learning companies, and (4) use in pro-

jects/cases/learning situations. Illustrative use is a low-cost and low-threshold variant of pre-

senting ERP systems using screenshots. The sequential application option requires a theoretical 

concept phase, followed by a small-stepwise task processing in the ERP system. The most es-

tablished implementation of ERP systems in learning and teaching at schools in Germany is the 

use of ERP systems in learning companies (practice firms and junior companies). Teaching and 

learning in this style goes hand in hand with the complex teaching-learning arrangement of 

(fictitious/real) product, money flows, and (real) suppliers and customers. On the other hand, 

the use of ERP systems in projects, cases and learning situations takes place in addition to 

teaching and is more likely to be found in the university context. Adapted case studies and more 

complex cases are worked on (Wilbers, 2009). 
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Assessment  

According to Pellegrino (2006), assessment should measure what students are expected to learn 

according to the curriculum. However, performance-based assessments of skill acquisition are 

still rare in relation to the use of ERP. Most often, a particular learning module must be worked 

through to see if specific knowledge and skills have been learned. However, performance-based 

measurement based on previously achieved tasks is a prospect for ERP assessments. The chal-

lenges of pedagogical, technical, and individual teacher and student constraints remain a barrier 

and must be addressed. 

TPACK 

The Technological Pedagogical Content Knowledge model (TPACK) encompasses different 

dimensions of teachers’ professional knowledge (Koehler & Mishra, 2009; Mishra, 2019; 

Mishra & Koehler, 2006). It extends a model for describing teachers' professional knowledge 

by Shulman (1986) by adding a technological component. The TPACK model distinguishes 

further between content knowledge (CK), pedagogical knowledge (PK), and technological 

knowledge (TK), as well as the intersections of these types of knowledge (see Fig. 4-3).  

Technological knowledge (TK) includes knowledge about media and technological applica-

tions and underlying technological concepts (Mishra & Koehler, 2006). Content knowledge 

(CK) refers to the knowledge of the respective professions, often certified through government 

degrees (Shulman, 1986). Pedagogical knowledge (PK), on the other hand, describes 

knowledge about teaching and learning, taking into account pedagogical-psychological and di-

dactical approaches such as principles of classroom management or the organization of lessons 

(Shulman, 1986).  

Pedagogical content knowledge (PCK) combines pedagogical-psychological knowledge and 

subject knowledge and refers to sub-areas of the underlying professional domains (Schmid, 

Krannich, et al., 2020). Technological content knowledge (TCK), on the other hand, represents 

the combination of technological and subject knowledge and refers to possibilities of teaching 

and learning with the inclusion of technology (Schmid, Krannich, et al., 2020). Technological 

pedagogical knowledge (TPK) refers to media-didactic knowledge (Schmid, Krannich, et al., 

2020).  
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Figure 4-3: Technological Pedagogical Content Knowledge (Mishra & Koehler, 2006). Source: available at 

http://tpack.org (TPACK.org, 2023).10 

 

The core of the model, however, is the technology-related subject didactic knowledge (TPCK), 

which combines all the previously mentioned areas of knowledge (Schmid, Krannich, et al., 

2020). In addition, the contextual framework itself (Contexts) is also increasingly addressed 

within the TPACK model, in order to also be able to take into account the (technological) con-

ditions of schools, teachers and students (Mishra, 2019).  

In the context of ERP systems, for example, TK refers to the knowledge of the structure and 

functionality of ERP systems and relational databases. The CK component refers to the 

knowledge surrounding using ERP systems to accomplish professional tasks. PK includes, 

among other things, the possibilities of using ERP for instruction conducive to learning and for 

the practical assessment of learning outcomes. From a PCK perspective, teaching is closely 

 
10 Reproduced by permission of the publisher, © 2012 by tpack.org 
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linked to knowledge about typical errors and misconceptions of learners and hurdles during 

learning and skill acquisition. In the case of using ERP, these include, for example, errors in 

raising an invoice or difficulties in understanding the accounting scheme in the general ledger 

and sub-ledger of accounts receivable. TCK includes, for example, knowledge about using ERP 

systems to promote domain-specific knowledge, such as the modelling and handling of holistic 

business processes. While TPK, among other aspects, also involves the potential of new visu-

alization and presentation possibilities using ERP systems. Finally, TPCK reflects the didacti-

cally meaningful use of ERP systems across all previously mentioned sub-areas for teaching 

specific subject didactic content. Additionally, in the context of ERP systems, attention should 

be drawn to the availability of time, human and material resources (especially software and 

hardware). 

4.3 Methodology 

The paper draws evidence from teaching prospective teachers and trainers in VET on the pos-

sibilities of using ERP systems, as part of their Masters program in business education offered 

at the University of Mannheim/Germany. The majority of the program graduates are employed 

either as teachers of Business in trainees programs in Commerce (wholesale, industry, trade, 

retail, bank and insurance, and so forth) or as training managers or HR staff in companies par-

ticipating in VET.  

We designed a course related to teaching and learning with ERP Systems that deals with the 

didactic examination of the possibilities of using a specific ERP system in the classroom or 

instruction in business practice at the workplace.  

In the autumn semester of 2021 and spring semester of 2022, 26 students successfully partici-

pated in the seminar. On average, the participants were 25.6 years old and in their second Mas-

ter’s semester. Almost all participants had little to no experience with ERP systems or SAP 

ERP. 

A voluntary pseudonymized entry and exit survey accompanied the seminar. Of the 26 students 

who took the elective, 20 participants completed both the entry and exit surveys. In addition, 

data from an anonymized student teaching evaluation is available, and conducted towards the 

end of the semester. To capture the TPACK dimensions, the questionnaire of Schmid, Brianza, 

and Petko (2020) is used, which comprises 28 items (4 items per TPACK dimension). An ex-

ample item of the PK dimension is: I can adapt my teaching to what learners currently under-

stand and what they do not understand. The Likert scale ranges from 1 (strongly disagree) to 5 

(strongly agree). The reliabilities of the scales can be described as predominantly satisfactory 
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to good (Cronbach’s α = .67 to .90). In addition, a structured reflection diary was used. The 

students reflected on their self-experienced difficulties during processing. 

For the data analysis, the free statistical software R was used in the R Studio environment with 

extending packages, particularly "Tidyverse" (R Core Team, 2021; R Studio Team, 2021; 

Wickham et al., 2019). We resort to non-parametric test procedures for analyzing dependent 

samples, as the prerequisites for applying parametric test procedures are not given in the present 

case (Döring & Bortz, 2016). The test for normal distribution using Shapiro-Wilk tests shows 

significant deviations from the standard normal distribution for the data. Therefore, the non-

parametric Wilcoxon test (one-sided hypothesis test, i.e., the values of the initial survey should 

lie above those of the initial survey) was used. Further, the effect sizes were calculated as r-

values to classify the results. 

4.4 Findings 

Insights into the results of the teaching evaluation, in which 15 of the 20 participants took part, 

show that the students rate the seminar quite well (value range from 1 = fully agree to 5 = 

disagree at all): Overall, I am very satisfied with the lecturer (M = 1.1). Overall, I am very 

satisfied with the course (M = 1.5). I have learned a lot in this course (M = 1.6).  

A holistic analysis of the self-assessment of one’s own skills in dealing with ERP systems 

(range 1 = no skills at all [novice] to 10 = profound knowledge [expert]) yields the following 

result: There is a significant increase over the course of the lecture (M0 = 2.2 vs M1 = 6.5, V = 

210, p < .001, n = 20). The effect strength is r = .88 and corresponds to a strong effect (according 

to Cohen, 1992). 

To analyze the TPACK dimensions, a mean value was calculated for each subscale, and a pre-

post test was conducted. Overall, only the TK dimension showed a significant effect (V = 114.5, 

p < .05). The effect size is r = .41 (moderate effect). All the other dimensions show no signifi-

cant changes.  

In order to account for biases in the self-assessment (over- or underestimation), participants 

were assigned to two groups in a further analysis step. For this purpose, the mean value of the 

initial survey per participant was formed over all TPACK items and assigned to one of two 

groups utilizing a median split (Mdn = 3.75). The students in group 1 (n = 11) tended to have 

lower self-assessment values, while those in the second group (n = 9) had higher values for self-

assessment. The analysis of the development of competencies in the course at group levels 

shows that especially the students with lower values at the beginning benefit from the course. 
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Significant increases were recorded for the TK dimension (V = 51, p < .01) and TCK dimension 

(V = 44.5, p < .05) (with high effect sizes in each case: TK: r = .74; TCK: r = .51). For the 

remaining dimensions, no significant changes can be detected. No significant results were found 

when comparing the groups (see Mayer & Seifried, 2022 for further details). Here, one could 

assume that an initial overestimation of one’s abilities was relativized during the course (further 

information on this aspect can be found in the conclusion section). 

The brief insights into the reflection diaries put this result into perspective. These indicate that 

the students often encountered problems when working on the tasks. It becomes clear that they 

may have overestimated their knowledge and skills at the beginning of the course. The majority 

of the processing problems encountered, on the other hand, can be traced back to the procedure 

in the ERP system. Typical procedural processing problems can be further subdivided as fol-

lows: 

1) Processing problems in the ERP system due to a lack of essential contents and concepts: 

“There is a lack of background knowledge. Deeper understanding of taxes, for example. 

When is it full taxation or reduced? Or how are list prices calculated. [...]” (problem 

number / PNr. 116). 

2) Processing problems in the ERP system due to a lack of knowledge of the general func-

tioning and structures of ERP systems, for example: “[...] It was unclear to me that I 

have to create the offer with reference, I overlooked that or did not think about it. I knew 

that it was a quotation corresponding to the previously entered request, but I did not 

know that I could reference it in the system. In the solution notes, it's easy to miss the 

reference to it because it's right under the process steps.” (PNr. 031). The referencing of 

data is an essential feature. The relational database forms the basis of ERP systems, and 

the underlying concept should be clear. Referencing not only facilitates the preparation 

of quotations (among other receipts) by taking over data that has already been stored, 

but also key indicators for sales control can only be reliably determined if they are ref-

erenced accordingly in the system. Similarly, an offer does not necessarily have to result 

from an inquiry, so creating an offer with and without a reference is possible (see also 

Mayer, 2022). 

3) Processing problems in the ERP system due to a lack of skills about the system-specific 

application of transactions. This includes general skills lacking in using the software: 

“In the delivery task, we were supposed to create a substitute document in the logistics 

category, a single document related to the sales order. When I entered the navigation 

device, I had to look for it again because I couldn't remember the numbers. When I 
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entered it, I didn’t notice the asterisks of Navi* and the corresponding *number, so 

nothing was shown to me at first” (PNr. 050). In this case, as is common in computer 

applications, * symbols are used as placeholders (jokers or wildcards) for the search. 

For learners, this is convenient for searching, while teachers can use wildcards in trans-

actions to check an entire class's progress without monitoring individual student data. 

Nevertheless, more specific skill lacks in dealing with the ERP system also cause problems in 

processing the tasks, as the following problem descriptions show: It is reported that “the prob-

lem [was] that the material created was saved and therefore some views could not be changed” 

(PNr. 061). Here, system-side specifics show up, which can only be acquired through appropri-

ate routines. The latter problem could be solved easily by changing the transaction 'create' to 

'change' and was solved in the present case by creating another master data entry for the mate-

rial. 

In the end, careless mistakes also prove to be problems in processing the tasks, as they will 

undoubtedly occur just as frequently in the school context: “I registered too quickly and without 

thinking. So my set language was English” (PNr. 018). 

4.5 Conclusions 

The paper referred to the benefits of introducing ERP in teaching trainees, first at vocational 

schools, but also at the workplace. To ensure a high quality ERP education, (prospective) teach-

ers and corporate trainers need to know the implications of the curriculum, instruction, and 

assessment dimensions of learning (CIA triad) and how they relate to ERP systems. Therefore, 

we have designed a master seminar for prospective company trainers and vocational school 

teachers to promote the teaching and learning with ERP systems among our students. 

In this paper we reported the findings of a teaching-learning concept for using ERP systems 

among business education students and analyzed the self-assessed knowledge acquisition along 

the TPACK dimensions in a pre-post design (Mishra & Koehler, 2006). Basically, the students 

reported high satisfaction with the course offered for the first time at the University. Positive 

effects can also be seen concerning the self-assessed change in ERP skills. Regarding the 

TPACK dimensions, however, the picture is less substantial — only a few significant changes 

can be detected. Exemplary insights into the students’ reflections recorded in a reflection diary 

show, however, that a misjudgment of their competencies in the sense of an overestimation at 

the beginning of the semester could be at least partly responsible for the lack of more significant 

effects. The reflection diaries point to clear gaps in the knowledge of some students. An analysis 

carried out against the background of these considerations, taking into account the different 
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self-assessment levels, then further shows those participants with a tendency towards lower 

self-assessment in particular benefit from the course. This subgroup shows strong effects on the 

self-assessed knowledge acquisition regarding technological and technological-subject 

knowledge. However, no significant changes can be found for participants with higher self-

assessments. This indicates an adjustment of the competence assessment. If a misjudgment of 

prospective teachers’ and in-company trainers competencies can be corrected within the frame-

work of student reflection, this would have a desirable side effect from a pedagogical point of 

view. This is especially true for prospective teachers and in-company instructors, as those who 

receive specialized pedagogical training in teaching and training with ERP systems will benefit 

more when assessing the skills of trainees compared to teachers and in-company trainers with-

out such a training.  

Additionally, typical challenges in processing authentic commercial tasks in the ERP system 

were qualitatively evaluated. These are of great importance for designing corresponding lesson 

plans for vocational education in vocational schools and in-company trainings with ERP sys-

tems since the typical self-reflective problems should be considered in the further design of 

learning processes. Typical problems in processing can be traced back to a lack of basic subject 

knowledge of prospective teachers, a lack of knowledge about the general functioning and 

structure of ERP systems, and a lack of knowledge about the application of processes in the 

underlying ERP system. In addition, the reflection diaries contain references to aspects which, 

although they can be described as careless mistakes, are also likely to occur in this way in 

everyday school life and should be avoided as much as possible in the daily work in a value 

chain of a company.  

Given the specific setting and small sample size, the results presented here should be interpreted 

cautiously. Accordingly, given self-report limitations (especially concerning social desirability 

bias), future research should be supplemented by an authentic competence assessment in sub-

sequent studies within authentic VET environments (e.g. assessment of trainees skills in in-

company trainings and vocational schools). 

For (prospective) teachers and in-company trainers, assessing their own knowledge and skills 

is a necessary condition for competence development in their professional biography (Ross & 

Bruce, 2007). We argue that there is an urgent need to educate prospective teachers and in-

company trainers further and consider the use of ERP in current teacher and trainer programs 

in VET to address this problem. For example, integrating ERP systems into the training phase 

at the university level might solve the problem of prospective teachers lacking workplace skills 
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relevant to technology use and might help to educate the next generation of trainees appropri-

ately. However, further research is needed to assess the skill acquisition of (prospective) teach-

ers (university / learning-site school) and trainers (learning-site company) and trainees for 

teaching and learning with ERP systems (for deeper insights see Mayer, 2022; and Mayer & 

Seifried, 2022). 
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5 Analyzing domain-specific problem-solving processes within 

authentic computer-based learning and training environments by 

using eye-tracking: A scoping review 

Study 3 was published in April 2023 in ‘Empirical Research in Vocational Education and Train-

ing’. The publication is available at https://doi.org/10.1186/s40461-023-00140-2. Reproduced 

with permission from Springer Nature.11 

5.1 Abstract 

Recently, many studies have been published on the use of eye-tracking to analyse complex 

problem-solving processes within authentic computer-based learning and training environ-

ments. This scoping review aims to provide a systematic report of the current state-of-the-art 

for related papers. Specifically, this work offers a scoping review of studies that analyse prob-

lem-solving processes by using eye-tracking (alongside additional process data such as log files, 

think aloud, facial expression recognition algorithms, or psychophysiological measures) within 

authentic technology-based learning and training environments for professional and vocational 

education and training (VET). A total of 12 studies were identified. The most commonly cal-

culated measures in eye-tracking research are position measures, and these are almost exclu-

sively position duration measures such as the proportion of fixation times or total dwell times. 

Count measures are also mostly related to the number or proportion of fixations and dwells. 

Movement measures are rarely computed and usually refer to saccade directions or a scan path. 

Also, latency and distance measures are almost never calculated. Eye-tracking data is most of-

ten analysed for group comparisons between experts vs. novices or high vs. low-performing 

groups by using common statistical methods such as t-test, (M)ANOVA, or non-parametric 

Mann-Whitney-U. Visual attention patterns in problem-solving are examined with heat map 

analyses, lag sequential analyses, and clustering. Recently, linear mixed-effects models have 

been applied to account for between and within-subjects differences. Also, post-hoc perfor-

mance predictions are being developed for future integration into multimodal learning analyt-

ics. In most cases, self-reporting is used as an additional measurement for data triangulation. In 

addition to eye-tracking, log files and facial expression recognition algorithms are also used. 

Few studies use shimmer devices to detect electrodermal activity or practice concurrent think-

ing aloud. Overall, Haider and Frensch’s (1996, 1999) “information reduction hypothesis” is 

 
11 Note: The chapter headings, figures, and tables of the published version have been numbered according to the 

numbering of this thesis. Minor changes or deviations from the published paper publication are possible. Spelling 

and grammar have been adjusted to American English standards. Any misspellings and typographical errors de-

tected in the course of a further thorough proofreading have been corrected. 
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supported by many studies in the sample. High performers showed a higher visual accuracy, 

and visual attention was more focused on relevant areas, as seen by fewer fixation counts and 

higher fixation duration. Low performers showed significantly fewer fixation durations or sub-

stantially longer fixation durations and less selective visual attention. Performance is related to 

prior knowledge and differences in cognitive load. Eye-tracking, (in combination with other 

data sources) may be a valid method for further research on problem-solving processes in com-

puter-based simulations, may help identify different patterns of problem-solving processes be-

tween performance groups, and may hold additional potential for individual learning support. 

Keywords: Complex Problem-Solving, Computer-Based Learning Environments, Computer-

Based Simulations, Vocational Education and Training, VET, Online Measurements, Eye-

Tracking 

5.2 Introduction 

In educational research, collecting behavioural data is becoming increasingly important to learn 

more about cognitive and metacognitive processes during learning and instruction. Eye-track-

ing, a method for analysing the course of gaze, is increasingly used in educational research to 

improve the instructional design in computer-based learning environments and multimedia 

learning, to understand and promote the development of expertise, and to visualize the eye 

movements of experts (Jarodzka et al., 2017). Systematic reviews and meta-analyses of eye-

tracking studies are available for various domains (e.g., medical education Ashraf et al., 2018; 

mathematics: Strohmaier et al., 2020). Similarly, reviews on multimedia learning and instruc-

tional design were conducted (e.g., Alemdag & Cagiltay, 2018: multimedia learning; Yang et 

al., 2018: instructional design of e-learning). However, little research has been done on voca-

tional education and training (VET). This is especially true when more complex vocational 

tasks are the focus. Therefore, the paper at hand provides an overview of studies that have 

analysed domain-specific problem-solving processes by using eye-tracking (next to additional 

online data such as log files or psychophysiological measures) within authentic computer-based 

learning and training environments in professional training or vocational education and train-

ing. The review of the current state of research is conducted as a scoping review. Scoping re-

views (Arksey & O’Malley, 2005) are considered a useful approach to examining the design 

and conduct of research on a particular topic (for the key features of the scoping review ap-

proach see Munn et al., 2018). Similar to systematic reviews, scoping reviews are transparent 

and replicable by following a rigorous study search and selection process. Because fewer stud-

ies were identified that followed the same study design, we focused on a scoping review. 
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While systematic reviews aim to answer a specific question, a scoping review identifies, reports, 

and discusses a broader perspective on a given topic (Arksey & O’Malley, 2005; Munn et al., 

2018; Van Ostaeyen et al., 2022), such as analysing domain-specific problem-solving in com-

puter-based simulations by using eye-tracking. 

Computer-based learning environments (CBLE) refer to a broad range of technologies to sup-

port learning and instruction (Lajoie & Naismith, 2012). This review includes studies that used 

eye-tracking as the primary method for collecting behavioural data in computer simulations and 

serious games. To control for different levels of immersion and interactivity, we excluded close-

to-reality simulations, such as in situ studies and realistic simulator training (e.g., flight simu-

lation including a full cockpit, virtual reality welding simulation, nursing practice simulation 

with mannequins or actors) and similarly, we excluded studies that examined cross-sectoral 

problem-solving testing (e.g., Raven Matrices, Tower of Hanoi). Also, we excluded studies on 

collaborative problem-solving, as these studies often focus on the phenomena of joint visual 

attention. This rigorous procedure resulted in a sample of studies, all of which analysed domain-

specific problem-solving in computer-based simulations (see Figure 5-1). 

 

Figure 5-1: The scope of this review (in bold) is illustrated within a continuum between cross-sectoral and 

domain-specific problem-solving simulations (pictures CC0-licensed). 

 

The scoping review at hand aims to provide a systematic report of the current state-of-the-art 

in an emerging research field. It contains a variety of eye-tracking and process data measures 

in a broad range of domain-specific problem-solving tasks. Eye movements can be analysed 

with various measurements and should be carefully collected and interpreted (Holmqvist et al., 

2011). In multimedia learning research, there is a wide range of empirical research methods. 

Online process tracking techniques such as eye tracking can be combined with other common 

measurement methods to draw better inferences (Jarodzka, 2021). Thus, we address the follow-

ing questions: 

computer-based simulations 
for cross-sectoral problem-

solving

computer-based 
simulations for domain-
specific problem-solving 

close-to-reality simulations 
for domain-specific problem-

solving



Eye-tracking in domain-specific problem-solving 76  

RQ1: Which eye-tracking measures and additional behavioural measurements were used 

and how were they analysed? 

RQ2: What are the main findings of online data measures in relation to solving complex 

problems in computer-based simulations in VET? 

The paper is structured in five sections. First, a brief overview of the theoretical background on 

problem-solving, computer-based simulations, and eye-tracking is given. Second, the method-

ological approach of this review (identification, screening, eligibility, and inclusion) is pre-

sented. Third, the main findings are reported. Finally, the results are discussed, and the limita-

tions of this work and implications for future research are considered. 

5.3 Theoretical background 

Problem-solving 

Problems arise when someone has a goal but lacks the knowledge of how to achieve it (Duncker, 

1945). Various problem types exist. Jonassen (2000) provides a taxonomy of 11 problems from 

well-structured such as algorithmic problems, to ill-structured such as dilemmas, in which the 

more ill-structured problem types may encompass more structured problems. Following Dörner 

(1987; Funke, 2012), complex problems include various interconnected variables, multiple and 

conflicting goals, a lack of transparency, and dynamic development. It is difficult to accurately 

capture the scope of requirements to solve a particular problem. In educational contexts, prob-

lem difficulty is often assessed ex post facto based on solution rates (Jonassen & Hung, 2008). 

Furthermore, it is challenging to define the difficulty or complexity of a problem a priori be-

cause the subjective perception of a problem varies with prior knowledge and experience in the 

respective domain (Dörner, 1997). Similarly, Mayer and Wittrock (2006) distinguish routine 

and non-routine aspects of a problem, with a routine problem defined as a problem “for which 

the problem solver already possesses a ready-made solution procedure” (p. 288). In the context 

of competence assessment, Williamson et al. (2006) attempt to objectively define a task as 

complex if (a) the problem solver has to undergo multiple, non-trivial, domain-relevant steps 

and/or cognitive processes, (b) multiple features of task performance are captured, (c) task per-

formance is relatively unconstrained, and (d) evaluations of task solutions recognise the inter-

dependence of task features and aspects of performance.  

Solving problems requires cognitive, metacognitive, and non-cognitive processes (Frensch & 

Funke, 1995; Jonassen, 2000; Mayer, 1998). Weinert (2001) defines such competencies as a 

combination of “[...] intellectual abilities, content-specific knowledge, cognitive skills, domain-



Eye-tracking in domain-specific problem-solving 77  

specific strategies, routines and subroutines, motivational tendencies, volitional control sys-

tems, personal value orientations, and social behaviours” (p. 51). Similarly, Fischer and Neubert 

(2015) define problem-solving competence as a multidimensional construct that includes 

knowledge, skills, abilities, and other components (KSAO), with ‘other components’ referring 

to non-cognitive facets such as frustration tolerance and a positive attitude in particular. Fol-

lowing Mayer and Wittrock (2006), problem-solving is preferably related to a specific domain 

instead of general heuristics (domain-specific principle), most likely restricted to a certain prob-

lem and not widely transferable to other problems (near-transfer principle), and should be inte-

grated into teaching as guided problem-solving tasks to foster learning (knowledge integrating 

principle). Therefore, in order to promote problem-solving skills, problem-oriented tasks should 

be embedded as authentic, domain-specific scenarios in VET. 

Problem-solving in computer-based simulations 

Authentic domain-specific problems are so-called ‘metaproblems’ (Jonassen, 2000), a combi-

nation of many problem variations and types that are connected over a single domain. Met-

aproblems can be illustrated within computer-based simulations to replicate real-world tasks in 

a safe environment for training and learning purposes while providing an authentic and dynamic 

simulation-based learning scenario that changes either with decisions (interactions), with time, 

or both (Dörner & Funke, 2017). Such open-ended environments emphasize learner-centred 

activities, setting authentic tasks for learners, and providing them with authentic tools 

(Clarebout et al., 2009; Hannafin, 1995). The experimental learning opportunity addresses the 

cognitive, motivational, affective, psychomotor, and social aspects of learning (Breckwoldt et 

al., 2014). Early research on problem-solving was conducted within computer-simulated mi-

croworlds (Brehmer & Dörner, 1993). Nowadays, especially in the field of vocational education 

and training, there is a large number of domain-specific, authentic computer-based simulations 

to promote competence development in general and domain-specific problem-solving compe-

tence in particular (Beck et al., 2016; Rausch et al., 2016). However, most research in VET 

focuses on outcomes (competence assessment, learning performance, etc.) and not on the pro-

cesses that precede these outcomes (Abele, 2018). Therefore, it seems worthwhile to highlight 

the methodological advantages of process data channels such as eye-tracking. 

Eye-tracking, eye movements, and eye-tracking in problem-solving 

Eye-tracking is a technology used as a research method for recording eye behaviour such as 

pupil dilation, blinking, and especially eye movements, as an indicator of visual attention when 

processing information (Duchowski, 2017; Holmqvist et al., 2011; Holmqvist & Andersson, 
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2017). Eye-tracking in computer-based simulations might help to make inferences about cog-

nitive and metacognitive processes during learning (van Gog et al., 2009; van Gog & Jarodzka, 

2013). 

Eye movements reflect top-down (goal-driven or endogenous) and bottom-up (stimulus-driven 

or exogenous) visual attention (Orquin & Mueller Loose, 2013; Rayner, 1998; Theeuwes, 

2010). Bottom-up control depends on stimulus features, such as visual saliency, i.e., the sub-

jective quality of a stimulus that grabs visual attention (contrast, colour, movements). Top-

down control depends on observer features, such as expertise, prior knowledge, tasks, etc. Also, 

individual eye features need to be considered. The most common types of eye movement events 

are fixations and saccades, where a fixation refers to the state when the eyes remain still (e.g., 

a stop during reading) while a saccade refers to the motion of the eyes between fixations 

(Holmqvist & Andersson, 2017). According to the ‘eye-mind hypothesis’, fixations should be 

a proxy of cognitive processing: “the eye remains fixated on a word as long as the word is being 

processed” (Just & Carpenter, 1980, p. 330). This influential assumption (originally related to 

reading research, but also tested beyond reading) has been challenged several times (Anderson 

et al., 2004; Underwood & Everatt, 1992), and today there is a consensus that visual attention 

somewhat precedes gaze and that overt and covert attention can differ (Holmqvist & Andersson, 

2017).  

Eye-movement data can reveal differences in visual attention to areas of interest (AOI) during 

problem-solving processes. Following Haider and Frensch’s ‘information reduction hypothe-

sis’ (1996, 1999), deliberate practice helps students to learn to ignore redundant information 

and focus more on relevant information. Thus, especially experts have learned to distinguish 

relevant from irrelevant task-information through practice (F. J. Lee & Anderson, 2001) and 

make use of efficient cognitive strategies through experience (van Merriënboer, 2013). A meta-

analysis examining the effects of expertise on visual comprehension conducted by Gegenfurtner 

and colleagues (2011) supported that experts have shorter fixation durations, more fixations on 

relevant areas, and fewer fixations on irrelevant areas than novices. Experts also showed selec-

tive attention through parafoveal processing (unattended locations of the visual field) indicated 

by longer saccades and shorter times to first fixation (Gegenfurtner et al., 2011). Additionally, 

research on eye-movement modelling examples (EMME) indicates that EMME might help to 

guide novices’ visual attention. EMME illustrates the visual processing behaviour of experts 

carefully performing a task by recordings their eye movements. A meta-analysis on EMME 

shows significant effects of eye-tracking measures such as time to first fixation and fixation 
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duration on novice learners' performance outcomes in terms of learning outcomes and problem-

solving (Xie et al., 2021). 

Despite the unquestioned potential of the eye-tracking approach, conclusions from eye-tracking 

data must be drawn very carefully. While there are a variety of eye movement measures, tax-

onomies, and interpretations, it is important to emphasize the theoretical assumptions as well 

as the domain and task-specific characteristics that underlie a research objective, and to our 

knowledge, there is currently no cross-domain taxonomy. However, a categorization based on 

operational definitions including a variety of eye-tracking measures can be used (see Holmqvist 

& Andersson, 2017; Part III on paradigms and measures). We would like to point out some 

aspects concerning the ambiguity of eye-tracking measurements. For example, if a participant 

shows a higher fixation duration for relevant information, this may indicate reasoning, but also 

confusion or mind-wandering (‘staring into space’). Therefore, eye-tracking should be triangu-

lated with offline and online data channels (which might induce other challenges to a research 

design), such as self-reports and self-assessments (which often suffer from several biases, An-

drade, 2019), log files (which are often restricted to binary representations and suffers ambigu-

ous interpretability, Goldhammer et al., 2014), which do not capture relevant off-screen behav-

iour (Maddox et al., 2018), as well as retrospective (delayed report) or concurrent (disturbing) 

think aloud (Gegenfurtner & Seppänen, 2013), and psychophysiological measures like heart 

rates which might be hard to interpret (Wu et al., 2014). However, the combination of multi-

modal data channels within advanced learning technologies is on the rise (Gabriel et al., 2022). 

Thus, the following review will also take additional behavioural measures into account to un-

derline the potential of multimodal methods in combination with eye-tracking. 

5.4 Methodology 

Identification – Search strategy 

A search and selection process in line with the Preferred Reporting Items for Systematic Re-

views and Meta-Analyses (PRISMA 2020; see Liberati et al., 2009; Page et al., 2021) was 

conducted (Figure 5-2). The search was based on common educational research databases 

(Fraenkel et al., 2019): Web of Science, PsycInfo, and Education Resources Information Center 

(ERIC). We used the following four major search terms: (1) eye-tracking AND (2) problem-

solving AND (3) training and learning AND (4) computer-based simulation. Eye-Tracking 

studies were identified by searching for eye-tracking OR eye* OR gaze OR fixation OR saccade. 

Problem-solving tasks were identified by searching for problem-solving OR problem* OR de-

cision-making OR decision* OR choice OR domain-specific* OR complex task. The domains 
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of professional training or education were addressed by education* OR vocation* OR appren-

tice* OR training OR program OR workshop OR workplace. Finally, the search targets com-

puter-based simulations and thus includes computer OR simulation OR virtual. The database 

search yielded 1,061 records. An additional check of reference lists for prominent eye-tracking 

reviews and meta-analysis was conducted (Gegenfurtner et al., 2011: a meta-analysis on exper-

tise differences in visual comprehension; Lai et al., 2013: a review on ET studies in learning; 

Orquin & Mueller Loose, 2013: review of attentional shifts in decision tasks). Additionally, 

Google Scholar was manually searched with varieties of search strings. All findings were com-

bined in a list, and duplicates were identified automatically. An additional manual check was 

performed. The search process resulted in 914 records for subsequent selection. 

 

Figure 5-2: PRISMA flow chart. 
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Screening – Screening abstracts and titles 

This review used CADIMA, a free web tool supporting the systematic review process (see Kohl 

et al., 2018). The selection criteria were applied at the title and abstract levels. Table 5-1 lists 

the key features, inclusion criteria, and exclusion examples. 

Table 5-1: Key features, inclusion criteria, and exclusion examples. 

 

We tested the inclusion criteria with a consistency check between two independent researchers 

to examine the inter-reviewer agreement and to overcome researcher bias. A second researcher 

screened randomly selected abstracts (n = 45; >5% of all potential records). The first check 

showed that the strength of agreement for screening (either inclusion, exclusion, or unsure) was 

k = .60 and considered as moderate (Landis & Koch, 1977). A kappa value of at least k ≥ .6 is 

recommended to continue (Higgins et al., 2019; Orwin & Vevea, 2009). Further screening was 

revised by examining differences and resolving disagreements through discussion and debate 

by two reviewers, resulting in overall intercoder reliability of k =.89, which can be interpreted 

(Landis & Koch, 1977) as an almost perfect agreement (k ≥ .81). Given the satisfying kappa 

value and for the sake of resource efficiency, the process proceeded with a single-person screen-

ing. A total of 914 records (after the elimination of duplicates), were screened. Overall, 776 

records were excluded from this study. 

Eligibility – Screening full texts 

No papers were excluded for reasons of inaccessibility. If a paper was not available through 

institutional access, we kindly asked via ResearchGate® to provide the paper. A total of 138 

Key features Inclusion criteria Exclusion examples 

Participants The study was conducted with 

healthy human beings as par-

ticipants. 

The study was conducted without humans (e.g., animals) 

or patients with mental or physiological disorders were 

subjects of interest. 

Task The study included a domain-

specific problem-solving task. 

The study included a cross-sectoral or non-authentic prob-

lem-solving task (e.g., Tower of Hanoi/London task). 

Data collection The study used eye-tracking as 

a primary method for data col-

lection. 

The study did not use eye-tracking as a method (e.g., men-

tioned eye-tracking for future research). 

Type of publica-

tion 

The article is an empirical 

study published in a peer-re-

viewed journal.  

The article is a review paper, editorial note, or commen-

tary. 
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records remained for screening at the full-text level. Overall, 126 full-text articles were ex-

cluded from the study. Owing to the high number of excluded articles, we provide some exam-

ples. We excluded studies that (1) did not conduct a complex problem-solving task or (2) were 

not constructed within an interactive environment.  

(1): We excluded studies that did not match a domain-specific problem-oriented approach or 

interactive design. For example, we excluded a hypermedia-based learning environment that 

fostered self-regulated learning by using metacognitive pedagogical agents. The subjects 

learned about the human circulatory system for 90 minutes. However, a problem-solving task 

was not in the scope of this study (Taub & Azevedo, 2019). Studies based on a fixed stimulus 

without further interactions (mostly graphs or animations) were excluded. For example, we 

excluded a multiple-choice science study conducted by Tsai et al. (2011), which examines a 

science problem represented by four images in a web browser. 

(2): We excluded studies on highly interactive learning environments for different reasons. A 

training simulator often integrates motor-sensitive skills. Training simulators contain realistic 

switches, knobs, levers, and typical instruments, e.g., flying simulations for pilot training 

(Schriver et al., 2008), and offshore drilling simulation (Naqvi et al., 2020). Participants train 

in dangerous scenarios to become familiar with safety processes in realistic but risk-free simu-

lations and to develop routines. However, the comparability to computer-based learning simu-

lations may not be given, because these training environments also involve motor skills and 

quick reactions in critical situations. Similarly, we excluded studies that included dummies or 

actors (O’Meara et al., 2015) and in situ experiments (Esau & Fletcher, 2018; Vrzakova et al., 

2020). Finally, we excluded papers that were not related to the field of professional training or 

VET. On this basis, a total of only twelve articles could be included in the analysis. 

Inclusion – Objectives of analysis and results 

Included studies were analysed based on the domain, sample, task, performance measure, eye-

tracking devices, measurements calculated, other behavioural measurements collected, analysis 

techniques, and main findings. 

5.5 Results 

Descriptives 

All studies were published between 2005 and 2022, and seven of the studies were published in 

the last five years (Figure 5-3). Most studies were conducted in the United States (6), followed 
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by the Netherlands (3), Germany (1), Israel (1), and Taiwan (1). The sample size ranged be-

tween 7 and 70 participants (M = 36.8, SD = 24.7). The underlying domains are mainly related 

to the fields of science, technology, engineering, and mathematics (STEM), especially science 

(Cloude et al., 2020; Emerson et al., 2020; Taub et al., 2017), engineering (Abele et al., 2017; 

Gomes et al., 2013; van Gog, Paas, & van Merriënboer, 2005), but also the healthcare sector 

(Dubovi, 2022; J. Y. Lee et al., 2019, 2020) is represented (Table 5-2). 

Table 5-2: Overview of domains. 

Domain Studies 

Science 3 

Technology 1 

ngineering 3 

Maths 0 

Medical & Nursing  3 

Air Traffic Control 1 

Military 1 

 

 

Figure 5-3: Included studies per 5-years interval. 
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routine (J. Y. Lee et al., 2019). Performance was most often assessed manually (e.g., by count-

ing the errors solved during troubleshooting), and also by examining pre-post-test scores (e.g., 

assessing content knowledge on microbiology), or through an automated log file analysis (e.g., 

by calculating a completion score for the underlying task). 

Eye-tracking, measures, and analyses techniques 

To answer RQ1, we analysed the different eye-tracking measures that were calculated and the 

most common analysis techniques that were applied. Further, we examined which additional 

behavioural measurements were collected next to eye-tracking data. Non-intrusive remote (also 

screen-based) eye-tracking devices were used in most of the studies (see Table 5-3 for an over-

view). Remote setups are typical for experimental lab studies, in contrast to eye-tracking glasses 

for field studies (e.g., Rosengrant et al., 2021) or virtual reality headsets (e.g. Torres et al., 

2017). Currently, webcam-based eye-tracking is examined as a low-cost alternative next to re-

mote eye-tracking devices (Wisiecka et al., 2022). 

Table 5-3: Overview of eye-tracking setup, calculated measures, analysis techniques, and other collected 

measures. 

Reference Eye-tracking  

devices 

Eye-tracking 

measures 

Eye-tracking analyses Add. offline/online 

measures 

Abele et al. 

2017 

Remote (To-

biiX120, 60Hz) 

Total fixation dura-

tion (relevant AOIs) 

Mann-Whitney-U none 

Cloude et al. 

2020 

Remote 

(SMI EYERED 

250, 30Hz) 

Proportion of total 

fixation time 

Transformation to normal 

distribution, stepwise 

simple and multiple lin-

ear regression models by 

using AIC for selection 

Log-file of mouse and 

keyboard data (event 

and time-based inter-

action) 

Dubovi 2022 Remote 

(Smart Eye Au-

rora, 60Hz) 

Time spent (rele-

vant AOIs), time to 

first fixation, fixa-

tion counts, fixation 

dwells, saccade 

counts, blink rate 

ANOVA, linear mixed 

effects model, prediction 

(two-phase approach): bi-

variate correlation with 

subsequent regression 

analysis 

Facial expression 

recognition (Affdex), 

Self-report on affec-

tive state (PANAS), 

EDA (Shimmer 3), 

Emerson et 

al. 2020 

Remote 

(SMI RED 250, 

120Hz) 

Proportion of total 

fixation duration 

ANOVA (feature selec-

tion), logistic regression 

(prediction) 

Log file data (game-

play behaviour), fa-

cial expression recog-

nition (FACET), self-

reported Interest-En-

joyment (subscale of 

Intrinsic Motivation 

Inventory) 
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Reference Eye-tracking  

devices 

Eye-tracking 

measures 

Eye-tracking analyses Add. offline/online 

measures 

Gomes et al. 

2013 

N/A Number and dura-

tion per level on 

gaze points or fixa-

tions, direction of 

saccadic movement, 

type of pattern per 

trigram 

k-means clustering Log-file data (mouse 

clicks, time per level) 

Kang and 

Landry 

2014 

Remote 

(Tobii X60) 

Scan path Scan path analysis ac-

cording to simple orthog-

onal shapes 

None 

Lee et al. 

2019 

Remote (SMI 

RED, 250Hz) 

Proportions of dwell 

time, fixation count, 

fixation duration, 

average fixation du-

ration, fixation fre-

quency, transition 

rate 

MANOVA, t-tests, 

Mann-Whitney U 

Log file data (Inter-

vention completion 

score), mental work-

load (NASA-TLX), 

systematicity (Hidden 

Markov model; 

HMM) 

Lee et al. 

2020 

Remote (SMI 

RED, 250Hz) 

Pupil diameter, raw 

gaze points 

Linear mixed effects 

model 

Log file data 

(timestamps for in-

game events such as 

pausing simulation), 

perceived mental ef-

fort. 

Sohn et al. 

2005 

Head-mounted 

(ISCAN ETL-

500) 

Fixation time F-test, power law fitting None 

Taub et al. 

2017 

Remote (SMI 

EYERED 250, 

30 Hz) 

Proportion of fixa-

tion duration 

Multi-level modelling Log file data (number 

of books read and 

reads per book, as-

sessment submission 

attempts) 

Tsai et al. 

2016 

Remote 

(faceLAB 4.6, 

60Hz) 

Percentage of time 

spent viewing 

(PTS), fixation du-

ration (PFD), fixa-

tion count (PCD) 

Mann-Whitney U, corre-

lations, heatmaps, lag se-

quential analysis, heat 

map analysis per group 

Self-reported flow ex-

perience 
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Reference Eye-tracking  

devices 

Eye-tracking 

measures 

Eye-tracking analyses Add. offline/online 

measures 

(van Gog et 

al. 2005a) 

Remote (SMI, 

50Hz) 

Fixation duration, 

number of fixations 

Mann-Whitney U, Fried-

man test and Nemenyi 

post-hoc analysis, quali-

tative matching of verbal 

and gaze data. 

Think-aloud (concur-

rent) 

 

Following a functionally operational taxonomy for eye-tracking measures (Holmqvist et al., 

2011; Holmqvist & Andersson, 2017), four types of measures are distinguished in this review: 

(1) movement measures: including movement measures of direction, amplitudes, duration, ve-

locity, acceleration, shape, sequences and transitions, and scan path comparison measures; ibid., 

p.439 ff., (2) position measures: including basic positions, measures of position dispersion, 

similarity, duration, and dilation; ibid., p. 499 ff., (3) count measures: including a variety of 

countable entities such as saccades, smooth pursuits, blinks, fixations, dwells, AOIs, transitions, 

and more; ibid., p. 574 ff., as well as (4) latency and distance measures: including the latency 

of a saccade, pupil dilation latency, eye-mouse distances, and more; ibid., p. 579 ff. 

Movement measures refer to the direction of eye movements and scan paths and are infre-

quently calculated. In total, three studies examined three different movement measures. Gomes 

et al. (2013) analysed the direction of saccadic movements (next to position measures) to ex-

amine eye movement patterns among high and low performers by applying a common unsu-

pervised machine learning clustering (k-means) using trigrams of eye movements. Kang and 

Landry (2014) conducted a qualitative scan path analysis to examine whether novices in air 

traffic control follow a professional scan behaviour after being treated with expert scan path 

examples. Lee et al. (2019) calculated (next to several positions and count measures) the tran-

sition rates between AOIs to examine differences among experts and novices in their perfor-

mance by applying t-test/Mann-Whitney-U and MANOVA. 

Position measures are the most common measures used and refer to the positions where partic-

ipants look. In total, position measures are calculated 15 times (in 11 of the 12 studies). Abele 

et al. (2017) measured the total fixation duration on relevant AOIs to analyze differences among 

performance groups by conducting a nonparametric Mann-Whitney-U test. Similar, Sohn et al. 

(2005) calculated fixation times to determine group differences. Cloude et al. (2020) calculated 

proportions of total fixation times to predict performance differences by applying stepwise sim-

ple and multiple linear regression models. Similarly, Emerson et al. (2020) integrated positional 

gaze data next to students’ behavioural traces (such as gameplay behaviour and facial action 
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units) to predict performance and interest groups by running several logistic regression models 

with different feature compositions. Lee et al. (2020) examined the effects of pausing on the 

cognitive load within a medical serious game simulation by extracting pupil diameter and ap-

plying linear mixed effect models. A multi-level modelling approach was also applied by Taub 

et al. (2017) including proportions of fixation duration (next to interaction behaviour) to exam-

ine differences among performance while accounting for between and within-subject variances 

(random effects). 

Count measures refer to the number and proportions of countable gaze behaviour and are fre-

quently present. Count measures were calculated six times (3 studies) and were most often ex-

amined next to similar position measures. Tsai et al. (2016) calculated percentages of fixation 

counts (next to position measures) to analyse flow experience and visual attention among high 

and low-performing groups by applying the Mann-Whitney-U test. Also, AOI sequences were 

used for lag sequential analysis to examine different patterns of visual attention. Van Gog et al. 

(2005) examined the number of fixations (next to position measures) to examine expertise-

related differences by applying Mann-Whitney U, the Friedman test with Nemenyi post-hoc 

analysis as well as a qualitative data analysis by matching verbal and gaze data. 

Finally, latency and distance measures refer to time delays and space distance across eye move-

ments and other points (e.g., mouse cursor). Dubovi (2022) examine latency and distance 

measures (next to position and count measures) by calculating time to the first fixation and 

applying ANOVA and linear mixed effect models for group and individual differences as well 

as regression analysis for performance predictions. 

Eye-tracking data can be very ambiguous and is dependent on individual characteristics. To 

overcome this challenge, researchers are increasingly examining other behavioural data meas-

urements in conjunction with eye-tracking data (Dewan et al., 2019) which can be used for data 

triangulation. Offline and online measures are frequently used next to eye-tracking (see Table 

5-3). Log files (Cloude et al., 2020; Emerson et al., 2020; Gomes et al., 2013; J. Y. Lee et al., 

2019, 2020) are often collected within computer-based simulations and result in additional and 

complementary insights into participants' behaviour through mouse clicks and keyboard 

strokes. Similarly, concurrent think-aloud can help to interpret eye-tracking data through the 

constant (or retrospective) verbalisation of participants' thoughts (van Gog, Paas, van Mer-

riënboer, et al., 2005). Facial expression recognition (FER) algorithms analyse the expression 

(Dubovi, 2022; Emerson et al., 2020) of anger, disgust, fear, happiness, sadness, surprise, and 

underlying facial action units (mostly based on the Facial Action Coding System (FACS); Ek-

man & Friesen, 1976). Electrodermal activity (EDA) measures skin conduction as a proxy of 
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psychological or physiological arousal (Dubovi, 2022). Additionally, self-report questionnaires 

are used to measure subjective perceptions (Dubovi, 2022; Emerson et al., 2020; J. Y. Lee et 

al., 2019, 2020; Tsai et al., 2016). 

Main findings 

To answer RQ2, we group the main findings related to complex problem-solving in computer-

based simulations based on process data measurements. 

Most studies analyse differences across performance groups such as high and low performers 

or expert-novice comparisons and related patterns. Results show strong support for the infor-

mation-reduction hypothesis following Haider and Frensch (1996, 1999). According to the in-

formation reduction hypothesis of Haider and Frensch (1996, 1999), deliberate practice helps 

learners to ignore redundant information and to focus more on relevant information. Thus, es-

pecially experts have learned through practice to distinguish relevant from irrelevant task in-

formation (F. J. Lee & Anderson, 2001) and to use efficient cognitive strategies due to prior 

experiences (van Merriënboer, 2013). 

High performers or experts show a longer total fixation time and fewer fixations (Abele et al., 

2017), higher proportions of dwell time to total time (with a large effect), a higher ratio of 

fixation count to total fixation counts (medium effect), and longer fixation duration (large ef-

fect) on critically relevant information (J. Y. Lee et al., 2019). High performers spend more 

time in a ‘problem orientation’ and ‘action evaluate & next action decision’ phase, they spend 

more fixations on fault-related components, show shorter mean fixation durations in an ‘orien-

tation’ as well as longer mean fixation durations during a ‘formulation’ phase (van Gog, Paas, 

& van Merriënboer, 2005). It is also reported that through practice, less time is spent on relevant 

and irrelevant areas (Sohn et al., 2005). Similarly, novices performed better (made fewer false 

alerts), perceived an expert scan path as useful for their training, and tended to follow a profes-

sional expert scan pattern after treatment with an expert scan path (showed a circular movement 

across the air traffic control screen) (Kang & Landry, 2014). A combination of a shorter time 

to first fixation, fewer clicks, more unique fixations, and longer durations per fixation was found 

for the high-performance cluster (Gomes et al., 2013), while shorter durations for first fixations 

might indicate higher attentional readiness and indicates more time spent on reasoning before 

action. A longer time for the first fixation, a higher number of clicks and short fixation durations 

might indicate a lack of focus on the strategy or a lack of reasoning (trial and error) before 

action (Gomes et al., 2013). 
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In line with the results for experts and high performers, low performers or novices show shorter 

fixation times, more attention to similar but irrelevant AOIs, and lower visual accuracy. Low 

performers spend a higher proportion of time gathering information and less time generating 

hypotheses (Cloude et al., 2020). Low performers or novices show shorter or substantially 

longer fixation time (a behaviour that might indicate confusion) (Abele et al., 2017). The visual 

attention was spent on similar medicines, indicating processing difficulties through more fixa-

tion counts and dwells (Dubovi, 2022). The low comprehension group showed higher mental 

effort (Tsai et al., 2016) and paid more attention to graphic information (while a high compre-

hension group spent less on the graphical and more attention on the textual information) exam-

ined by qualitative heatmap analysis (Tsai et al., 2016).  

Individual differences are related to prior knowledge and differences in cognitive load demands. 

Lower prior knowledge positively moderated the relation between interaction and fixation on 

gathering information in a serious game, while a negative relation for higher prior knowledge 

was found (Cloude et al., 2020). Less successful participants tended to get stuck in messages 

(cues) and an out-of-screen gaze while successful participants tended to transfer the knowledge 

and might use an out-of-screen gaze for pausing or reasoning (Tsai et al., 2016) to reduce cog-

nitive load demands. Allowing pauses in a medical simulation increases the performance and 

cognitive load, regardless of whether pauses were taken or not. During pauses, the cognitive 

load was lower than during the simulation. When pauses were available, taking those pauses 

did not further benefit cognitive load or performance (J. Y. Lee et al., 2020). Pupillometry might 

be a valid measure of the cognitive load next to self-reports (J. Y. Lee et al., 2020). 

Other online and offline process measures for behavioural data shed further light on differences 

in gaze behaviour when solving problems in computer-based simulations. Self-reports showed 

that a higher flow time distortion was associated with more fixations on the main task while 

lower flow time distortion was associated with fixations on the message prompts (Tsai et al., 

2016). No significant changes in self-reported affective states over time were reported, while a 

higher level of presence was related to more visual attention to the relevant medicine (Dubovi, 

2022). Facial expression recognition (FER) shows no significant impact of joy expression on 

post-tests, but frequent anger expressions were associated with lower post-test scores and pos-

itive emotions were related to inducing blinks (Dubovi, 2022). EDA shows a significant corre-

lation between EDA peaks and blinks, but not with participants' emotional engagement 

(Dubovi, 2022). Eye-tracking data helps to supplement and contextualize log files (Cloude et 

al., 2020). Experts show higher levels of systematicity (indicated by the HMM score obtained 

through a log file analysis) (J. Y. Lee et al., 2019), and a negative effect between the number 
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of books and performance, as well as for the frequency of books and performance were found. 

The best performance was associated with reading fewer books but higher frequencies per book, 

emphasizing a quality reading strategy (fewer books more often) compared to a quantity reading 

(more books) strategy. Also, no unique association between proportions of fixations on book 

content or book concept matrix with individual submission attempts were found, but a signifi-

cant interaction effect between both emphasizes the collection and combination of multichannel 

data. Low proportions of fixations on book content and concept matrices were related to high 

performance (Taub et al., 2017). Finally, concurrent think-aloud verbal data for high expertise 

participants show a predictive behaviour while low expertise participants' verbal data show no 

orientation and an unstructured initial testing approach. 

Behavioural data might be further used for performance prediction within multimodal learning 

analytics. Gaze as a feature (unimodal) or gameplay, and face as a multimodal feature approach 

yields an accuracy of .67 for prediction among three performance groups, but adding more 

modalities comes at the cost of noise, so feature selection must be done carefully to avoid over-

fitting (Emerson et al., 2020). Also, gameplay and face (multimodal) yield .59 accuracy for 

prediction among three interest level groups (Emerson et al., 2020). The emotional and cogni-

tive engagement measured via multimodal metrics explained 51% of post-test learning achieve-

ments (Dubovi, 2022). Interestingly, the blink rate is negatively associated with post-test scores 

and shows significantly lower rates during the actual problem (Dubovi, 2022). Significant as-

sociations between performance and the multimodal predictors as well as for the interaction 

term were found (Taub et al., 2017). The highest performance was related to a higher frequency 

of books, fewer books, and lower proportions of fixations on book content or concept matrix 

(Taub et al., 2017). Overall, multimodal data channels are very promising for further progress 

toward individualized learning analytics approaches (Cloude et al., 2020). 

5.6 Discussion  

This scoping review aimed to analyse the current state of eye-tracking research on domain-

specific complex problem-solving in authentic tasks within interactive computer-based simula-

tions. A total of twelve studies from a wide range of vocational education and professional 

training domains were found. 

The most commonly calculated measures are position measures, and these are almost exclu-

sively position duration measures such as the proportion of fixation time or total dwell time. 

Count measures are also mostly related to the number or proportion of fixations and dwell times. 

Surprisingly, movement measures are rarely computed and usually refer to saccade directions 
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or scan path. Heatmaps or scan paths are often qualitatively compared. There is a lack of quan-

titative approaches for measuring time patterns or similarity measurements for a scan path as 

stated by Holmqvist et al. (2011; 2017). Also, latency and distance measures are almost never 

calculated. This indicates that the potential to shed further light on complex problem-solving in 

computer-based simulation might not yet be fully exhausted by calculating other than the stand-

ard count and position duration eye-tracking measurements. The much broader variety of po-

tential eye-tracking measures (concerning the underlying specific research questions) should be 

taken into account (Holmqvist et al., 2011; Holmqvist & Andersson, 2017). For example, cog-

nitive load might be measured by considering saccadic peak velocity (Di Stasi et al., 2011), 

time to first fixations might be an indicator for visual attention to cues and hints in serious 

games (Conati et al., 2013), and saccade paths (Wu et al., 2014) might be calculated for further 

insights into behavioural differences and performance predictions. 

To analyse eye-tracking data, group comparisons between experts and novices or high-perform-

ing and low-performing groups are often computed using common statistical methods such as 

t-test, (M)ANOVA, or non-parametric Mann-Whitney-U. Patterns between groups are exam-

ined with heat maps and lag sequential analyses, by mostly using discrete behaviour codes, or 

common k-means for clustering purposes. Recently, an increasing number of researchers have 

focused on individual differences in addition to the group level to account for random effects 

by applying linear mixed-effects models. This is relevant for eye-tracking research since eye 

movement data can vary between and within participants over time. The emphasis on the ap-

plication of mixed-effects models in reading research to analyse eye-tracking data (Catrysse et 

al., 2018) shows further potential for generalizing results of between-group comparisons while 

accounting for within-subject variances, and additionally, increases the power of statistical 

analyses (compared to common approaches such as ANOVA) when conducted for lower ag-

gregated levels (Baayen et al., 2008; Catrysse et al., 2018; Quené & van den Bergh, 2008). 

Finally, post-hoc performance predictions are the first attempts to develop multimodal learning 

analytics. However, these performance predictions are often performed as subsequent machine 

learning regression analyses, most of the reported accuracy scores seem to be currently not 

suited for practical implementation and are currently not integrated within the computer-based 

simulations for real-time assessments. Research out of the field of decision support systems 

(Causse et al., 2019) shows promising results to improve performance support.  

Similarly, using multimodal data channels seems promising for educational purposes by inte-

grating eye-tracking into systems of multimodal learning analytics (Cloude et al., 2022). In-
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sights from additional questionnaires, think-aloud protocols, log files, and other psychophysi-

ological measures have proven valuable next to eye-tracking data. Eye-tracking data combined 

with log file analysis and think-aloud protocols might be useful to validate each other and reveal 

further information about problem-solving processes (Stieff et al., 2011; van Gog, Paas, & van 

Merriënboer, 2005; van Gog, Paas, van Merriënboer, et al., 2005). Interestingly, Taub et al. 

(2017) found significant effects for the interaction term between gaze and log file data. They 

emphasize the use of multimodal data by stating “that our most significant results were those 

that included online trace data from both log files and eye tracking” (Taub et al., 2017, p. 651). 

In many cases, self-reporting is used as an additional measurement for data triangulation. In 

addition to eye-tracking, log files and facial expression recognition algorithms are also used. 

However, few studies use shimmer devices to detect electrodermal activity or practice concur-

rent thinking aloud. Studies on psychophysiological measures have shown to be valid indicators 

for problem-solving performance-related measures such as stress (Kärner et al., 2018). Self-

reports and log files are useful tools for data triangulation. However, sometimes changes in 

affective state are not consciously perceived and reported through self-reports but can be meas-

ured through facial expression recognition algorithms, as reported by Dubovi (2022). Also, log 

files show higher systematicity for expert behaviour through HMM scores introduced by Lee 

et al. (2019). To obtain these systematicity scores, a rigorous task analysis must be performed 

before computation. Overall, despite the rise of multimodal approaches, the recognition of fa-

cial expressions using algorithms, measuring electrodermal activity using shimmer devices, and 

concurrent (or retrospective, for a comparison see van Gog, Paas, van Merriënboer, et al., 2005) 

thinking aloud are rare in this sample and data synchronisation remains a challenging aspect of 

research when data is not collected within a single software, which is not always possible (e.g., 

when log files of educational data are protected on a separate and secured server). 

According to the “information reduction hypothesis” of Haider and Frensch (1996, 1999), de-

liberate practice helps learners to ignore redundant information and to focus more on relevant 

information. Thus, experts (and high performers) have learned through practice to distinguish 

relevant from irrelevant task information (F. J. Lee & Anderson, 2001) and to use efficient 

cognitive strategies through experience (van Merriënboer, 2013). This is also indicated by many 

studies in the sample. Similarly, low-performers or novices show shorter fixation times, more 

attention to similar but irrelevant AOIs, and lower visual accuracy. Performance in computer-

based simulations and problem-solving seems to be moderated by prior knowledge, which pos-

itively influences the interaction between simulations and information fixation. Lower prior 

knowledge relates to lower performance and more fiddling around (trial and error strategy). The 

effects of pausing in simulations (for the medical field) were found to increase performance, 
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whether those pauses were taken or not. Also, successful problem solvers tended to take 

knowledge from cues when they were given, which could be related to the use of an out-of-

screen gaze to pause or think, while unsuccessful participants got stuck in a loop between read-

ing cues and an out-of-screen gaze.  

Recently, some work has been done on the post hoc analysis of multimodal features such as 

eye-tracking and facial expression recognition data as well as log data for performance predic-

tion. Interestingly, Emerson et al. (2020) state that that using more features for prediction comes 

at the cost of integrating more noise into the prediction, sometimes making a model's perfor-

mance worse by overfitting. Some regression-based approaches seem promising and could ex-

plain up to 67% of the total variance. Nevertheless, it is difficult to determine machine learning 

performance by metrics such as accuracy. Especially for the more typical unbalanced datasets, 

other evaluation metrics such as F1 scores (the harmonic mean of precision and recall) are 

typically reported in machine learning research. 

A major limitation of any literature review is publication bias. By addressing more than one 

database and a broad search term, as well as additional reference checks, we attempted to chal-

lenge publication bias appropriately. Despite these efforts, it is still possible that there is litera-

ture available but was not found. Though a review must aim to be all-inclusive, it may not 

always be possible. A single researcher performed most of the selection procedures. However, 

acceptable kappa values were calculated for a small number of studies between the two inde-

pendent coders. Generalisability is not provided over a broad range of domains and tasks. There 

are shortcomings in the representation of countries and samples. Studies from Western coun-

tries are mainly represented within this sample. Also, we want to underline that high performers 

and experts are not the same (performance-based vs. criteria-based selection). A major short-

coming of this review is the limited number of studies analysed. Thus, we stick to a narrative 

scoping review but can give no information about the overall statistical effect due to sample 

restrictions and the heterogeneity in terms of study designs and dependent variables. 

Future research might conduct a more systematic review and meta-analysis, particularly on the 

relationship between performance differences and eye movement measures. So far, within this 

specific subfield of interest, not enough studies were conducted and published to further exam-

ine such relationships. Thus, one advantage of this review is that we show the diversity of eye-

tracking as a data collection method as well as different analysis techniques to foster eye-track-

ing research for VET domains, where computer-based simulations gain increasing relevance 

for education. This review supports eye-tracking as a data collection method for studying be-
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havioural patterns in learning processes. Further studies should collect experiences during prob-

lem-solving processes (Rausch et al., 2019) and learning-related emotions by examining affec-

tive states through facial expression recognition (Munshi et al., 2020). Finally, there is a general 

research gap for eye-tracking studies and behavioural analysis in vocational education and train-

ing, and more precisely a vast lack of studies in the field of business education. 
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6 Visual attention while solving economic learning tasks using dynamic, 

interactive graphs – An eye-tracking study 

Study 4 is prepared for submission in ‘The Journal of Economic Education’.12 

6.1 Abstract 

In economic education, price-quantity graphs are often used to visualize the interplay of supply 

and demand. Research in multimedia learning in general and learning with visualizations in 

particular is widespread. However, research in the domain of economic education focusing on 

learning with static versus dynamic, interactive graphs is sparse. Interacting with dynamic 

graphs might increase engagement with the content and therefore foster learning. We investi-

gate how economic education students (n = 31) at a German university learn with static and 

dynamic graphs by analyzing their gaze behavior. We use eye tracking while students are solv-

ing single-choice learning tasks with price-quantity graphs. Analyzing students’ visual attention 

and task performance, we found that their mean performance was higher on tasks where they 

could use dynamic graphs compared to tasks where they worked with static graphs. Differences 

between static and dynamic graphs in students' visual attention were found with respect to av-

erage fixation duration. In addition, total fixation duration predicted performance on exercises 

with dynamic graphs (when controlling for students’ prior knowledge and attitude towards eco-

nomic models). Our results suggest that dynamic graphs support knowledge retrieval better than 

static graphs in a learning environment for economic education. 

Keywords: technology-enhanced learning; learning with visualizations; economic education; 

eye tracking 

6.2 Introduction 

Learning designs for economic education have changed, partly in response to the COVID-19 

pandemic, and have become increasingly digital (Chaudhury, 2023). Price-quantity graphs are 

widely used in the classroom to teach basic economic principles at all levels of upper-secondary 

education (Friebel-Piechotta, 2022), for instance, to illustrate the relationships between supply 

and demand, to demonstrate how the price mechanism works under certain conditions (e.g., for 

different market structures, under different elasticity assumptions or in the presence of external 

 
12 Note: The chapter headings, figures, and tables of the published version have been numbered according to the 

numbering of this thesis. Minor changes or deviations from the final publication are possible. Spelling and gram-

mar have been adjusted to American English standards. Any misspellings and typographical errors detected in the 

course of a further thorough proofreading have been corrected. 
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shocks), or to explain the welfare implications of economic decisions (e.g., to discuss changes 

in consumer and producer surplus due to government policies). Learning materials, including 

price-quantity graphs, are designed to visualize relationships in the neoclassical supply and de-

mand model and to help learners build a mental representation of basic economic concepts. 

Supply and demand functions are both represented as a line (or curve) on a static graph that 

shows the aggregated behavior of buyers and sellers in a market for goods and services with 

prices and quantities on the axis. Changes in the market can cause shifts in supply or demand, 

and the graph helps visualize the effects of different conditions on market equilibria, prices, and 

quantities. 

In digital learning environments, graphs can be implemented in ways that allow for an interac-

tive engagement with dynamically displayed content. These dynamic contents are particularly 

beneficial for learning when learners can interact with and control the presentation (Tversky et 

al., 2002). Compared to static formats, dynamic ones, such as videos and animations, are par-

ticularly good at illustrating change over time (Ploetzner & Lowe, 2004). There is an ongoing 

debate about whether static graphics or animations are more suitable for learning and which 

conditions, e.g., design or learner characteristics, could be relevant (Zhuang & Liu, 2022). The 

learning environment used in this study, enhanced by both static and dynamic, interactive 

graphs within the field of economic education, was designed to improve economic knowledge 

by allowing students to interact with dynamic graphs (Findeisen et al., 2022). Working with 

dynamic interactive graphs can increase engagement with the material and therefore support 

learning processes (e.g., Rodgers et al., 2023). However, dynamic interactive graphs also place 

greater demands on the working memory, e.g. when redundancies occur (Kalyuga & Sweller, 

2014). Although the use of dynamic graphs in instructional design is widespread, mixed results 

have been found in the past. Dynamic graphs can be useful in learning but may be more effec-

tive when it comes to motor tasks or mimicking human movements (Höffler & Leutner, 2007; 

Van Gog et al., 2009). The visual processing of graphs during problem solving and learning is 

an ongoing topic in research (Ruf et al., 2023).  

Studies show that young adults lack economic literacy not only in the U.S. (Walstad & Rebeck, 

2001) but also in Germany (Happ, Förster, et al., 2016; Happ, Zlatkin-Troitschanskaia, et al., 

2016). Hence, understanding students’ learning processes and identifying instructional ele-

ments that foster learning in economics is of high importance. The aim of this study is to inves-

tigate differences in visual attention when solving economic learning tasks in a learning envi-

ronment with static and dynamic, interactive price-quantity graphs. In this regard, we contribute 
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to a better understanding of the added value of interactive dynamic graphics compared to static 

graphs. 

6.3 Theoretical background 

In multimedia learning, i.e., learning from words and pictures (Mayer, 2021), visualizations are 

a critical component alongside verbal or written instruction to support and enhance learning in 

a variety of subjects and professions. Task-supporting visualizations can illustrate concepts and 

relationships to learners in a different way than words and formulas, helping learners build 

multiple mental representations (Schnotz & Bannert, 2003). According to the cognitive theory 

of multimedia learning, learning environments designed in the way the human mind works can 

lead to more successful learning, i.e., the acquisition of integrated and transferable knowledge, 

as opposed to rote learning (Mayer, 2021). The theory draws on several cognitive theories and 

is based on three assumptions. First, the cognitive theory of multimedia learning is based on the 

dual coding theory (Paivio, 1990), which states that humans process visual and auditory infor-

mation in separate channels (Sorden, 2013). Second, according to the cognitive load theory 

(Sweller et al., 1998, 2019) and the working memory model (Baddeley, 1997), the amount of 

information that can be processed in each channel is thereby limited in its capacity (Sorden, 

2013). Finally, during learning, the human mind is assumed to be an active learner, engaged in 

processing information by selecting, organizing, and integrating presented material to construct 

mental representations (Mayer, 2021; Sorden, 2013).  

Individual learners' characteristics, such as psychological, behavioral, and attitudinal aspects, 

affect the learning process (Nakayama & Santiago, 2012). Attitude is characterized as a predis-

position or tendency to evaluate something in a particular way (Seel, 2012), representing the 

degree to which an individual has a favorable or unfavorable view of something (e.g., attitude 

towards ICT or economic models). Moreover, a learner’s working memory has a significant 

impact on the learning process. However, the most important factor influencing learning is prior 

knowledge (Kalyuga, 2013). Multimedia presentations that are effective for learners with little 

knowledge may be less effective as learners acquire more specialized knowledge. 

Among other online measures of the learning process (e.g. concurrent think-aloud, observa-

tions, brain imaging techniques), eye-tracking is an unobtrusive and suitable approach for re-

cording individual learning behavior. When analyzing visual attention in multimedia learning 

environments, eye tracking can provide valuable insights for the design of computer-based 

learning and assessment environments (Jarodzka et al., 2017). Eye tracking is a research method 

to record eye movements (Duchowski, 2017; Holmqvist et al., 2011). The most common basic 
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eye movements are fixations and saccades. A fixation refers to the state when the eyes are still, 

while a saccade refers to the movement of the eyes between fixations. The cognitive processes 

underlying multimedia learning can be associated with eye movement measures (Alemdag & 

Cagiltay, 2018). For example, selecting information can be associated with the time of the first 

fixation on a particular area of interest (AOI), while organizing information can be associated 

with the average fixation duration on an AOI, and integrating can be associated with the number 

of transitions between text and images. Visual attention to organize information is considered 

a critical part of learning. This is because longer fixations are generally associated with deeper 

processing (Holmqvist & Andersson, 2017) and therefore indicate greater engagement with the 

material.  

6.4 State of research 

Learning effectiveness of visualizations 

Since the 1990s, static diagrams have been widely used to teach economic principles, and the 

effects of presented and self-drawn diagrams on learning have been studied in economics edu-

cation (Cohn & Cohn, 1994; Hoyt & McGoldrick, 2019), along with algebraic formulas (Zet-

land et al., 2010) and verbal instructions (Kourilsky & Wittrock, 1987). Empirical findings on 

the promotion of learning through graphs presented by the teacher are unclear (Cohn et al., 

2001). The extent to which basic economic principles can be acquired when learning with 

graphs seems to depend on individual differences and can be facilitated by prior knowledge, 

mathematical preferences and attitudes towards graphs (Cohn et al., 2004; Hill & Stegner, 

2003). In addition, students often find it difficult to draw accurate graphs (Cohn & Cohn, 1994), 

so they may not benefit from drawing graphs. While advanced teaching methods, like simula-

tions of the dynamic behavior of economic systems (Sierra, 2020; Wheat, 2009), help to demon-

strate complexity, it is essential to first understand the fundamental principles.  

The learning effectiveness of static images versus animations has been studied in educational 

research for some time (Rieber, 1991). Animations are particularly conducive to learning when 

learners can interactively engage and control the representation themselves (Tversky et al., 

2002). A meta-analysis by Höffler and Leutner (2007) showed an overall substantial advantage 

(d = 0.37) of animations over static pictures. Similarly, Berney and Bétrancourt (2016) found 

an overall positive effect of animations over static graphics (g = 0.23). In addition, the positive 

effect was moderated when the speed was predetermined by the system, when it was coupled 

with auditory comments, and when the animations did not include accompanying text. How-

ever, the effectiveness of an animation depends largely on its representational role (i.e., the 
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animation is related to the topic to be learned and is not intended to be decorative) and on an 

adequate level of realism. Animations seem to be most effective for the acquisition of proce-

dural-motor knowledge, but also for declarative knowledge and problem-solving (Höffler & 

Leutner, 2007). In addition, a meta-analytic review of the influence of learners' spatial ability 

on performance shows a moderate advantage for learners with high levels of spatial ability 

when working with visualizations (Höffler, 2010). 

Visual attention to graphs (in economic education) 

Research on the effectiveness of multimedia learning environments using eye tracking is grow-

ing (Alemdag & Cagiltay, 2018), and unique contributions on perceptual processing can be 

expected from research on graphs in multimedia learning using eye tracking (Mayer, 2010). In 

STEM, graph comprehension is a frequently studied area of research, with visual attention often 

analyzed in eye-tracking studies (Klein et al., 2019; Tsai et al., 2011).  

A systematic review of differences between expert and novice visual processing of graphs dur-

ing problem solving and learning (Ruf et al., 2023)13 showed that the most frequently reported 

eye-tracking measures were dwell time, fixation duration, fixation count, transitions (between 

AOI), and saccades. Most studies report only a single measure and refer to line graphs in STEM. 

Overall, experts pay more attention to relevant information and less to irrelevant information, 

consistent with the information-reduction hypothesis (Haider & Frensch, 1999). In addition to 

working memory, and prior knowledge assessments, studies often use performance indicators 

to determine expertise. 

Ruf et al. (2023) identified four studies on graphs in the domain of economics using eye-track-

ing data (Brückner et al., 2020; Peebles & Cheng, 2003; Richter et al., 2021; Vila & Gomez, 

2016). To the best of our knowledge, no further studies exist. Brückner et al. (2020) investigated 

graph comprehension of line graphs in different contexts for physics and economics students 

over the course of a semester (14 weeks). The results indicate domain-specific, contextual, and 

conceptual differences in the development of graph comprehension over time, as well as suc-

cessful transferability across contexts and concepts. However, no differences in total dwell time 

were found between domain experts (economics students) and non-experts (physics students). 

Peebles and Cheng (2003) analyzed the complex interaction behavior of people with visual 

displays and graphical user interfaces in an economic line graph reasoning task. They compared 

eye movement data with an optimal scan path and show that the paths assumed in the task 

 
13 Ruf et al. (2023) point out that the definition of expertise was not consistent across studies. 
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analysis approximate the sequences of saccades made by individuals. Additionally, their cog-

nitive architecture models replicate response latencies and scan paths using an adapted version 

based on Adaptive Control of Thought-Rational (ACT-R). Richter et al. (2021) replicated the 

effect of prior knowledge on learning supported by visual aids. The use of instructional aids in 

learning materials benefits novices but does not support, and may even hinder, the knowledge 

acquisition of experts (expertise reversal effect; Kalyuga, (2013). As expected, an effect was 

found, which could be explained by the students' level of prior knowledge and the time to first 

fixation on the graphs. Experts (high prior knowledge) looked at graphs later than students with 

low prior knowledge. Vila and Gomez (2016) analyzed differences in visualization strategies 

between subjects when answering a question related to an economic bar graph. The main dif-

ference in visualization strategy was that experts (high performers) spent more time on relevant 

AOIs compared to low performers. Overall, these findings underscore the complexity of visual 

information processing and the important role that prior knowledge and expertise play in how 

individuals interact with and interpret graphical data. 

6.5 The present study 

We made use of a web-based learning environment designed as a self-learning tool for learners 

of economics. For the purpose of this study, we slightly modified the environment by omitting 

the instructional material, as the participants already had prior knowledge of economics. They 

had to rely solely on the static and dynamic, interactive graphs to complete the tasks. In princi-

ple, the learning environment also allows to offer content for beginners, but this was not in-

tended in this study due to the prior knowledge of the learners. Hence, participants received two 

sets of similar learning tasks on the general topic of supply and demand that contained both a 

static and a dynamic graph of the supply-and-demand model. Students were prompted to use 

these models to answer a series of single-choice items related to the tasks. For this study, we 

use performance data on learning tasks implemented in the learning environment: one compar-

atively easy task set on supply and demand shocks and one more complex task set on state 

interventions on the housing market. To clarify this distinction, we refer to them as simple and 

difficult task sets based on solution rates. Both task sets followed the same sequence. First, 

students were presented with a scenario description and used a static graph of a supply-and-

demand model from which they were asked to derive effects on market parameters. Students’ 

answers to the single-choice items were logged in. Subsequently, they received the same prob-

lem presented with a dynamic graph of the supply and demand model. Figure 6-1 illustrates a 

dynamic graph for the learning task on a state intervention on the housing market (difficult 
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task). Students were able to change the slope of the supply and demand curves, as well as ma-

nipulate the maximum price, to answer several tasks about the impact on supply and demand, 

the welfare of producers, consumers, and total welfare. Using the reset button, learners could 

return to the initial situation at any time. Hence, the analysis relies on two different tasks with 

two different visualization forms each. Detailed description for both task sets, including an ex-

ample item, can be found in the Appendix. Followed by several single choice questions, for 

example: ‘The sum of producer and consumer surplus... increases / remains unchanged / de-

creases’. 

 

Figure 6-1: Learning task with a dynamic, interactive graph that allows manipulation to answer several 

single-choice tasks (not in the picture). Note. Students could change the slope of the curves and set a maxi-

mum price (drag-and-drop at the red crosses) to see changes in the market and welfare. 

 

Following Ruf et al. (2023), three of the most prominent eye-tracking measures for graph anal-

ysis were examined in this study: dwell time (in sec), average fixation duration (in ms), and 

fixation count. We refer to Holmqvist and Andersson's functional operational taxonomy for 

eye-tracking measures (Holmqvist et al., 2011; 2017). A dwell is defined as a visit to an AOI 

for entry and exit, and total dwell time is the sum of dwell times (Holmqvist & Andersson, 

2017, pp. 535–538). Total dwell time indicates the overall allocation of attention and may be 

influenced by interest and novelty but may also indicate uncertainty or difficulty in extracting 

information. Average fixation duration can be defined as the time the eye remains still 
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(Holmqvist & Andersson, 2017, pp. 526–532). Fixations are determined by the fixation detec-

tion algorithm used. Longer fixations may indicate deeper processing of an AOI, while shorter 

fixations may indicate less processing difficulty for experts (Gegenfurtner et al., 2011). In ad-

dition, we measure the total fixation duration as the sum of all fixation durations. The total 

fixation duration is expected to determine the overall amount of visual attention allocated dur-

ing learning (Scheiter & Eitel, 2017). A systematic review found a generally positive link be-

tween the amount of attention allocated to relevant content and learning performance (Alemdag 

& Cagiltay, 2018). Last, fixation counts are the number of fixations counted in a given AOI 

(Holmqvist & Andersson, 2017, pp. 560–563). A higher number of fixations might indicate the 

importance of a stimulus, and more experienced subjects tend to have fewer fixations. 

Hypotheses 

In line with the theoretical background (Mayer, 2021), previous research on the learning effec-

tiveness of dynamic visualizations (Höffler & Leutner, 2007), and eye-tracking research on 

graphs (Ruf et al., 2023) in the field of STEM (e.g., Jiang et al., 2019; Tsai et al., 2011) and 

economics (e.g., Brückner et al., 2020), we expect differences in performance and visual atten-

tion depending on the stimuli visualization (static vs. dynamic, interactive graph). Thus, we 

formulate the following hypotheses: 

H1:  Students' performance in solving economic learning tasks is higher with dynamic graphs 

than with static graphs. 

H2:  Students' visual attention differs between dynamic and static graphs concerning eye-

tracking measures (dwell time, fixation duration, number of fixations). 

H3:  Total fixation duration on graphs predicts students’ task performance. 

Hypothesis H3 is examined for one selected eye-tracking measure only (fixation duration) due 

to high dependencies between the eye-tracking measures and resulting multicollinearity con-

cerns. We selected fixation duration based on its importance in indicating the overall amount 

of visual attention while working in the learning environment (Scheiter & Eitel, 2017). 

6.6 Methodology 

Participants 

We follow the reporting practices recommended by Carter and Luke (2020) as best practice for 

reporting on eye movement research. To test the hypotheses, we invited students in economics 

and business education to participate in an eye-tracking study under laboratory conditions. As 
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part of the curriculum at the study program where this study was conducted, students are re-

quired to participate as subjects in empirical research to gain insight into different research 

methods from a participant's perspective. Opportunities to fulfil these duties are offered regu-

larly throughout the program, and students can choose which study to participate in. A total of 

33 students (18 male, 15 female, 17 Bachelor's and 16 Master's students) participated in this 

study. All participants were previously enrolled in the ‘Introduction to Economics’ course. All 

participants had normal or corrected-to-normal visual acuity and no history of eye disease. One 

participant was excluded due to poor data quality and another due to outlier detection on the 

eye-tracking data, leaving n = 31 participants. 

Apparatus 

The experiment was conducted using a Gazepoint GP3 HD remote eye-tracking device at a 

sampling rate of 150 Hz with a viewing angle of ~1° visual accuracy. Precision information is 

not provided by the manufacturer, but research suggests that the eye-tracking device is compa-

rable to competing systems (Cuve et al., 2022). This precision is sufficient for the purpose of 

our study. Both eyes were tracked. The lab includes an external monitor (23-inch, 1920x1080 

resolution) and an external mouse and keyboard in a dual-screen setup. We did not use a 

chin/head rest because the head movement range of the device covers most of the natural head 

movement behavior (35 cm horizontal x 22 cm vertical). The size of the stimuli was approxi-

mately the same in the dynamic learning environment. Participants were seated at a viewing 

distance of 65 cm from the monitor. iMotions (2023) was used for stimulus presentation and 

data collection. 

Instruments 

Prior knowledge was measured using seven pertinent items from the Test of Economic Literacy 

IV (Walstad et al., 2013) in the adapted German version (for further information see Happ, 

Förster, et al., 2016)14. In addition, attitude was measured by reframing a five-item subscale on 

general attitude (towards ICT) towards economic models (Scherer et al., 2018). An example 

item is ‘I am interested in economic models.’ (α = .75). Finally, we calculated task performance 

as a dependent variable. Successful completion of a single choice question is rewarded with 

one point, which is added to an individual's performance rating and serves as a quantifiable 

measure of participants’ performance and proficiency in economics, with a maximum total of 

22 points possible. 

 
14 WiWiKom-Test. Copyright © 2014 JGU Mainz, FB 03, Wirtschaftspädagogik I, Mainz. All rights reserved. 

For more information visit http://www.wipaed.uni-mainz.de/ls/1085_ENG_HTML.php 
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Procedure 

On average, the experimental procedure took about 30 minutes per participant. Figure 6-2 il-

lustrates the procedure. Prior to the experiment, all participants were given a brief introduction 

to the procedure and some pre-experimental explanations regarding eye-tracking. Participants 

then voluntarily signed the informed consent form. Afterwards, eye calibration was performed 

using a nine-point calibration procedure. Calibration was repeated if the quality of the calibra-

tion led to a poor result. If calibration failed more than twice, participants were allowed to 

complete the study but were excluded from the data analysis and not included in this sample. 

Participants opened the web-based learning environment and were introduced to the learning 

environment itself, including the handling of dynamic graphs, via video instruction. They then 

answered the questionnaires and completed a series of economic learning tasks in the learning 

environment. Finally, the experimenter thanked the participants for their participation and asked 

them briefly about their impressions. 

 

Figure 6-2: The experimental procedure. Note. Activities in the learning environment are highlighted in 

dashed lines. 

  

Experimental introduction

Calibration

Introduction to the learning environment (video)

Test on prior knowledge and questionnaire on attitude

Task set 1 
(static graph)

Task set 1
(dynamic graph)

Task set 2
(static graph)

Task set 2
(dynamic graph; see Figure 1)

End of the experiment
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Data analysis 

Raw eye-tracking data were preprocessed using the I-VT (velocity-threshold identification) al-

gorithm (Olsen & Matos, 2012), with a standard velocity threshold setting of 30°/sec. We fur-

ther cleaned and processed our data in R (Version 4.3.2; R Core Team, 2023) and R Studio 

(Posit Team, 2023) using ‘tidyverse’ packages (Wickham et al., 2019) for data handling (wran-

gling, manipulating, and melting) such as ‘dplyr’ (Wickham et al., 2023). In addition, we used 

the ‘bestNormalize’ package (Peterson & Cavanaugh, 2020) to transform and standardize non-

normally distributed eye-tracking variables, analogous to Cloude et al. (2020). Similarly, we 

eliminated one participant using Grubb's test (1969) due to significant outlying observations in 

the eye-tracking data. 

To examine the hypothesis, whether students performed better on tasks with static graphs than 

on tasks with dynamic, interactive graphs (H1), we calculated two performance scores, one for 

tasks with static graphs and one for tasks with dynamic graphs. Performance scores represent 

the sum of correctly solved items. We conducted a one-tailed paired t-test to compare perfor-

mance between tasks with static graphs and dynamic graphs. To examine whether students' 

visual attention differed between dynamic and static graphs on eye-tracking measures (H2), 

repeated measures ANOVA were conducted for each eye-tracking measures (dwell time, fixa-

tion duration, number of fixations) on static and dynamic graphs and a post-hoc test on the task 

level was conducted. Finally, fixation duration per task was used as a predictor in multiple 

linear regression analyses as a measure of overall visual attention to the graphs to predict mean 

student performance on dynamic or static tasks (H3). Assumptions were checked for and vari-

ance inflation factors were acceptable. Additionally, Durbin-Watson tests have shown no criti-

cal violations of independence. Prior knowledge and attitudes towards economic graphs were 

included as control variables, as previous studies have shown that these variables (Cohn et al., 

2004; Hill & Stegner, 2003; Kalyuga, 2013) can have an impact on learning with graphs. No 

major correlations were found between the controls (prior knowledge, attitude) and the total 

fixation duration as additional predictor. 

6.7 Results 

Descriptives 

Table 6-1 summarizes individual scores per exercise to examine differences in performance 

across all tasks and graphs. Performance appears to be evenly distributed across participants. 

For the first task set (external shocks), there appears to be no difference at all between students’ 
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performance when working with static graphs and their performance when using dynamic, in-

teractive graphs. On average, participants successfully completed around 80% of the external 

shocks related items (easier task) for both types of graphs. For the second and more difficult set 

of tasks (government intervention) in terms of solution rates, there seems to be a small perfor-

mance advantage for dynamic graphs. On average, participants solved 60% of the single-choice 

tasks supported by the static graph and 70% of the tasks supported by the dynamic graph. 

Table 6-1: Performance Scores of Participants. 

 n Min Max M SD SE 

Static Graph 31 1 6 4.81 1.38 0.25 

Dynamic Graph 31 1 6 4.84 1.37 0.25 

Static Graph 31 1 5 3.00 1.32 0.24 

Dynamic Graph 31 1 5 3.52 1.46 0.26 

Note. The Min and Max values refer to the lowest and highest possible values as well as to the actual lowest and 

highest performance. 

Hypothesis testing 

We tested the differences in performance between the two sets of tasks (H1). No difference in 

performance was found in the first set of tasks (t(30) = 0.13, p = 0.45). The results for the second 

task set indicate a difference in performance between static and dynamic, interactive graphs. 

Performance on tasks supported by dynamic graphs (M = 3.52, SD = 1.46) was significantly 

higher than performance on tasks supported by static graphs (M = 3.00, SD = 1.32), t(30) = 

2.89, p < .01, d = 0.52. According to Cohen (1988), this can be interpreted as a medium sized 

effect. 

Regarding Hypothesis 2, whether visual attention differs between dynamic and static graphs 

concerning eye-tracking measures, the results indicate no significant differences between static 

and dynamic graphs for dwell time and number of fixations (Table 6-2). However, fixation 

duration was significantly different between static and dynamic graphs (p < .001, ηp² = 0.18), 

and partial eta square indicates a large effect size (Cohen, 1988). 

  



Visual attention in economics: Eye-tracking study 114  

Table 6-2: Repeated measurement ANOVA of eye-movement measures. 

Measures Type Static 

Graph 

Dynamic 

Graph 

F p ηp² 

Dwell Time (sec) 
M 

SD 

32.5 

13.0 

30.1 

14.8 
0.45 .508 - 

Fixation Duration 

(ms) 

M 

SD 

106 

11.3 

114 

12.9 
6.42 <.001 (***) 0.18 

Fixation Count 
M 

SD 

83.5 

41.2 

81.8 

47.2 
0.03 .867 - 

Note. Sphericity correction method: Greenhouse-Geisser 

To gain further insights into differences regarding fixation duration, we additionally conducted 

a post-hoc analysis at the tasks level. The results (Table 6-3) indicated that three of four pairwise 

differences between static and dynamic, interactive graphs were statistically significant (p < 

.05). However, the comparison between the easy task with static graphs and the complex task 

with dynamic graphs was not significant at the 5% level. In line with our hypothesis, no signif-

icant differences were found when comparing the two static graphs to each other or the two 

dynamic graphs to each other. 

Table 6-3: Post hoc analysis for Fixation Duration (ms). 

Metrics Comparison Estimate SE t p 

Fixation Duration 

(ms) 

Main Effect: 

SG – DG 

Task Level Con-

trasts: 

SG 1 – SG 2 

SG 1 – DG 1 

SG 1 – DG 2 

SG 2 – DG 1 

SG 2 – DG 2 

DG 1 – DG 2 

 

-7.7 

 

 

1.1 

-8.7 

-5.6 

-9.8 

-6.7 

3.0 

 

1.78 

 

 

2.64 

2.48 

2.25 

3.14 

2.31 

2.60 

 

-4.318 

 

 

0.410 

-3.493 

-2.506 

-3.108 

-2.907 

1.165 

 

<.001 (***) 

 

 

.9763 

<.01 (**) 

.0793 

<.05 (*) 

<.05 (*) 

.6531 

Note. SG = Static Graphs, DG = Dynamic Graph, SG 1 = Static Graph 1, SG 2 = Static Graph 2, DG 1 = Dynamic 

Graph 1, DG 2 = Dynamic Graph 2, p-value adjustment: tukey method 

Finally, Table 6-4 and Table 6-5 show the findings for the multiple regression analysis for static 

and dynamic, interactive diagrams respectively. Descriptive statistics for the final models can 

be found in the appendix (Table 6-6 and 6-7). In model 1a (F(2,59) = 6.87, p < .01), prior 

knowledge (β = .37, p < .01) significantly predicted mean scores for the tasks supported by 

static graphics, while attitude towards economic models (β = .18, p = .13) did not. The inclusion 

of total fixation duration in model 1b (F(3,58) = 4.60, p < .01) did not increase the total variance 
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explained; it was a non-significant predictor (β = .06, p = .62) for mean scores on the static 

graph tasks. In model 2a (F(2,59) = 9.91, p < .001), prior knowledge (β = .39, p < .01) and 

attitude (β = .26, p < .05) significantly predicts mean scores on the dynamic, interactive graph 

tasks. Including total fixation duration in model 2b (F(3,58) = 10.63, p < .001) significantly 

predicts (β = .33, p < .01) mean scores on the dynamic graph tasks (see Fig. 6-3). The final 

model explained 36% of the variance in the mean score for dynamic graphs (adjusted R² = 

32%). 

 

Figure 6-3: The predicted mean score for dynamic, interactive graphics exercises by average fixation dura-

tion (both standardized). 
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Table 6-4: Regression results using mean performance as the dependent variable. 

 Model 1a (static) Model 1b (static)  

 Predictors Estimate SE β t Estimate SE β t 

(Intercept) 0.49 1.22 - 0.40 0.33 1.26 - 0.27 

Prior Knowledge  0.32** 0.10 0.37 3.10 0.33** 0.11 0.39 3.09 

Attitude 0.59 0.39 0.18 1.52 0.62 0.40 0.19 1.56 

Total Fixation Durationa - - - - 0.10 0.20 0.06 0.50 

Adjusted R² - .16 - - - .15 - - 

F - 6.87** - - - 4.60** - - 

Note. a standardized coefficient. A significant Estimate indicates the β -weight is also significant. * Indicates p < .05. ** indicates p < .01. *** indicates p < .001.  
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Table 6-5: Regression results using mean performance as the dependent variable. 

 Model 2a (dynamic) Model 2b (dynamic)  

Predictors Estimate SE β t Estimate SE β t 

(Intercept) 0.06 1.12 - 0.05 -0.74 1.08 - -0.68 

Prior Knowledge  0.32** 0.09 0.39 3.42 0.33*** 0.09 0.39 3.67 

Attitude 0.82* 0.36 0.26 2.27 1.09** 0.35 0.34 3.11 

Total Fixation Durationa - - - - 0.51** 0.17 0.33 3.05 

Adjusted R² - .23 - - - .32 - - 

F  - 9.91*** - - - 10.63*** - - 

Note. a standardized coefficient. A significant Estimate indicates the β -weight is also significant. * Indicates p < .05. ** indicates p < .01. *** indicates p < .001. 
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6.8 Limitations 

This study has several limitations. While there are some indicators of prior knowledge for our 

students, it must be clear that no ceiling effect was found for the participants performance and 

that the participants of the study are learners rather than experts. Most of them do not take 

economics classes beyond the mandatory ones in the curriculum. In addition, the tasks were not 

randomized, but each set of tasks had the same sequence: static graphs were presented first and 

dynamic graphs second. Consequently, this study can yield information about the additional 

value of dynamic graphs on students’ performance. When interpreting the results, one has to 

keep in mind that the task as well as the single-choice items students should answer were the 

same across each of the two sequences. The element that was added in the second step was the 

possibility to interactively engage with a dynamic graph. Moreover, tasks were built in from 

easier to more difficult ones and subjective ratings were chosen for the difficulty of the tasks, 

but the solution rates support this differentiation. Additionally, regarding the metrics obtained, 

Negi and Mitra (2020) point out that the arithmetic mean of fixation durations, which is one of 

the most commonly reported metric for eye-tracking research with graphs, may not be the op-

timal fixation duration metric. They suggest models of fixation durations where the number of 

fixations over different temporal ranges are used. Furthermore, Kosel et al. (2023) show in an 

eye-tracking study of professional vision that the chosen velocity threshold parameter can be 

altered and, in the worst case, bias the results of an eye-tracking study. However, as reported, 

we stick to the standard values for identifying fixations. In addition, while we follow the stand-

ard recommendations for fixation classification in this study, classification rules play an im-

portant role in the merging and selection of fixation candidates (Hooge et al., 2022). Other eye-

tracking measures also did not show significant within-subject differences, so we maintain fix-

ation duration as the metric of choice for further analysis. This may be attributed to the low-

stakes test environment. In addition, this study did not focus on transfer performance, i.e., we 

did not include a subsequent transfer test of performance, but rather focused on retention and 

solving the single-choice items. A delayed post-test would be needed to see if long-term learn-

ing effects occurred. The students' eye movement behavior may be explained by the low-stakes 

test environment, which they viewed as a chore for program credit, leading to a low level of 

engagement. 

6.9 Discussion 

Previous research suggests that there is an urgent need for economic education (Walstad & 

Rebeck, 2001) due to a lack of economic knowledge as a prerequisite for making well-informed 
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life decisions. The described learning environment is supported by static and dynamic, interac-

tive graphics. Thus, this paper investigates performance and the visual attention when using 

static and dynamic, interactive graphs of price-quantity graphs to solve economic tasks for eco-

nomic and business education students. This paper can, therefore, provide insights regarding 

the additional value of dynamic graphs compared to static graphs with respect to performance 

on economic learning tasks. Using eye tracking as an unobtrusive measure of students' learning 

behavior, we observe and analyze students' visual attention as they solve learning tasks in a 

multimedia learning environment. 

In a first step, performance differences were analyzed and students' overall performance in 

solving economic learning tasks was higher for exercises with dynamic, interactive graphs com-

pared to static graphs. However, the effect was only significant for the more difficult task set. 

Therefore, while hypothesis 1 can be partly supported, it must be emphasized that these findings 

need to be further investigated. However, these results are consistent with previous research in 

this area. Research in mathematics education has shown that dynamic graphs help students to 

reason better when solving mathematical problems (Lassak, 2009), which could explain the 

significant findings for the more difficult tasks, as these require also more reasoning to solve 

the learning tasks. Overall, previous research suggests these moderate advantages of dynamic 

visualizations over static visualizations in learning (Höffler & Leutner, 2007).  

Next, differences in the visual attention of economic education students while solving economic 

learning tasks were measured using eye tracking. The most prominent eye-tracking measures 

(dwell time, fixation duration, number of fixations) for analyzing graphs (Ruf et al., 2023) were 

examined, and significant differences in average fixation durations for visual attention to dy-

namic and static graphs were found. Subjects fixated on dynamic graphs on average signifi-

cantly longer than on static graphs, and task level comparisons show that this is the case for 

most of the comparison between static and dynamic graphs. Based on these results, hypothesis 

H2 can be supported. In general, participants did not spend much time fixating on the graph 

while solving the tasks. The amount of time spent on the actual graphs is rather low and espe-

cially fixation counts, and average fixation durations indicates a fast visual processing of the 

presented material. In the literature, average fixation durations between 90 and 150 ms, as ob-

served in this study, are sometimes referred to as express fixations (Holmqvist & Andersson, 

2017) or ambient fixations (Negi & Mitra, 2020), which, according to the literature, are usually 

not associated with deep cognitive processing, but rather indicate simple cognitive processes 

on visual targets. Longer fixations (150 - 900 ms) allow for more complex cognitive operations, 

as we would have expected for these tasks. For example, average fixation durations for visual 
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search tasks are expected to be in the range of 180 - 275 ms, while those for reading are expected 

to be 225 - 250 ms (Rayner & Castelhano, 2007). 

Several factors could explain the rather short average fixation durations observed in this study. 

First, the familiarity with the material and task type may have contributed to this behavior. 

Many of the participants in this study had a certain amount of prior knowledge about the subject. 

A meta-analysis of expertise effects on visual comprehension by Gegenfurtner et al. (2011) 

confirmed that experts had shorter fixation durations, more fixations to relevant areas, and 

fewer fixations to irrelevant areas than novices. Experts also showed selective attention through 

parafoveal processing. In contrast, explicit findings on expertise effects on visual attention to 

graphs by Ruf et al. (2023) report mixed results for fixation durations. For instance, Ahmed et 

al. (2021) report longer fixation durations on average, but experts spend less time on the graph 

than non-experts. Another reason can be related to the effect of visualization features that in-

fluence visual attention. For dynamic visualizations, experts show more fixations of shorter 

duration compared to novices who tend to show the same behavior for static visualizations 

(Gegenfurtner et al., 2011). 

Finally, total fixation duration was included as a predictor in multiple regression to see if the 

metric can predict performance. Total fixation durations predicted students' mean performance 

on tasks supported by dynamic, interactive graphs, while this was not the case for static graphs. 

Total fixation duration can explain a substantial fraction of the variation in performance, indi-

cating its relevance in examining learning processes. However, we did not expect to find a 

significant prediction only for performance on tasks supported by dynamic graphics. Thus, hy-

pothesis H3 can only be partially supported. This could be due to the fact that the students are 

familiar with static diagrams from relevant lectures.  

Additionally, research from more complex learning environments such as serious games sug-

gests that combining different data streams, such as log file data combined with gaze data, can 

explain a substantial proportion of the variance in performance (Taub et al., 2017), and that 

machine learning models that implement multimodal data for selected features, such as gaze 

behavior and facial expressions, can be helpful to predict different performance groups (e.g., 

Emerson et al., 2020). Future research should provide more meaningful incentives for partici-

pation or target vocational students or university students from non-economic and business dis-

ciplines unfamiliar with the material. These participants are likely to approach the task with 

more deliberation, potentially revealing more pronounced differences in visual attention. 
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7 Prompt text classifications with transformer models! An exemplary 

introduction to prompt-based learning with large language models 

Study 5 was published in November 2022 in ‘Journal of Research on Technology in Education’. 

The publication is available at https://doi.org/10.1080/15391523.2022.2142872. Reproduced 

with permission from Taylor & Francis. 15 16 

7.1 Abstract 

This study investigates the potential of automated classification using prompt-based learning 

approaches with transformer models (large language models trained in an unsupervised man-

ner) for a domain-specific classification task. Prompt-based learning with zero or few shots has 

the potential to (1) make use of artificial intelligence without sophisticated programming skills 

and (2) make use of artificial intelligence without fine-tuning models with large amounts of 

labeled training data. We apply this novel method to perform an experiment using so-called 

zero-shot classification as a baseline model and a few-shot approach for classification. For com-

parison, we also fine-tune a language model on the given classification task and conducted a 

second independent human rating to compare it with the given human ratings from the original 

study. The used dataset consists of 2,088 email responses to a domain-specific problem-solving 

task that were manually labeled for their professional communication style. With the novel 

prompt-based learning approach, we achieved a Cohen’s kappa of .40, while the fine-tuning 

approach yields a kappa of .59, and the new human rating achieved a kappa of .58 with the 

original human ratings. However, the classifications from the machine learning models have 

the advantage that each prediction is provided with a reliability estimate allowing us to identify 

responses that are difficult to score. We therefore argue that response ratings should be based 

on a reciprocal workflow of machine raters and human raters, where the machine rates easy to 

classify responses and the human raters focus and agree on the responses that are difficult to 

classify. Further, we believe that this new, more intuitive, prompt-based learning approach will 

enable more people to use artificial intelligence. 

 
15 Acknowledgement: Prompt text classifications with transformer models! An exemplary introduction to prompt-

based learning with large language models, by Christian W. Mayer, Sabrina Ludwig and Steffen Brand, published 

in ‘Journal of Research on Technology in Education’ © copyright # [2022], reprinted by permission of Informa 

UK Limited, trading as Taylor & Taylor & Francis Group, http://www.tandfonline.com. 
16 Note: The chapter headings, figures, and tables of the published version have been numbered according to the 

numbering of this thesis. Minor changes or deviations from the published paper publication are possible. Spelling 

and grammar have been adjusted to American English standards. Any misspellings and typographical errors de-

tected in the course of a further thorough proofreading have been corrected. 
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7.2 Introduction 

Artificial intelligence (AI) is expected to impact education significantly. One major conse-

quence is seen in the need to rethink the role of teachers (see Popenici & Kerr, 2017). Speech 

recognition, text translation, and product recommendations are just a few examples of ubiqui-

tous AI algorithms. In the last twenty years, new AI technologies have emerged, and research 

on AI in Education (AIED) has evolved from teacher-centered and technology-based design 

research to student-centered research focused on learner profiles and individual learning ana-

lytics (Guan et al., 2020). AIED can be defined, among many other definitions, as “computing 

systems that are able to engage in human-like processes such as learning, adapting, synthesiz-

ing, self-correction and use of data for complex processing tasks” (Popenici & Kerr, 2017, p. 

2). In this paper, we demonstrate a novel method for AIED to work with large language models 

without training data for a scoring task. 

Scoring of open text answers is a time-consuming complex processing task that is often con-

sidered a major burden among professionals. Automated Essay Scoring (AES) can be a helpful 

and time-saving tool to support the assessment of student work. AES tools typically extract 

general natural language processing (NLP) features such as the length of a sentence, the number 

of capitalized words, or domain-specific features such as similarity or frequency of individual 

words (Attali & Burstein, 2006; Ifenthaler, 2014, for a comprehensive review see also Ifen-

thaler, 2022). AES research relies on supervised machine learning algorithms, such as support 

vector machines (Bin & Jian-Min, 2011; Yamamoto et al., 2018) or deep neural networks 

(Liang et al., 2018; Taghipour & Ng, 2016) that are trained on task-specific datasets including 

thousands of domain-specific text examples and handcrafted labels. Moreover, such AES tools 

are developed by experts and computer scientists for specific tasks and are pretty expensive. 

Therefore, AES tools are mainly used in large-scale assessments. In 2017, a new type of ma-

chine-learning model, called ‘Transformer’ (Vaswani et al., 2017), was introduced by Google 

Brain. Since then, transformer models have been outperforming previous state-of-the-art deep 

learning models on NLP tasks and have become the dominant model architecture in NLP 

(Brown et al., 2020; Radford et al., 2019; Vaswani et al., 2017; see also paperswithcode.com 

for current state-of-the-art research). Transformers are large language models trained to recog-

nize patterns in natural language. To do so, they use a self-attention mechanism that enables a 

better understanding of words in context that outperforms non-transformer models in a wide 

variety of NLP tasks (Gillioz et al., 2020; Qiu et al., 2020). The model architecture has even 
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adapted to and proven superior in related AI fields such as computer vision (Han et al., 2022). 

The advantages of transformers resulted in a significant shift towards using pre-trained lan-

guage models (LM). These models are trained on a tremendous amount of unlabeled data (un-

supervised learning). Subsequently, they are usually fine-tuned (a common practice in deep 

learning to adjust a model on a specific task and domain) with several thousand training exam-

ples including text and labels (supervised learning) to downstream tasks, such as domain-spe-

cific text classification or text generation. Despite the clear advantages of transformers and the 

recent shift to transformer models, the need for large amounts of fine-tuning data, proficient 

programming skills, and a deeper understanding of neural networks is essential, makes it diffi-

cult to adapt the application to practice-oriented fields such as educational research and prac-

tice. 

Recently, prompt-based learning, a less technical no-code approach to ‘instruct’ large language 

models on a given task, has shown promising results (see, for example, Brown et al., 2020). 

Prompts are short pieces of texts in natural language that can include examples of the task to be 

completed (few-shot learning) or just an instruction without examples (zero-shot learning; Yin 

et al., 2019). A simple zero-shot text classification prompt might, for example, look like this: 

Text: This is a fantastic soccer game! 

Sentiment (Positive, Negative): 

Where ‘This is a fantastic soccer game!’ is the text that is to be classified according to its sen-

timent. The task of the language model is then to continue the overall prompt input with the 

most likely word (or often words). For the given example, the language model would, based on 

the millions of texts it has been trained on, estimate that the words ‘Positive’ and ‘Negative’ 

have the highest probabilities to follow in such a text, and since the text before was very positive 

and sentiment apparently plays a role, it will predict the word ‘Positive’ the highest probabil-

ity17. This approach allows people to use AI even without programming skills. However, the 

challenge is now to design prompts in a meaningful way (prompt engineering). In this paper we 

demonstrate the use of prompt design for text classification and investigate its potential with a 

brief experiment on a domain-specific and practice-relevant classification task. More precisely, 

we investigate to what extent a prompt-based learning approach can yield results comparable 

 
17 Try this example for yourself. We have created an interface with a simple demo app: https://hugging-

face.co/spaces/chrismay/Sentiment-demo-app (Please be patient until the model is loaded) 
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to an approach based on fine-tuning a model with a large amount of task-specific training data 

(Ludwig et al., 2021). To do so, we use a dataset of a domain-specific problem-solving task, 

which was manually labeled for their professional communication style. Word choice and sen-

tence structure variety can be considered as one (of many) dimension-specific AES tasks (Ke 

& Ng, 2019). Since there is as yet little research on the potential of transformer-based language 

models and particularly prompt-based learning in the context of educational NLP tasks, we 

investigate the following questions: 

(1) To what extent does prompt-based learning with current state-of-the-art language mod-

els utilizing zero- and few-shot prompts provide reliable results for assessing politeness 

in an automated text scoring task? 

(2) To what extent does prompt-based learning provide comparable results to a fine-tuned 

language model? 

(3) What is the potential of machine ratings to improve human ratings? 

Before doing so, we first consider work related to the field of text classification using prompt-

based and fine-tuning approaches for language models. Second, we describe the methodological 

approach of prompt-based learning in more detail. Thereafter, we describe the study design and 

report its results. Finally, we discuss both the potential and limitations of this methodological 

approach. 

7.3 Related Work 

With the rise of, and increasing attention on, pre-trained language models (PLM) such as GPT 

(Generative Pre-trained Transformer; see Radford et al., 2018, 2019), BERT (Bidirectional En-

coder Representations from Transformers; see Devlin et al., 2018) or XLNet (Z. Yang et al., 

2019), initial successful experiments on prompt-based learning with the so-called transformer-

based language models have been conducted (P. Liu et al., 2021; Schick & Schütze, 2021a). 

Studies have shown that training and fine-tuning very large language models (e.g. with 10B 

parameters) is often difficult for independent researchers, requires high computing power and 

thereby incorporates a high carbon footprint (Schick & Schütze, 2021b). In contrast, using 

PLMs with prompt-based learning can make predictions without task-specific fine-tuning (X. 

Liu et al., 2021) and in a low resource setting (T. Gao et al., 2021). 

Originating in text generation tasks, prompt-based learning for classification-based tasks has 

only recently become popular in NLP (P. Liu et al., 2021). One of the first experiments was 

conducted by Puri and Catanzaro (2019) on GPT-2. They investigated the model’s performance 
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using a zero-shot approach for six different classification tasks. Using prompt-based learning, 

the performance improved up to 45% compared to random or majority class baselines. 

In another study, Yin et al. (2019) combined a so-called ‘BERT model’ (Devlin et al., 2018) 

for binary text classification with zero-shot prompting. To do so, they trained the model on 

entailment tasks taken from the datasets ‘MNLI’ (Williams et al., 2018), ‘GLUE RTE’ (A. 

Wang et al., 2019) and ‘FEVER3’ (converted into dichotomous cases; Thorne et al., 2018). In 

an entailment task, a model learns a directional relation between text fragments, where the re-

lation holds whenever the truth of one text fragment follows from another text. They then eval-

uate the model’s performance on three datasets focusing on topic categorization (Yahoo dataset; 

Zhang et al., 2015), emotion detection (Bostan & Klinger, 2018), and situation frame detection 

(Strassel et al., 2017). First, they evaluated the model based on partially-unseen labels (i.e. the 

training is on some labels and the testing on all labels), then experimented on a label-fully-

unseen evaluation setting (i.e. no labeled data for task-specific training has been seen before). 

For this, they used two datasets on ‘topic categorization’ and ‘emotion detection’. Within the 

label-partially-unseen evaluation, ‘Binary-BERT’ performed remarkably for seen labels, how-

ever not for unseen labels. On the third dataset ‘situation frame detection’ being a multi-label 

classification, the entailment models (pretrained on MNLI) predict better than on the first two 

datasets. They show a similar performance to ‘Binary-BERT’ for seen labels and an even higher 

performance regarding unseen labels. Within the label-fully-unseen evaluation, the ‘Wikipedia-

based’ baseline model performed much better on the ‘topic categorization’ than on the ‘emotion 

and situation detection’ tasks. The authors’ explanation is centered on the fact that the Yahoo-

based ‘topic categorization’ task is more similar to the Wikipedia-based ‘topic categorization’ 

problem. However, the authors provide evidence that the pretrained entailment models perform 

on all three zero-shot text classifications even better, demonstrating these models’ power. 

In 2020, Brown et al. investigated the performance of the GPT-3 language model by using few-

shot prompts. They reached an accuracy of .864 for a cloze task (LAMBDA dataset; Paperno 

et al., 2016) or with an accuracy score of .712 for a question-answering task (TriviaQA dataset; 

Joshi et al., 2017). They showed that this approach results in high performance on the given 

datasets and tasks such as translation (WMT’14 Fr→En, WMT’16 De→En, and WMT’16 

Ro→En), question-answering, and cloze tasks, only leveraging a textual prompt and a few task 

demonstrations as the input. 

Motivated by these promising results, T. Gao et al. (2021) considered classification and regres-

sion tasks. By using the small transformer ‘RoBERTa’ and only a few annotated examples (few-

shot prompted) they obtained an average improvement of 11% and an absolute improvement 
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of 30% on provided tasks and outperformed their baselines of standard fine-tuned language 

models. 

Taking into consideration the above-mentioned disadvantages of large language models, Schick 

and Schütze (Schick & Schütze, 2021a) applied prompt-design on a text classification task and 

combined it with fine-tuning a set of smaller language models. Thereby, they at first, designed 

several zero-shot classification prompts, which they applied on each training example, and then 

fine-tuned several language models, each with the results from one of the zero-shot prompts. 

The results from these different models are then combined to a single label prediction for each 

classification (the latter is also known as an ensemble modeling approach; Rokach, 2010). Fi-

nally, the predicted labels are then used to train or fine-tune a language model for the actual 

classification. In the same paper, Schick and Schütze also proposed an iterative version of this 

process, repeating the steps with increasing sizes of the training data. In a further paper, Schick 

and Schütze (2021b) then showed that the standard as well as the iterative approach both out-

perform GPT-3 on the SuperGLUE benchmark task with 32 training examples, although only 

0.1% of GPT-3’s parameters were used. 

Transformer models have been recently used in educational research (Beseiso et al., 2021). The 

current developments highlighted in the Related Work section underscore the need for further 

research in education. It is important to find out what impact transformers might have on edu-

cational research and practice. However, with regard to prompt-based learning for text classifi-

cation tasks in educational contexts, which will be the focus of this paper, there have been—to 

the best of our knowledge—no studies yet. 

7.4 Methodology 

NLP with transformers in a nutshell 

Transformers are machine-learning models originally designed for natural language processing 

tasks. They can be simplified as probabilistic ‘repetition machines’ that search for patterns 

learned from tremendous amounts of data and, depending on the task it is trained for, return a 

numerical representation or a word that corresponds to the learned pattern. In order to do so, 

they use an attention mechanism, which replaces the recurrent structure of neural networks 

previously prevalent in machine-learning models (Vaswani et al., 2017). One of its key aspects 

is the ability to process text data in a parallelizable way, where the relevance of each word (or 

part of a word) is calibrated in parallel, while recurrent neural networks (RNN) rely on a se-

quential processing of the text input. In this way, transformers do not suffer from the so-called 

vanishing gradient problem, which makes it very hard for RNNs to model the relationship of 
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words that are very far from each other in the text (Hochreiter, 1998; Hochreiter & Schmidhu-

ber, 1997). As a result, transformers enable the learning of much longer text sequences and also 

allow for a better general representation of natural language. The models are pre-trained in an 

unsupervised way, where they are trained to predict words (or subwords) that are randomly 

removed (masked) from the training data. This allows models to be pre-trained with large 

amounts of text data (Chan et al., 2020). As indicated above, the units (typically called tokens) 

that the models are trained with are not just words but often also subwords or even just charac-

ters (Wu et al., 2016). 

The original transformer model (Vaswani et al., 2017) was developed for a translation task and 

included an encoder part and a decoder part, where the encoder converts an input sequence from 

the source language into a numerical representation, while the decoder generates a token from 

the target language based on the numerical input from the encoder and a second input sequence 

including tokens for the target language that were already generated. Today, the encoder and 

decoder parts are also used independently. Encoder models such as BERT (Devlin et al., 2018; 

Sanh et al., 2019) are used for sentence classification or question answering. Decoder models 

such as the GPT models (Brown et al., 2020; B. Wang & Komatsuzaki, 2021) are suited for 

text generation. Encoder-Decoder models (similar to the original transformer architecture) are 

used for summary generations, translation, or generative question answering (Lewis et al., 2019; 

Y. Liu et al., 2019; Raffel et al., 2019). However, despite architectural differences that make 

the models particularly suited for certain tasks, most transformer models can be used for a va-

riety of NLP tasks. For example, the architecture and training of GPT models is actually focus-

ing on text generation, by changing the model head they can also be used for text classification 

or semantic search tasks. And even though the models’ architecture and initial training is not 

focusing on, for example, a classification task, the pure size of the models and the amount of 

data they were trained with allows them to compete with other smaller models specifically de-

veloped for classification tasks (X. Liu et al., 2021). In 2020, researchers from OpenAI (Kaplan 

et al., 2020) have shown that there is a linear relationship between model performance and 

model size (including a corresponding increase in training data), and since then there has been 

an ongoing trend to train larger models. GPT-3 (Brown et al., 2020), was one of the first very 

large models with 175 billion trained parameters, and in 2021, Microsoft and NVIDIA collab-

orated to bring out the Megatron-Turing Natural Language Generation model (MT-NLG) with 

530 billion parameters (Says, 2021). Since fine-tuning these models is no longer possible with-

out sophisticated computational power, the design of task specific prompts has become a pop-

ular alternative. Radford et al. (2018, 2019) and others (Jiang et al., 2020; Petroni et al., 2019) 
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have shown that prompt-based learning can perform similarly or identically to fine-tuned mod-

els on various NLP tasks by providing appropriate natural language prompts. 

What is prompt-based learning? 

Traditional supervised learning is based on training a model with a large number of input ex-

amples and corresponding outputs (labels) for a specific task. Prompt-based learning is based 

on language models that are trained to predict a word (or subword) for a gap in a natural lan-

guage text (P. Liu et al., 2021). In this approach, the original input is transformed into a text 

prompt using a template including predefined gaps, and the language model is then used to 

probabilistically fill the gaps to obtain a complete text from which the final output can be in-

ferred. In this way, we can manually build a prompt based on natural language to adapt a model 

to a specific task. When defining a prompt, one may use ‘few-shot’ learning, that is, provide a 

few examples showing the task (usually not more than a handful; Snell et al., 2017) or use ‘zero-

shot’ learning, that is, the model is merely provided with an instruction on the type of expected 

output data (Romera-Paredes & Torr, 2015). Both approaches allow for the adaptation to new 

scenarios with little or no labeled data. Prompts follow a show and tell character, including 

instructions, examples, or both. For example, by providing GPT-J with the following text gen-

eration prompt18:  

What is Artificial Intelligence in Education? Artificial Intelligence in Education 

is… 

The model will return an answer such as: 

Artificial Intelligence in Education is a type of technology that is used in the edu-

cation system. This is because of the fact that it can be used to solve problems that 

the traditional systems cannot. However, it is important to understand that this is a 

complex subject. In this article, we will be talking about what AI is and how it is 

being used in education. What is Artificial Intelligence? 

In this response, the model appears to mimic an article. This makes sense since the model was 

trained on large amounts of text including many articles. But if we run the prompt again, the 

response will be different from the previous one and might mimic something else (e.g. a novel, 

 
18 Try for yourself within this free-of-charge playground by Eleuther.AI: https://6b.eleuther.ai/ (please use stand-

ard settings: TOP-P = .9, Temperature = .8) 
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a scientific paper, etc.) due to the probabilistic nature of language models. In this section, we 

will now proceed step-by-step to illustrate a prompt for classification. Besides the formulation 

of the natural language prompt, it is necessary to control for the degree of determinism that the 

model has in generating its answer. This is done via a special set of model parameters. 

Parameters 

The available parameters to control for the model output may differ from model to model but 

in general all models include at least the following two important parameters: (1) Temperature, 

which controls the randomness of the predictions, and (2) top-p/top-k, which controls the prob-

ability threshold for the prediction. A higher value for temperature means more randomness in 

the selected prediction (and vice versa), while a smaller value for top-p widens the sampling 

distribution (i.e. for words that are considered as possible candidates for the prediction) for the 

prediction (and vice versa). Depending on the task and model in use, it is useful to experiment 

with these settings to find the best results. Since we aim at a classification task, we decreased 

the amount of creativity of the LM to a minimum for our study to achieve reliable predictions. 

Thus, we choose the lowest possible value for temperature and a high value for top-p. 

top-p = .9 

temperature = 0  

Prompt types 

As already described above, there are two main types of prompts that can be distinguished: 

zero-shot prompts and a few-shot prompts. For our experiment, we will make use of both ap-

proaches. Furthermore, prompts can be divided into cloze prompts and prefix prompts (P. Liu 

et al., 2021), where a cloze prompt describes a prompt including a gap in the middle of a text 

which is to be completed by the model, while a prefix prompt describes one in which the com-

pletion follows the given prompt. For classification, we will focus on a prefix prompt. There 

are several models for zero-shot classification tasks (see Models - Hugging Face, n.d.). For the 

classification of short text answers, a zero-shot approach has been shown to provide satisfactory 

results in classification tasks, such as determining the sentiment of reviews (Zhong et al., 2021). 

Therefore, we use a zero-shot classification model as a baseline and will investigate to what 

extent a few-shot approach will increase the reliability of the prediction. 
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Prompt engineering 

Finally, we have to formulate a template for the prompt. There are several important aspects 

that need to be considered in the prompt design: the instruction, the example(s), and a blank 

space for the next word generation. At the beginning of the prompt, we give an instruction for 

the task: ‘Classify the mail.’ In the given classification task, it is followed by listing the labels 

that are to be used. In our study, the texts are to be classified according to their politeness, 

therefore the chosen labels are ‘impolite’, and ‘polite’19. Then, we separate the instruction from 

the first example (‘####’) and provide in total three examples, where each example is clearly 

separated by the next one (the chosen characters ‘####’ may also be replaced by other similar 

characters). Finally, after the last example (and separator), the actual text that is to be classified 

is provided, followed by ‘label:’ on the next line. Since the model is trained to predict the next 

probable word in a given text sequence, it will now predict with a very high probability the 

word ‘polite’ or ‘impolite’ to follow the given pattern and hopefully even choose the correct 

label to be in accordance with the examples labeled before.  

Technically, this is a triple-shot prompt with three examples before the actual classification 

task. In order for the classification to be correct, the selection of the chosen examples is critical 

(P. Liu et al., 2021). The examples should not only include correct labels but be as illustrative 

as possible, for example, they should have a show-and-tell character and contain corner cases. 

Furthermore, the number and order of examples also affect the output. An exemplary prompt 

might look like the following: 

Classify the mail. Labels: impolite, polite 

#### 

mail: Hello Mrs. Neumann, I recommend an external purchase. With kind regards 

label: polite 

#### 

mail: Good day, unfortunately, I can not do this task either !!!!!!!!!!!!!!!!!!!!!!! 

label: impolite 

#### 

mail: Hello Mr. Brown, can you not even solve a task alone? 

label: impolite 

#### 

mail: Dear Mrs. Miller, I do not like the way this works. Do it on your own. 

 
19 An alternative instruction could, for example, also be ‘Classify the text using the labels impolite and polite.’ In 

general, it is not possible to tell which exact formulation will work best since this also depends very much 

on the underlying language model and the texts it was trained on. 
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label:  

With the correct parameter setup this should result in the prediction of ‘impolite’ as the next 

word. Depending on the model we are using and the task we are performing, other prompts may 

be more appropriate due to differences in training data, model sizes, etc. In fact, research is 

currently being done on automating prompts to make the engineering process of prompts easier 

and more dynamic (Shin et al., 2020). While the last mail could be manually exchanged with 

all mails that are to be classified, this will usually be done via a script, looping over all given 

mail texts, replacing the mail classified before executing the prediction. 

7.5 Experiment 

Dataset 

The experiment for the presented study is based on a dataset of originally 2,088 short email 

responses (averaging about 62 words) from 780 trainees assessed with an authentic office sim-

ulation. Seventy percent (n = 1461) of the responses were used as training data for the fine-

tuning approach (see also Ludwig et al., 2021); 30% (n = 627) were used as test data for the 

fine-tuning as well as for the prompt-based approach. All trainees were in the middle or final 

phase of a three-year commercial apprenticeship. Participants were asked to complete three 

complex domain-specific tasks from the field of controlling and to communicate their decision 

appropriately by mail. Part of the domain-specific competence model was communication style, 

which was manually labeled (among other items) as polite or impolite. The underlying compe-

tency model addresses appropriate communication as follows: “A competent problem-solver 

communicates his or her solution in an adequate manner to external or internal stakeholders” 

(Rausch & Wuttke, 2016, p. 177). The majority of all mails were rated as polite by several 

coders (see Brandt et al., 2016; Rausch et al., 2016; Seifried et al., 2020; Sembill et al., 2016). 

We split the data into a test (30%) and training dataset (70%) for further processing. 

Models 

As already mentioned above, we use zero-shot classification as a baseline comparison. The 

application of zero-shot classifications was examined by Yin et al. (2019) as a promising 

method for using pre-trained models. Zero-shot models can yield surprisingly high levels of 

accuracy in classifying tasks, for example, to determine the general topic of a text (Pushp & 

Srivastava, 2017). For the zero-shot approach, we use the pre-trained model bart-large-mnli, a 

BART model (Lewis et al., 2019) trained by meta (formerly Facebook AI). BART is a trans-
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former model with a bidirectional (BERT-like) encoder and an autoregressive (GPT-like) de-

coder part containing 406 million parameters trained on 160 GB of data, including news, books, 

stories, and web texts (Lewis et al., 2019; Y. Liu et al., 2019). For the actual study, we use GPT-

J-6B, which runs on a self-deployed instance in Colab. The model can be used for few-shot 

classification and have been trained on a large amount of data. GPT-J-6B has more than six 

billion parameters trained on ‘The Pile’, an 825 GB dataset merged from 22 datasets, including 

academic and professional sources such as PubMed, FreeLaw, Wikipedia, and Github (L. Gao 

et al., 2020). In fact, GPT-J-6B was developed as an open-source alternative to GPT-3. 

Table 7-1 provides an overview of the three used models. Prompt examples can be found in the 

Appendix. We refer all interested readers to our public repository, including notebooks with 

further instructions on the usage of the models, code, comments and model specific variations 

(see reference to the GitHub Repo in the Appendix). 

Table 7-1: Overview of the models for the experiment. 

Model 

 

Parameters Training data Prompt type  Free-of-charge 

BART-large-mnli 406M 160Gb zero-shot Yes 

GPT-J-6B 6B 825Gb few-shot Yes 

 

Recoding 

In order to gain more insights into the reliability and potential problems in the human ratings 

(research question 3), the responses of the test data set were rated again by two independent 

human raters. The coding manual used was based on that of the original study but was expanded 

to include more thorough classification examples. The labels were then further improved by 

resolving disagreements via discussions between two raters. When in doubt, the particular mail 

was considered polite in the student's favor. The additional examples for coding guide were the 

following: 

(1) Rude mails that contain offensive language, for example mail #93: “Please find another 

douche bag to do your dirty work! With kind regards”. 

(2) Facetious mails that make use of inappropriate humor, for example mail #305: “At-

tached you will find the current Wikipedia article about the Incoterms, with which you 
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certainly can do nothing. I would be happy to send you more useless links, which, like 

the attached file, have no informational content whatsoever”. 

(3) Excuse mails that shift the blame to other circumstances, for example mail #118: “Good 

day Mrs. Meier, I am not satisfied with the functions of your Excel application, if you 

improve them you can contact me again”.20 

7.6 Results 

To compare the different models and prompt types and provide an answer to research question 

1, we calculate the following performance metrics: Accuracy, F1 score, ROC AUC (Zou et al., 

2007), and Cohen's Kappa (Cohen, 1968). The results on the performance metrics and the cor-

responding confusion matrices are shown in Table 7-2 and Table 7-3, respectively. The revised 

test dataset (and no training dataset) is used for prompt-based learning (see RQ3 results). The 

results for the zero-shot baseline model are the lowest across all metrics (Acc = .80, F1 = .89, 

AUC = .64, k = .16) with, in total, 126 incorrect predictions (about 20%), mainly for false pre-

dicted impoliteness.  

The GPT-J-6B model with a few-shot prompt providing four examples (see Appendix for the 

final prompt) yields significantly better results (Acc = .93, F1 = .96, AUC = .66, k = .40) with, 

in total, 44 incorrect predictions (about 7%).  

Table 7-2: Performance per model. 

Model Accuracy F1-Score ROC AUC Score Kappa 

BART-large-mnli .80 .89 .64 .16 

GPT-J-6B .93 .96 .66 .40 

 

  

 
20 Mails were translated from German into English for better reading flow. 
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Table 7-3: Confusion matrix per model. 

Actual / Predicted Impolite Polite 

BART-large-mnli 

Impolite 22 28 

Polite 98 479 

GPT-J-6B 

Impolite 17 33 

Polite 11 566 

 

To illustrate the performance differences between the prompt design approach and the fine-

tuning approach (research question 2), we used the German BERT base model (Chan et al., 

2020), a BERT model pre-trained particularly with German text. We then fine-tuned it with the 

70% split of the data (1461 mails) that was not part of the test data used in the analyses for 

research question 1 above. The test data for the fine-tuned model is therefore equivalent to the 

one used in the prompt-based approach. Similarly, the same metrics and a confusion matrix are 

calculated. The performance metrics (Table 7-4) and confusion matrix (Table 7-5) show results 

similar to the few-shot prompt-design considering the accuracy and the F1 score. The ROC 

AUC Score and the Kappa values are substantially higher though for the fine-tuned model. 

Table 7-4: Performance metrics for fine-tuning. 

Model Accuracy F1-Score ROC AUC Score Kappa 

German BERT 

(Oct. 2020) 

.92 .96 .88 .59 
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Table 7-5: Confusion matrix for fine-tuning. 

Actual / Predicted Impolite Polite 

German BERT base (Oct. 2020) 

Impolite 41 9 

Polite 39 538 

 

To gain more insights on how machine ratings can be used to improve human ratings, we first 

further investigated the reliability of the human ratings. We found that the original human rat-

ings and the newly conducted ratings resulted in a Cohen’s Kappa of .58. 

Furthermore, machine ratings have the option of additionally providing a reliability estimate 

for each single rating, indicating how sure the model is that its estimated classification is cor-

rect. Ludwig and colleagues (2021) have shown that the fine-tuned BERT model classified 8 

ratings with a probability of 95% or higher in a class that was different from the rating of the 

human raters. A revision of the responses showed that original human ratings were incorrect in 

these cases21. In a similar way, the results of the prompt-based model predictions can be inves-

tigated considering the reliability of their individual classifications. Unfortunately, the used 

APIs for the prompt-based approaches currently do not provide sufficient detailed access to 

such results (however, they are expected to do so in the very near future). The inter-rater relia-

bility between original human ratings and a second human rating (k = .58) can be considered 

moderate (Landis & Koch, 1977). 

7.7 Discussion 

The application of zero-shot and few-shot prompt-based learning with transformer-based lan-

guage models is a still novel method in the field of education. We evaluate machine ratings 

alongside a human rater and apply the method to a real-world classification task, namely iden-

tifying whether a commercial trainee wrote a polite or impolite business mail.  

To answer research question 1, to what extent a learning approach based on zero and few-shot 

prompts with current language models (bart-large-mnli, GPT-J-6B) can provide reliable results 

 
21 Unfortunately, for privacy reasons it is not possible to share them. 
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for a classification task, we use a baseline model and a current state-of-the-art language model. 

We find that the baseline model, a learning approach based on zero-shot prompts, provides 

unsatisfactory results compared to human ratings. This may be related to the specific back-

ground that might not be considered when training the model. In this classification task, longer 

texts with a domain-specific background are processed. Previous Research on Zero-Shot Clas-

sification (Pushp & Srivastava, 2017; Sainz & Rigau, 2021; Yin et al., 2019; Zhong et al., 2021) 

were often performed at the sentence level or on very short texts (often tweets). Despite these 

shortcomings, with 80% correctly rated responses, the baseline model is still able to correctly 

distinguish between polite and impolite for the majority of the mails. However, the overall low 

agreement between human and machine rating is unsatisfactory (k = .16). 

We then continued the experiment with four to eight examples in a few-shot prompt learning 

approach, which significantly increased the agreement with the human ratings, reaching a Co-

hen’s Kappa of .40 using the GPT-J model. In General, this will still be considered too low 

though to completely rely on such prompt-based ratings. Further, the achievable agreement is 

not easily transferable to other tasks, which might be harder or easier to predict by providing a 

selected set of examples. Therefore, this approach will always need to be applied alongside 

human raters to ensure high reliability.  

To answer research question 2, to what extent does prompt-based learning provides comparable 

results to a fine-tuned language model, we compare the best few-shot prompt-based learning 

approach (which provides few examples in one prompt to GPT-J) with a German-language 

BERT model fine-tuned with a training dataset of 1461 labeled mails. The results show that the 

approach performs better (k = .59 for BERT) than prompt-based learning with a few-shot ap-

proach (k = .40). However, a Cohen’s Kappa of .59 will probably still be considered too low to 

completely rely on such machine ratings. This is in line with previous findings, for example, 

Yang et al. (2017) reported a kappa of .625 for short text grading with support vector machine 

(SVM) and long short-term memory (LSTM). Similar, Ndukwe et al. (2019) reported a kappa 

of .6 for a machine learning grading using chatbots. That is, just as in the case of the prompt-

based approach, it will still be necessary to apply the approach alongside human raters. Further, 

while the fine-tuning approach is able to classify about 12% more responses correctly than the 

few-shot prompt-based approach, this increase comes at the cost of having to manually rate a 

training set, in this case with 1.461 responses, which greatly increases the burden of necessary 

human ratings.  

Finally, considering research question 3, to investigate the potential of machine ratings to im-

prove human ratings, we found that a new human rating based on a corresponding scoring 



Prompting text classifications with Transformers! 142  

guideline resulted in a Cohen’s Kappa of .58 for the agreement between the old and the new 

human ratings, which provides an indication of the subjectivity of human ratings, in particular 

when the variety of response cases is too large to provide sufficient examples to the raters to 

cover the full variety. Previous research shows that human ratings can vary depending on task 

and text length, for example, Lind Pantzare (2015) reports lower kappa values for human ratings 

in extended answers than for short texts or multiple-choice questions. Human-to-human corre-

lations sometimes may even worse than human-machine correlations (Ramineni et al., 2012; 

see also Shermis & Burstein, 2013). In all three considered approaches the vast majority of the 

responses seem to be easy to rate correctly. Quality control for large scale assessments shows 

that an agreement between raters of over 70% can often still be considered as acceptable 

(Becker, 2020). However, 10 to 20% of the responses seem to be more difficult to rate, and here 

it is where the machine ratings as well as the human ratings differ from each other. 

The considered experiment still has some limitations: The reported results are only for a single 

rating task, the agreement of the machine and human ratings will typically depend very much 

on the complexity and subjectivity of the given task. In this experiment, we considered a rather 

subjective task by classifying mails into polite or impolite. We would like to emphasize that the 

guidelines established by Landis and Koch (Landis & Koch, 1977) can do more harm than 

good. Landis and Koch provide no empirical evidence for their thresholds. In addition, we also 

calculated Krippendorff's alpha (a = .71) which can be considered acceptable (Krippendorff, 

2004). Originally, we also ran tests with paid language models, but the results were only slightly 

better, so we stuck with the free models to promote the democratization of AI and the use of 

free language models, and to encourage other researchers to work with public available trans-

former models.  

7.8 Conclusion - Reciprocal Perspectives on AI and Human Intelligence 

in Education 

Based on these results, we would like to highlight and discuss the use of transformer-based 

language models as an alternative second machine evaluation in a reciprocal work loop with 

humans. Prompt-based learning with language models can be a powerful approach to classifi-

cation tasks that complements human raters. This methodological approach has advantages, 

especially compared to fine-tuning language models and various other machine learning mod-

els, but it also poses some risks. A typical training dataset for fine-tuning contains several thou-

sand data points. Except for very large assessments, the amount of training data necessary might 

therefore easily be as large as the full response data set, or, in fact, maybe even larger than the 
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collected response data. Prompt-based learning can provide almost comparable results without 

large amounts of training data. By using those response ratings from a prompt-based approach, 

for which the model yields at least a 95 % probability for the predicted response category, the 

prompt-based approach allows to rate the vast majority of items automatically and allows the 

human raters to focus exclusively on the remaining responses, that are difficult to rate (i.e. 

where the probability of the predicted class is lower than 95 %). A major advantage of using 

the prompt-based approach is then the overall lower cost of data labeling, first, because no 

further training of a model with labeled training data is required, and second, due to the smaller 

amount of response that need to labeled by humans. 

A further significant advantage can be that due to the much smaller amount of responses that 

need to be rated by humans, each of these responses can be rated or maybe even discussed by 

several human raters to get overall to significantly more reliable ratings. The approach should 

always be used judiciously as a ‘human in the loop’ approach, but it has the potential to reliably 

predict categorization for fairly clear cases and to focus the attention of humans for the remain-

ing unclear and ambiguous corner cases. 

Nevertheless, there are also limitations and drawbacks for the prompt-based approach: If suffi-

cient training data is available, the fine-tuning approach will probably still allow for labeling 

more responses automatically correct than the prompt-based approach. Developing prompts is 

still a challenging task that takes a lot of time and should not be underestimated. The develop-

ment of an appropriate prompt can be viewed as an exploratory and iterative process. This pro-

cess should be done judiciously with the involvement of a second human evaluator to review 

the results of the model. This is similar to standard research practice. When two independent 

human raters are faced with a similar task, they often need to be guided by a detailed coding 

manual, which may be revised after an initial round of ratings. Some of the latest major lan-

guage models are only accessible through APIs and charge fees for their services, which leads 

to additional costs. Finally, although the models we use are mostly multilingual, English is still 

the majority class when training language models. Therefore, we expect the results to be much 

better in English. More importantly, we emphasize the need for more democratization of AI to 

train more multilingual models, not only for German, but also for minority languages. 

Besides the technicalities of achieving reliable response ratings, it is also important to consider 

and highlight the importance of fairness and data privacy, when applying artificial intelligence 

in an educational setting. First, handling sensitive educational data requires privacy protection. 

Researchers must meet privacy-related requirements because student privacy must be re-

spected, especially when inferences about achievement or behavior are made. In this work, no 
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inferences relevant to students were made and responses were pseudonymized. In addition, we 

would like to emphasize that the experiment did not involve a graded performance test or sim-

ilar educational assessment. However, if inferences are made about performance, it is essential 

to inform students in advance about the use of algorithms to ensure their acceptance and also 

to allow for rejection. Previous research has shown that full transparency is required for ac-

ceptance, whether algorithms are used for simple processing or are implemented in learning 

analytics systems (Ifenthaler & Schumacher, 2016; Ifenthaler & Tracey, 2016). Confident use 

of data includes concern about bias in AI algorithms (Pethig & Kroenung, 2022). Despite the 

advantages of transformers, it is still difficult to work with unbiased algorithms (Silva et al., 

2021). Several publications show that, for example, GPT-3 tends to discriminate against reli-

gious groups (Abid et al., 2021) or gender (Lucy & Bamman, 2021). Furthermore, we would 

like to emphasize that the actual use in educational practice remains unclear and an ethical 

debate is urgently needed. In light of the findings of this study, the current state of transforma-

tional models is far from being applied in educational research and practice, and further research 

is needed, especially in the area of text classification using prompt-based learning. For example, 

one could debate whether a model such as the one proposed should be used as an assistance 

system for students (by displaying a warning on the screen before sending an email about pos-

sible rudeness) or for teachers as an assistance system. It could be very difficult to make real 

decisions and assign grades without the involvement of teachers and the consent of stakehold-

ers. 

Second, we would like to highlight the practical impact that transformers can have. Since 

prompt-based learning is still in its infancy, we believe that this approach has a high develop-

ment potential that will be further uncovered in the coming years. Work is already underway in 

this area, for example, on automatic prompting (Shin et al., 2020), on more technical methods 

of matching prompts without discrete prompts (Lester et al., 2021), and the combination of 

prompt-based learning and fine-tuning of large and even smaller language models (Schick & 

Schütze, 2021a, 2021b). There could be different looking prompts that serve the same purpose 

or work even better - we just don't know. Prompt engineering is, at least for now, more of an 

art than a science, and more research is needed to explore prompt engineering. To solve this 

problem, repositories such as PromptSource have recently been introduced to create, share and 

use prompts more systematically. The reciprocal two-way workflow between humans and arti-

ficial intelligence is a matter of give-and-take which we would like to underline. Artificial in-

telligence can be updated through prompts. This is particularly interesting for new and previ-

ously unknown scenarios (e.g. when a model needs to learn about the ‘coronavirus’) and for 

domains that are more specific and less common. Scao and Rush show that a single prompt can 
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be worth 100 data points at a time (2021). Human intelligence is required to instruct the lan-

guage models with a particular task. Without human instruction, these models are fairly useless, 

despite the large corpora on which they are trained. Although there are also several technical 

modifications to improve prompts, we suggest experimenting for a while with a smaller amount 

of data to find the best natural language prompt for a model. Depending on the task and model, 

for example, initial instruction can lead to better or worse results. However, the potential of 

language models can be brought to a wider audience through the use of prompts. Prompt-based 

learning is a low-code and potentially even no-code approach that lowers the barrier for educa-

tional researchers to be able to implement AI in their research. We therefore think it has the 

potential to become a standard practice for applying AI in educational research as well as in 

educational practice. A continuing trend to train large transformational models undermines this 

potential. Recently, Microsoft and NVIDIA have collaborated to work on a 530 billion param-

eter model and recently published the Megatron-Turing Natural Language Generation (MT-

NLG) model and models like the recently announced GPT-4 are expected to be bigger than ever 

(with over 100 trillion parameters). We therefore expect that these models will be even better 

in understanding prompt-based instructions and providing reliable response ratings. Further, 

grassroots research collectives like Eleuther.AI and BigScience are trying to keep up and pre-

serve AI models as open source (Leahy, 2022), which gives us hope that language models will 

also be available at an affordable price in the future. 
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8 Discussion and Research Outlook 

In this concluding chapter, the research questions of this thesis are addressed by summarizing 

the key findings from the five underpinning studies (section 8.1). Following this, the limitations 

of the research contributions are identified and discussed (section 8.2). The thesis concludes 

with implications for applying the findings (section 8.3). 

8.1 Summary 

As stated at the beginning of this dissertation, digitalization continuously drives new opportu-

nities and challenges for economic and business education in VET. It impacts teaching, learn-

ing, and VET research (Euler & Wilbers, 2020; Wuttke et al., 2020). To address these chal-

lenges, this dissertation focuses on the professional development of (prospective) teachers and 

examines how technology can improve educational processes. The results of the five studies 

conducted for this dissertation help to answer this overarching question by reflecting three main 

areas of research. The first research area focuses on the current use of digital tools by teachers 

in commercial vocational schools. It raises the question of the current state of digital tools in 

these institutions (Study 1; Mayer, Gentner, et al., 2023) The study examines how digital tools 

are currently used in vocational schools and what teachers' expectations are for the further 

integration of digital tools alongside face-to-face teaching after the pandemic. The second line 

of research relates to teaching and learning with digital tools in vocational education and train-

ing and explores the question of how (prospective) teachers can be explicitly trained and sup-

ported through the use of sophisticated digital tools. This research was conducted by imple-

menting a teacher training course on teaching and learning with ERP systems (Study 2; Mayer 

& Seifried, 2024) and evaluating the course and students ERP skills in a pre-post design, as 

well as through an experimental application of AI prompting to determine whether a large lan-

guage model can automatically and reliably score student responses to assist educators (Study 

5; Mayer et al., 2022). The third line of research investigates individual learning processes and 

examines how the use of unobtrusive measuring instruments, such as eye-tracking, can provide 

insights into learning processes in digital learning environments. To this end, the current state 

of eye-tracking research in computer-based simulations in VET was analyzed in a scoping re-

view (Study 3; Mayer, Rausch, et al., 2023), followed by a first eye-tracking experiment in a 

computer-based learning environment for economic education (Study 4; Mayer et al., under 

review). 
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The current state of digital tools in commercial schools  

Study 1 examined how digital teaching practice was carried out in commercial vocational 

schools during the COVID-19 pandemic. The results show that teachers generally reported pos-

itive conditions in terms of technical equipment and organizational support during the pan-

demic. Most teachers confirmed the presence of sufficient Internet connection and support in 

acquiring the necessary digital skills. A high percentage of lessons were conducted synchro-

nously. Commonly used digital tools included learning platforms, videoconferencing tools, and 

cloud solutions for file sharing. Less commonly used tools included instructional videos, 

presentations, classroom discussions, surveys, quizzes. The study also examines how digital 

teaching practices in vocational schools can be characterized using the SAMR model. The re-

sults show that most of the digital tools used by teachers fell into the substitution and augmen-

tation levels of the SAMR model. These levels indicate that digital tools were primarily used 

to enhance existing teaching practices rather than to change them. Tools that could lead to a 

significant change in digital teaching practices, such as those that enable complex teaching and 

learning arrangements like computer-based simulations or learning analytics, were rarely used. 

Finally, the study examines teachers' expectations of teaching practice after the COVID-19 

pandemic. Analysis of open-ended responses revealed that teachers expect digital tools to con-

tinue to play a role in supplementing face-to-face teaching. They expect to continue to use dig-

ital tools after the pandemic to provide materials and maintain digital communication channels. 

This expectation underscores the perceived value and lasting impact of digital tools in enhanc-

ing the educational experience. 

Teaching and learning with sophisticated digital tools in VET 

In a next step, the thesis investigated how to prepare prospective teachers to teach with digital 

tools, in particular to teach business processes knowledge with ERP systems in vocational 

schools (Study 2). To this end, a master's course was developed that focused on teaching and 

learning with ERP systems. The students were very satisfied with the course and reported pos-

itive effects on their self-assessed ERP competencies, even though the TPACK dimensions 

changed only slightly. Reflection journals indicated that some students had overestimated their 

skills at the beginning of the semester, which could partly explain the small significant changes. 

Students with lower self-assessments at the beginning of the semester showed significant im-

provements in technological and subject-specific knowledge, while those with higher self-as-

sessments showed no significant changes. The study also highlighted that difficult problems 

often arise when working on business tasks within ERP systems due to insufficient basic tech-

nical and content knowledge, such as a lack of understanding of ERP system structures and the 
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application of authentic business processes. In summary, specific training on ERP systems is 

essential for (prospective) teachers to integrate this technology into the classroom and overcome 

typical challenges and minimize errors through experience. This training is therefore relevant 

to the promotion of teaching and learning with ERP systems and a crucial part of designing 

effective teaching-learning environments with ERP systems in VET. 

Another advanced digital tool is AI, which is currently often considered a ‘game changer’ in 

education. Therefore, this feasibility study focuses on first determining its effectiveness with 

prompt-based learning in the context of a simple dichotomous classification task (Study 5). The 

study examined the performance of two state-of-the-art open-source models in classifying the 

politeness of participants' short text responses to a complex problem-solving task. It specifically 

assessed their effectiveness using zero- and few-shot prompts. The zero-shot model achieved 

only 80% accuracy and a low Cohen's Kappa, likely due to the language and complexity of the 

text. A few-shot approach with four to eight examples improved agreement with human ratings, 

but reliability was still too low to rely on prompt-based ratings alone. When the prompt-based 

learning approach was compared with a fine-tuned German-language BERT model trained on 

emails labeled by humans, the fine-tuned BERT model performed better, achieving a Cohen's 

Kappa of .59 versus .40 for the few-shot prompt approach. However, fine-tuning requires ex-

tensive manual labeling, which increases the workload for humans. The study suggests that AI 

has the potential to improve human assessment by providing consistent baseline values. A re-

cent human score based on the scoring guidelines yielded a Cohen's Kappa of .58, illustrating 

the subjectivity of human scoring. AI scoring helps human raters focus on ambiguous re-

sponses, improving overall scoring reliability and reducing workload. 

Insight into learning processes in digital learning environments 

In order to gain insight into learning processes, an overview of the current state of eye-tracking 

research on domain-specific complex problem solving in interactive computer-based simula-

tions was examined (Study 3). Twelve studies from different areas of VET were identified. The 

most common eye-tracking metrics are positional measures, such as the proportion of fixation 

time or total dwell time on AOIs. Counting measures often refer to the number of fixations and 

dwell times. Movement measures such as saccade directions or scan paths are rarely computed. 

Heatmaps and scanpaths are often compared qualitatively, with a notable lack of quantitative 

approaches to measure temporal patterns or similarities. Quantitative analysis applying t-tests 

and ANOVAs are often used for group comparisons (expert vs. novice, high vs. low performing 

groups). In addition, linear mixed effects models are useful to account for individual differences 

and increase statistical power. Post-hoc performance predictions using multimodal learning 
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analyses are already available in the literature, but real-time analysis of learning from eye-

tracking in simulations is not yet practical. Combining eye-tracking with log file analysis, think-

aloud protocols, and psychophysiological measures (e.g., EDA) can help to interpret ambiguous 

data and provide comprehensive insights into complex problem-solving processes in authentic 

computer-based simulations. 

The next step was to use the findings from the review to conduct an initial eye-tracking study 

to investigate student performance and visual attention when using static and dynamic interac-

tive graphics to solve economic tasks, using eye-tracking technology to observe learning be-

havior in a digital learning environment (Study 4). Analysis of performance differences showed 

that students performed better on economic learning tasks with dynamic, interactive graphs than 

with static graphs. This was evident on more difficult tasks. Visual attention was measured 

using eye-tracking metrics such as dwell time, fixation duration, and number of fixations. Stu-

dents fixated significantly longer on dynamic graphs than on static graphs. However, overall 

fixation durations were short, suggesting rapid visual processing rather than deep cognitive en-

gagement. Total fixation duration was a significant predictor of performance. Fixation duration 

predicted performance on tasks with dynamic but not static graphs, suggesting its importance 

in the study of learning processes with engaging material. This result suggests that dynamic 

graphs can better support the learning of students who are already familiar with static graphs. 

Dynamic, interactive graphs improve performance and engage visual attention more effectively 

than static graphs, especially for complex tasks. 

In summary, the results of the five studies provide valuable insights into the impact of digitali-

zation in business education. The first line of research identified the current use of digital tools 

in commercial schools, highlighting which digital tools are being integrated by participating 

teachers. The second line of research evaluated how to train prospective teachers to teach and 

learn with sophisticated digital tools (in this case an ERP system) and evaluated the reliable use 

of large open-source language models and discussed their potential in a two-way educational 

assessment workflow. The preparatory course for master's students to learn and teach business 

process knowledge with an advanced ERP system was then included in the program for student 

teachers at the University of Mannheim. Technological innovations such as large language 

models have also proven useful for a domain-specific assessment task in a two-way workflow. 

The third line of research analyzed individual learning processes in technology-rich environ-

ments. Eye-tracking was used as a methodological approach to investigate complex problem-

solving processes in an authentic learning environment to determine differences in visual atten-

tion. After conducting a systematic review, the methodology was applied to understand learning 
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processes and improve instructional design in a computer-based learning environment for eco-

nomic education. 

8.2 Limitations and Future Research  

Before drawing practical conclusions from the findings presented, this chapter discusses the 

limitations of the research and offers suggestions for future studies in the three main areas. 

The current state of digital tools in commercial schools  

Study 1 was conducted during the pandemic and thus has several limitations. The selected area 

and sample are not representative, and sample bias is possible because participation may have 

been skewed toward teachers interested in the topic. The results are based solely on teacher 

self-report (Chan, 2010) and should be further supported through objective data. The SAMR 

model to characterize teaching was challenging and yielded unsatisfactory results; a major lim-

itation is that no conclusions can be drawn about the quality of teaching (Hamilton et al., 2016). 

Most of the digital tools used fall under the first two levels of the SAMR model. However, this 

does not indicate the quality of teaching or learning success, nor can it be determined whether 

the use of digital tools was a result of the pandemic or pre-existing practices. Further studies 

should link learning outcomes and teaching quality with digital tools, which was not possible 

during the pandemic, but would be an interesting research target. 

Teaching and learning with sophisticated digital tools in VET 

Study 2 represented a specific context (teaching business process knowledge within an ad-

vanced ERP system) and was conducted with a small sample size. The limitations of self-as-

sessment should therefore be remedied by an additional, more objective data channel (e.g. by 

analyzing performance in the ERP system). In addition, social desirability could play a role due 

to the relationship between trainer and researcher (Nederhof, 1985). This suggests that future 

studies should not conduct authentic competence assessments with prospective teachers, but 

rather focus on real VET environments, e.g. assessing trainees' business process knowledge and 

ERP skills in vocational schools. 

Study 5, an experiment with LLMs, has several limitations. The results relate to a single, di-

chotomous, and subjective rating task of classifying emails as polite or impolite. Tests with 

paid language models yielded only slightly better results. Therefore, free of charge and openly 

available models were used in the study to promote the democratization of AI and to encourage 

researchers to use open-source transformer models. At the same time, recent developments 

show that new models would be likely better able to solve the classification task (Schneider et 
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al., 2023). Future research should therefore focus on the investigation of polytomous variables 

with fewer subjective judgment components than in this experiment. At the same time, the re-

ciprocal workflow between humans and AI must be considered as an independent subject of 

research (Ifenthaler & Schumacher, 2023; Molenaar, 2022). 

Insight into learning processes in digital learning environments 

Regarding study 3, publication bias is an important limitation of any literature review (Marks‐

Anglin & Chen, 2020). Although the review attempted to avoid this by using multiple data-

bases, broad search terms, and reference checking, relevant literature may be missed. General-

izability is limited by the narrow range of domains and tasks, and there are biases in represen-

tation, with Western countries overrepresented. The limited number of studies analyzed is a 

major limitation of this review, which cannot provide general statistical results due to hetero-

geneity in sample size and study design. Future research should conduct a broader analysis and 

with sufficient number of findings, also meta-analyses, particularly on the relationship between 

performance differences and eye movement measures. Further studies should investigate prob-

lem-solving competences and learning-related stress (Kärner et al., 2018) and emotions using 

embedded experience sampling (Rausch et al., 2019) or facial expression recognition (Stöckli 

et al., 2018). By combining multiple data streams, e.g., from additional log files or retrospective 

think aloud, a multimodal analysis of learning could help to legitimize interpretations of am-

biguous eye-tracking results. A research gap can be identified in eye-tracking studies in eco-

nomic and business education. 

Study 4 was conducted to fill this gap but comes with several limitations. The tasks were pre-

sented in a fixed (not randomized) order, with static graphs first and dynamic graphs second, 

which could influence the results. As a result, this study can only provide information about the 

added value of dynamic graphs on the performance of the students. The rating of tasks as easy 

or difficult was based on subjective ratings, but this was supported by solution rates. Although 

the study followed the standard recommendations, the classification parameters can signifi-

cantly impact the selection of fixation candidates (Kosel et al., 2023). The duration of the fixa-

tions was very short. A future study must address trainees as test subjects (similar to Study 2) 

and introduce a randomized sequence. The study focused on retention and completion of single-

choice tasks without testing transfer performance. A later post-test will be necessary to deter-

mine learning success. Financial compensation could also be helpful to keep the rates for no 

response low (funding approved, study in preparation). 
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8.3 Practical Implications and Conclusion 

After discussing the limitations and potential future research directions for the five studies pre-

sented in this thesis, the dissertation will conclude with practical implementation suggestions 

based on the findings, as well as a summary of the overall relevance of this work. 

Considering the current state of digital tools in vocational schools, the results suggest a potential 

for further transformation of teaching and learning in vocational schools in Germany. The cur-

rent digital tools refer to the lower levels of the SAMR model, indicating that there might be 

some improvements for further digitalization in VET at the learning site of schools. However, 

these need to be implemented carefully, as Delcker and Ifenthaler suggest that coping strategies 

during the pandemic were supported by a well-defined school leadership agenda, a reliable 

technology infrastructure, and the willingness of teachers to adopt (2021). In addition, student 

teachers need to be led by example already at the university level, as it is assumed that digital 

tools will be used more intense and more successfully in VET if these educators have experi-

enced digital tools as useful during their own training (Amhag et al., 2019). Such examples of 

good practice can be found in the use of ERP systems in vocational schools, as reported in 

Study 2. 

With regard to teaching and learning with advanced digital tools in VET, prepared materials 

and learning environments supporting teaching, especially in this case by teachers for teachers, 

are helpful for teaching and learning with advanced digital tools such as ERP systems. Famil-

iarization already at the university level might encounter the current lack of knowledge of (pro-

spective) teachers among ERP systems as learning environments, which is probably one reason 

for the low level of integration of ERP systems in the education sector to date (Knigge et al., 

2017). Combined with in-service training in the latter phases of teacher education, this could 

lead to an increased use of such learning environments in VET. However, the materials pro-

vided also have some limitations, as changes to the ERP tasks are likely to be difficult to make, 

as the ERP system provided only allows for a limited number of individual changes to teaching 

and learning. A more practical way would be to integrate AI tools to individualize and flexible 

teaching and learning, e.g. with a customized company per occupation. AI could help to indi-

vidualize challenging tasks, industry-related providers and suppliers to consider the differences 

between professions. For example, a two-wheel mechatronics technician specializing in bicycle 

technology might be more attracted to the currently implemented standard company (Global 

Bikes) than a specialist drugstore salesperson. 
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As Study 5 shows, AI can be seen as a ‘game changer’ in education, assisting educators and 

learners in a variety of ways. Assisting with the task of grading may be one possibility that 

could soon become a reality. The reciprocal perspectives of AI and human intelligence in edu-

cation would also be of great importance here (Ifenthaler & Schumacher, 2023), as machine 

scores indicate a certain probability of how reliably the result was determined. Low probability 

results could be filtered out and completed by humans, while supposedly easier high probability 

classifications could be automatically evaluated by machines, with humans giving AI more lee-

way. Prompt-based learning is a promising complement to human evaluators because it reduces 

the need for extensive training data, but still requires human supervision for reliability. Fine-

tuned models offer higher accuracy but come at a higher cost due to manual data labeling. The 

integration of machine and human evaluation improves the quality of the evaluation and em-

phasizes the importance of a collaborative approach. Further research into prompter technology 

and the democratization of AI is essential to maximize the potential of these technologies in 

education. According to Ifenthaler et al. (2024), the three main challenges here are currently 

privacy and ethical use, trustworthy algorithms, and equity and fairness. 

The technological advances also allow further conclusions to be drawn about the learning pro-

cesses in digital learning environments in vocational education and training. A practical impli-

cation of the review (Study 3) is that the studies demonstrate the versatility of eye-tracking as 

a data collection method, as computer-based simulations are becoming increasingly important 

in VET and are suitable for measuring online learning. The results of study 4 show that visual 

attention differs depending on the type of stimuli (dynamic vs. static) and that instructional 

design can be tuned with information about visual attention. As a next step, a study will be 

conducted with students focusing on the micro-level of AOIs (see Ruf et al., 2023 for an over-

view) for diagrams, which is expected to provide further insights into the visual processing of 

diagrams in business classes. There is considerable potential for further research and integration 

of online and offline measures and multimodal data to improve the assessment and understand-

ing of complex problem solving in computer-based learning environments in VET (e.g., Rausch 

et al., 2021). 

In conclusion, the work presented provides a comprehensive overview of the impact of digital-

ization on VET with practical examples and conclusions for further research and practice. It 

emphasizes the importance of training prospective teachers in the use of digital tools and pro-

vides examples of the use of digital tools in AI and training on ERP systems. It also sheds light 

on online measurements by examining the current state of the art for eye-tracking research in 

computer-based simulations concerning VET and by conducting an experiment in a dedicated 
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economic education learning environment. As expected, digitalization will further influence 

VET research and practice now and in the future. 
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Appendix 

Appendix A: Study 3 (Chapter 5). Analysing domain-specific problem-solving processes 

within authentic computer-based learning and training environments by using eye-track-

ing: A scoping review. 

Table 5-4: Descriptive overview of included studies. 

Reference Domain Sample Task(s) Performance 

measures 

Abele et al. 

2017 

Engineering 15 apprentices in au-

tomotive mechatron-

ics engineering from 

vocational education 

schools in Germany 

Troubleshooting two scenarios 

in a computer-based motor vehi-

cle simulation. 

Manual scoring 

(number of valid 

errors scored) 

Cloude et al. 

2020 

Microbiology 68 students from three 

universities in the 

USA 

Gathering evidence, testing hy-

potheses (scientific thinking) to 

solve a mysterious disease out-

break in Crystal Island, an open-

world 3D serious game. 

Pretest-Posttest 

Dubovi 2022 Healthcare 61 nursing students 

from a university in 

Israel 

Collecting clinical data in a vir-

tual hospital and conducting 

basic medication procedures to 

solve the complex problem of 

identifying the correct medica-

tion. 

Pretest-Posttest 

Emerson et 

al. 2020 

Microbiology 61 students from three 

universities in the 

USA 

Gathering evidence, testing hy-

potheses (scientific thinking) to 

solve a mysterious disease out-

break in Crystal Island, an open-

world 3D serious game. 

Pretest-Posttest 

Gomes et al. 

2013 

Engineering 7 high school students 

from the USA 

Solving engineering problems in 

three short games. 

Automated 

Scoring (solve 

as many levels 

as possible in a 

limited time) 

 

Kang & 

Landry, 

2014 

Air Traffic 

Control 

60 undergraduate and 

graduate engineering 

students (n = 20 for 

treatment group) from 

the USA  

 

Solving possible air traffic con-

flicts by detecting a loss of sepa-

ration among multiple aircraft 

and multiple types of conflicts 

after training by following an ex-

pert scan path. 

Manual Scoring 

(number of cor-

rect detec-

tion/false 

alarms) 
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Reference Domain Sample Task(s) Performance 

measures 

Lee et al. 

2019 

Medicine 24 professionals and 

22 medical students (n 

= 46) from the Neth-

erlands  

 

Stabilising a virtual patient by 

applying the ABCDE method 

within a maximum of 15 minutes 

in an authentic computer-based 

medical simulation game. 

Automated 

Scoring (Inter-

vention comple-

tion score by ex-

tracting data 

from log files) 

 

Lee et al. 

2020 

Medicine 70 medical students 

from the Netherlands 

Stabilising a virtual patient 

within a maximum of 15 minutes 

in an authentic computer-based 

medical simulation game. 

Automated 

Scoring (log 

files) 

Sohn et al. 

2005 

Military 12 students and staff 

from the USA 

Learning subtasks (identification 

and control of information 

search) of tactical decision-mak-

ing in an anti-air-warfare simula-

tion. 

Manual Scoring 

(Immediate 

feedback on tim-

ing and accu-

racy) 

 

Taub et al. 

2017 

Microbiology 50 non-biology stu-

dents from the USA. 

 

Gathering evidence, testing hy-

potheses (scientific thinking) to 

solve a mysterious disease out-

break in Crystal Island, an open-

world 3D serious game. 

Automated 

Scoring (log 

files, in-game 

assessments as 

self-regulated 

judgments of 

learning) 

Tsai et al. 

2016 

Electrophysics 22 university students 

from Taiwan 

 

Solving a problem-based learn-

ing task embedded in a game-

based scenario by gathering in-

formation and applying 

knowledge about electromagnets 

to escape from a lab at the end. 

Pretest-Posttest 

(van Gog et 

al. 2005a) 

Electronics 10 students from the 

Netherlands 

Troubleshooting malfunctions in 

electrical circuits in a simulation. 

Manual Scoring 

(on-task solution 

aspects) 
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Table 5-5: Overview of research questions/hypotheses and main findings. 

Reference Research Questions / Hypotheses Main findings 

Abele et al. 

2017 

Successful subjects show a higher total 

critical fixation duration than less suc-

cessful subjects. 

- higher performance → longer total fixation time 

- lower performance → shorter total fixation time or 

substantial longer fixation time 

- more prolonged fixation might indicate confusion 

at some point 

Cloude et 

al. 2020 

Time fixating and interacting with scien-

tific reasoning-related game elements 

predicts post-test scores (RQ1). 

Time fixating on scientific reasoning-re-

lated game elements predicts time inter-

acting with scientific reasoning-related 

game elements (RQ2). 

Time fixating on non-scientific reason-

ing-related game elements predicts the 

time interacting with non-scientific rea-

soning-related game elements (RQ3). 

- lower performance → higher proportion of time 

gathering information and less time generating hy-

potheses 

- lower prior knowledge positively moderates the re-

lation between interaction and fixation on gathering 

information in the GBLE while a negative relation 

for higher prior knowledge was found 

- no relation between interaction and fixation for 

non-scientific reasoning was found 

- eye-tracking data helps to supplement and contex-

tualize log-files 

- multichannel data may be needed for individual-

ized learning analytics approaches 

Dubovi 

2022 

Students' cognitive and emotional en-

gagement can be measured by their self-

reports and psycho-physiological real-

time measurements and the synergistic 

effect of cognitive and emotional engage-

ment on learning. 

- emotional and cognitive engagement via multi-

modal metrics explained 51% of post-test learning 

achievement 

- no significant impact of joy expression on post-test 

- frequent anger expressions were associated with 

lower post-test scores 

- no significant change in self-reported affective 

state over three times 

- blink rate is negatively associated with post-test 

scores and shows significantly lower rates during the 

actual problem 

- more visual attention is spent on similar medicine, 

indicating processing difficulties through fixation 

counts and dwells 

- significant correlation between EDA peaks and 

blinks but not with emotional engagement 

- positive emotions were related to inducing blinks 

- a higher level of presence was related to more vis-

ual attention to relevant medicine 
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Reference Research Questions / Hypotheses Main findings 

Emerson et 

al. 2020 

Student gameplay behavior traces, facial 

expressions of emotions and eye gaze 

classify low, medium, and high perform-

ing groups. (RQ1) 

Student gameplay behavior traces, facial 

expressions of emotions and eye gaze 

classify low, medium, and high-interest 

groups. (RQ2) 

- gaze as a feature (unimodal) or gameplay + face as 

a multimodal feature approach yields in the accuracy 

of .67 for prediction among three performance 

groups 

- gameplay + face (multimodal) yields in .59 accu-

racy for prediction among three interest level groups 

- adding more modalities comes at the cost of noise, 

so feature selection must be done carefully to avoid 

overfitting 

Gomes et 

al. 2013 

Differences in eye-tracking patterns exist 

between students with low and high per-

formance in the three engineering-related 

computer games. 

- shorter time to first fixation, fewer clicks, more 

unique fixations, and a longer duration per fixation 

for high-performance cluster 

- longer time for the first fixation, a higher number 

of clicks and short fixation durations might indicate 

a lack of focus on strategy or reasoning before action 

(“trial-and-error”) 

- shorter durations for first fixations might indicate 

higher attentional readiness and indicates more time 

spent on reasoning before action 

Kang & 

Landry, 

2014 

The performance will be different for 

novices exposed to the expert scan path 

compared to the control group or novices 

without treatment. 

- treatment (expert scan path) group showed signifi-

cantly fewer false alarms than the verbal instruction 

group or control group 

- treated novices tend to follow a professional expert 

scan pattern after treatment (circular) 

- treatment group perceived expert scan paths as 

helpful, and a scan path could improve the training 

of novices 
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Reference Research Questions / Hypotheses Main findings 

Lee et al. 

2019 

Participants with high domain-specific 

prior knowledge (DSPK, i.e., experts) 

show higher systematicity in approach 

than participants with low DSPK (i.e., 

novices). (H1) 

Experts show higher accuracy in visual 

selection by allocating more visual atten-

tion to critical diagnosis areas (H2a) and 

in motor reactions by completing more 

interventions (H2b) than novices. 

Experts show higher speed in perfor-

mance by completing interventions faster 

than novices. (H3) 

Experts experience lower cognitive load 

than novices. (H4) 

- experts-Novice comparison shows for experts: 

→ more systematicity (indicated by HMM score) 

→ higher proportions of dwell time to total time 

(large effect), a higher ratio of fixation count to total 

fixation counts (medium effect), and longer fixation 

duration (large effect) on critically relevant infor-

mation 

→ no difference for other AOIs except for the inter-

vention area; a lower proportion of total fixation 

counts (medium effect) 

→ no difference for average fixation duration and 

fixation count, but cognitive load and transition rate 

correlate negatively with self-reported NASA-TLX 

score. 

Lee et al. 

2020 

Cognitive load in the pause-available 

condition (PA) would be higher than in 

the pause-unavailable condition (PU), at 

the overall level. (H1a) 

Performance in the PA would be higher 

than in the PU, at the overall level. (H1b) 

Within PA, cognitive load in the pause-

taking group (PAn) would be lower than 

in the no-pause-taking group (PA0), at 

the overall level. (H2a)  

Within the PA, performance in the PAn 

would be higher than in the PA0, at the 

overall level. (H2b) 

In the absence of intense events, the cog-

nitive load would increase during pauses. 

(H3a) 

In an intense situation, the cognitive load 

would decrease during pauses. (H3b) 

- overall, allowing pauses increases performance and 

cognitive load, regardless of whether pauses were 

taken or not. 

- when pauses were available, taking those pauses 

did not further benefit cognitive load or perfor-

mance. 

- during pauses cognitive load was lower compared 

to simulation. 

- pupillometry might be a valid measure of the cog-

nitive load next to self-reports. 

Sohn et al. 

2005 

Participants learn to pay more attention 

to task-relevant regions and less attention 

to task-irrelevant regions with practice 

over time. 

- information-seeking behaviour changed over time; 

reduction in time on relevant and irrelevant regions. 
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Reference Research Questions / Hypotheses Main findings 

Taub et al. 

2017 

The more books’ participants read, and 

the more often they read each book, the 

fewer concept matrix submission at-

tempts they made, resulting in better per-

formance. (H1) 

The longer fixation durations on the book 

content and concept matrices, the fewer 

concept matrix attempts, resulting in bet-

ter performance. (H2) 

There will be a significant interaction, 

such that log file data (number of books 

and frequency of reading each book) and 

eye-tracking data (proportions of fixa-

tions on book content and book concept 

matrices) will jointly impact concept ma-

trix submission attempts, with higher lev-

els of all variables resulting in fewer at-

tempts, and thus greater performance. 

(H3) 

- negative effect between number of books and per-

formance as well as for frequency of books and per-

formance 

- but the best performance was associated with fewer 

books and higher frequencies per book 

- reading more books (quantity) might not improve 

performance while reading books several times 

(quality) might do 

- no unique association between proportions of fixa-

tions on book content or book concept matrix with 

submission attempts were found, but a significant in-

teraction effect. Low proportions of fixations on 

book content and concept matrices were related to 

high performance 

- significant associations between performance and 

the multimodal predictors as well as for the interac-

tion term. The highest performance was related to a 

higher frequency of books, fewer books, and lower 

proportions of fixations on book content or concept 

matrix 

Tsai et al. 

2016 

Do players with different conceptual 

comprehension in GBL: 

- have different visual attention distribu-

tions while playing games? If yes, what 

are the patterns for high and low-achieve-

ment players? (RQ1) 

- have different patterns of visual atten-

tion transactions (representing the play-

ers' control strategies of multi-tasking co-

ordination applied in the game)? (RQ2) 

- experience different levels of game 

flow? (RQ3) 

low comprehension group: 

- higher PFD and PCD in the components area 

- higher mental effort (heatmap) 

- viewed graphical information more frequently than 

the high comprehension group 

- paid more attention to graphic information accord-

ing to heatmap analyses (while the high comprehen-

sion group spent less attention on graphical and more 

attention on textual information) 

- low comprehension group tended to get stuck in the 

message (cues) and out-of-screen gaze while the suc-

cessful group tend to transfer knowledge and might 

use out-of-screen gaze as a pausing/reasoning strat-

egy. 

high comprehension group showed  

- a higher sense of control and concentration, 

flow experience and visual attention association: 

higher flow time distortion → fixations on the main 

task 

lower flow time distortion → fixations on the mes-

sage prompt 
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Reference Research Questions / Hypotheses Main findings 

(van Gog et 

al. 2005a) 

Higher expertise participants spend more 

time on problem orientation, problem 

formulation, deciding on actions and 

evaluating them, while lower expertise 

participants are more likely to test out the 

functioning of the circuit to try to gener-

ate new hypotheses. (1) 

Higher expertise participants' orientation 

and evaluation phase will be less cogni-

tively demanding than reasoning, and all 

these processes are more demanding for 

lower than higher expertise participants. 

In the ‘problem orientation’ phase, 

higher expertise participants will have a 

higher proportion of fixations on compo-

nents related to major faults. (2) 

Eye movement and concurrent verbal 

protocol data together show how eye 

movement data may make to the investi-

gation of cognitive processes. (3) 

- high expertise participants spent more time in the 

‘problem orientation’ and ‘action evaluate & next 

action decision’ phase (but not for the ‘problem for-

mulation’ phase)  

- higher expertise groups only differ for mean fixa-

tion duration over all phases, but show more fixa-

tions on fault-related components, they show: 

→shorter mean fixation duration in the ‘orientation’ 

phase 

→longer mean fixation duration in the ‘problem for-

mulation’ phase 

→ verbal data that reveals predictive behaviour 

- Low expertise participants' verbal data show no ori-

entation and an unstructured initial testing approach 
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Appendix B: Study 4 (Chapter 6). Visual attention while solving economic learning tasks 

using dynamic, interactive graphs – An eye-tracking study. 

Table 6-6: Descriptive statistics for tasks with static graphs. 

Variable M SD 1 2 3 

      

1.Performance  

(static graphs) 
3.90 1.62       

2. Prior knowledge 5.16 1.87 .40**     

3. Attitude 2.98 0.49 .24 .16   

4. Total Fixation Durationa 0.00 1.00 -.09 -.32* -.16 

           

Note. a standardized. * indicates p < .05. ** indicates p < .01. 

 

Table 6-7: Descriptive statistics for tasks with dynamic graphs. 

Variable M SD 1 2 3 

      

1.Performance  

(dynamic graphs) 
4.18 1.55       

2. Prior knowledge 5.16 1.87 .43**     

3. Attitude 2.98 0.49 .32* .16   

4. Total Fixation Durationa -0.00 1.00 .22 .04 -.23 

           

Note. a standardized. * indicates p < .05. ** indicates p < .01. 

Task 1 (easy exercise) was instructed as follows: ‘You have already learned a lot about how 

markets work during your studies. Now it's time to apply what you've learned. Food is also 

traded in markets. Therefore, the supply and demand model is a good one to apply here. Exer-

cise: Let's take the market for cucumbers. There has been a crop failure due to very cold 

weather. You are now asked to predict how this will affect supply and demand, as well as the 

quantity of cucumbers sold on the market, the market price, producers’ surplus, and consumers. 

An example single-choice question involves the supply curve, which can shift left, shift right, 

or stay the same. Another example item relates to market prices, which can increase, stay the 

same, or decrease. Task 2 (difficult exercise) was instructed as follow: ‘It is not always the case 
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that the equilibrium price and quantity arise freely in the market. In some cases, the government 

interferes with market mechanisms. For example, the government may set maximum or mini-

mum prices for a market. An example of this is the minimum wage in Germany. In the follow-

ing, we will look at the effects of a maximum price on the market situation as an example. 

Exercise: You may be familiar with this problem. You want to rent an apartment, but the prices 

are extremely high. There seems to be a simple solution to this problem, doesn't there? The 

government should set maximum prices so that landlords cannot charge exorbitant rents. The 

government follows this idea and wants to help the tenants. To this end, it sets a maximum price 

for apartments of a certain size, which is below the market price. How will this affect the market 

situation?’ An example single-choice question refers to effect on the sum of producers’ and 

consumers’ surplus, which can increase, remain unchanged, or decrease. Students had to select 

the correct answer using a static graph and, in another scenario, a dynamic graph. 
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Appendix C: Study 5 (Chapter 7). Prompt text classifications with transformer models! 

An exemplary introduction to prompt-based learning with large language models. 

• Supplementary Material: https://github.com/LucaOffice/Publications 

• Funding: This research was funded by the German Federal Ministry of Education and 

Research, grant number 01DB1119-23. 

• Institutional Review Board Statement: The study was approved by the Institutional Re-

view Board (or Ethics Committee) of University of Bamberg, Germany. 

• Informed Consent Statement: Informed consent was obtained from all subjects involved 

in the study. 

• Data Availability Statement: The dataset including the full texts of the response emails 

is unfortunately not publicly available.  

• Conflicts of Interest: The authors declare no conflict of interest. 

• BART-large-mnli labels provided for zero-shot pipeline: 

candidate_labels = ['unhöflich', 'höflich'] 

• GPT-J-GB few-shot prompt: 

few_shot = ("""Klassifizier die Mail. Labels: höflich, unhöflich 

#### 

mail: Hallo Susanne, unter gegebenen Umständen kann ich die folgenden Aufgaben 

nicht bearbeiten. Die Excel-Simulation ist nicht dafür geeignet. Darüber hinaus funkti-

oniert mein Taschenrechner nicht. Mit freundlichen Grüßen 

Formulierung ist höflich 

####  

mail: bitte kommen Sie rüber und erklären mir es selbst 

Formulierung ist unhöflich 

#### 

mail: Guden, Ich habe keinerlei Ahnung ;) Gruß der Boss!  

Formulierung ist unhöflich 

#### 

mail: Flexi 

Formulierung ist unhöflich 

#### 

mail: Sehr geehrte Frau Meier, ich habe die von Ihnen gestellte Aufgabe leider nicht 

lösen können, da ich im Umgang mit solchen Aufgaben noch nicht so viel Erfahrung 

habe.  

Formulierung ist höflich 

#### 

“"") 
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Eidesstattliche Versicherung 

Eidesstattliche Versicherung gemäß § 8 Absatz 2 Satz 1 Buchstabe b) der Promotionsordnung 
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Bei der eingereichten Dissertation mit dem Titel ‘Digitalization in Economic and Busi-

ness Education – Exploring how technology can support and enhance educational pro-

cesses’ handelt es sich um mein eigenständig erstelltes Werk, das den Regeln guter wis-
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2. I did not seek unauthorized assistance of a third party and I have employed no other 

sources or means except the ones listed. I clearly marked any direct and indirect quota-
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lässigen Hilfe Dritter bedient. Insbesondere habe ich wörtliche und nicht wörtliche Zi-
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3. I did not yet present this doctoral dissertation or parts of it at any other higher education 
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unrichtigen oder unvollständigen eidesstattlichen Versicherung sind mir bekannt. Ich 
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Author's addendum: During the preparation of this work, the author used ChatGPT, DeepL, 

Grammarly and similar large language models in order to optimize the language style. After 

using this tool/service, the author reviewed and edited the content as needed and take full re-
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since 2020  Research assistant, Chair of Economic and Business Education, Profes-

sional Teaching and Learning (Prof. Jürgen Seifried), University of 

Mannheim,  

Germany 

Education 

since 2020 Doctoral Study Program, University of Mannheim 

2017 – 2020 Master of Science Business Education, University of Mannheim 

2014 – 2017 Bachelor of Science Business Education, University of Mannheim 

Selected Teaching activities 

since 2021 Design of economic and vocational learning environments II – Graduate 

level, German, spring and fall semester 

Current didactic issues: Teaching and Learning with Enterprise Resource 

Planning Systems - SAP4school, Graduate level, German, spring and fall 

semester 

Supervising bachelor theses and master theses 

Selected Publications 

2023 Mayer, C. W., Ludwig, S. & Brandt, S. (2023). Prompt text classifica-

tions with transformer models! An exemplary introduction to 

prompt-based learning with large language models. Journal of 

Research on Technology in Education: JRTE, 55(1), 125–141. 

https://doi.org/10.1080/15391523.2022.2142872 

Mayer, C. W., Rausch, A. & Seifried, J. (2023). Analysing domain-

specific problem-solving processes within authentic computer-

based learning and training environments by using eye-tracking: 

a scoping review. Empirical Research in Vocational Education 

and Training, 15:2, 1–27. https://doi.org/10.1186/s40461-023-

00140-2 

2022 Mayer, C. W., (2022). Lehren und Lernen mit Enterprise Resource 

Planning (ERP) Systemen – Typische Bearbeitungsprobleme als 

Grundlage der Lernprozessgestaltung. Berufs- und Wirt-

schaftspädagogik Online:bwp@, 43, 1–17. 

https://www.bwpat.de/ausgabe43/mayer_bwpat43.pdf 

Gorshid, G. D., Mayer, C., Rausch, A. & Seifried, J. (2022). Das 

LUCA-Dashboard im Usability-Test – Eine gaze-cued retro-

spective Think-Aloud-Studie. In S. Schumann, S. Seeber, S. A-
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bele (Eds.), Digitale Transformation in der Berufsbildung: Kon-

zepte, Befunde und Herausforderungen (Band 41, 189–212). 

Bielefeld: wbv. 

2021 Ludwig, S., Mayer, C., Hansen, C., Eilers, K. & Brandt, S. (2021). Au-

tomated essay scoring using transformer models. Psych, 3(4), 

897–915. https://doi.org/10.3390/psych3040056 

Seifried, J., Gentner, S., Brandt, S., Braunstein, A., Deutscher, V., 

Gorshid, G. D., Ludwig, S., Mayer, C., Rausch, A. and Win-

ther, E. (2021). Flexibel einsetzbare Lehr- und Lernplattform für 

kaufmännische Bildung: LUCA Office Simulation. VLB-Ak-

zente: berufliche Bildung in Bayern, 30, 9–11. 

Selected Presentations 

2024 Mayer, C., Mühldorfer, R. & Seifried, J. (2024, April). Perceptions of 

immersion in a student-teacher course using an immersive virtual 

reality (VR) classroom. Roundtable presentation at the 2024 An-

nual Meeting of the AERA. Philadelphia, USA. 

2023 Mayer, C., Findeisen, S., Guggemos, J. & Seifried, J. (2023, Septem-

ber). Visuelle Aufmerksamkeit beim Lösen von ökonomischen 

Single-Choice-Aufgaben mit dynamischen Grafiken - Eine Eye-

Tracking-Studie. Paper presented at the Jahrestagung der Sektion 

Berufs- und Wirtschaftspädagogik 2023 der DGFE, Flensburg, 

Germany. 

2022 Mayer, C. & Seifried, J. (2022, August). Learning and teaching with 

Enterprise Resource Planning (ERP) systems – A report on self-

reflected typical student mistakes and problem-solving ap-

proaches by student teachers. Paper presented at the 11th EARLI 

SIG14 Conference 2022, Paderborn, Germany.  

2021 Mayer, C., Gentner, S., Seifried, J., Deutscher, V. & Rausch, A. (2021, 

September). Digitaler Unterricht an kaufmännischen Schulen – 

Eine Charakterisierung der aktuellen Unterrichtspraxis auf Ba-

sis des SAMR-Modells. Paper presented at the Jahrestagung der 

Sektion Berufs- und Wirtschaftspädagogik der DGfE, Bamberg 

(online), Germany. 

2020 Mayer, C. & Seifried, J. (2020, September). Eye-tracking zur Analyse 

des kaufmännischen Problemlöseprozesses in einer computerge-

stützten Office Simulation. Paper presented at the Jahrestagung 

der Sektion Berufs- und Wirtschaftspädagogik der DGfE, Osnab-

ruck (online), Germany. 

 

 


