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Abstract

Websites represent a crucial avenue for organizations to reach customers, attract talent, and disse-
minate information to stakeholders. Despite their importance, strikingly little work in the domain of
organization and management research has tapped into this source of longitudinal big data. In this
paper, we highlight the unique nature and profound potential of longitudinal website data and pre-
sent novel open-source code- and databases that make these data accessible. Specifically, our code-
base offers a general-purpose setup, building on four central steps to scrape historical websites using
the Wayback Machine. Our open-access CompuCrawl database was built using this four-step
approach. It contains websites of North American firms in the Compustat database between
1996 and 2020—covering 11,277 firms with 86,303 firm/year observations and 1,617,675 web-
pages. We describe the coverage of our database and illustrate its use by applying word-embedding
models to reveal the evolving meaning of the concept of “sustainability”’ over time. Finally, we out-
line several avenues for future research enabled by our step-by-step longitudinal web scraping
approach and our CompuCrawl database.
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Websites are an essential tool for organizations to reach customers, attract talent, and disseminate
information to stakeholders, such as investors and analysts (Botero et al., 2013; Powell et al.,
2016; Santos, 2019). Since information disclosure on websites is voluntary and features more
degrees of freedom than, for instance, mandated regulatory filings (Hoberg & Phillips, 2010), web-
sites reveal facets of organizations that the organizations themselves deem salient (Powell et al.,
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2016; Trabelsi et al., 2008). This has led to the emergence of organizational websites as “a distinctive
genre of collective identity,” serving as an important catalyst of trust and legitimacy in the eyes of
stakeholders (Botero et al., 2013; Sillince & Brown, 2009, p. 1835).

Organizations’ websites are multimodal, organically created, and updated frequently, allowing for
unique insights that other data sources, such as interviews, keynote speeches, and annual reports,
cannot offer. For example, researchers have utilized websites to obtain highly detailed data on
firms’ product offerings (Shermon & Moeen, 2022), gain unique insights into their recruitment prac-
tices (Stone et al., 2015), and access valuable user-generated data, such as ratings and reviews
(Orlikowski & Scott, 2014). Moreover, even when information can also be obtained from other
sources, ‘“‘some data points are actually more valid if taken from a webpage than from other data-
bases” (Powell et al., 2016, p. 117).

The pervasiveness of these “tangible touchpoint[s] between the organization and different
audiences” (Santos, 2019, p. 240) has led to a growing interest in accessing, extracting, saving
(“scraping”), and analyzing these data at scale. For example, organizational scholars have demon-
strated that websites offer reliable insights into diverse organizational phenomena, such as their
identity (Botero et al., 2013; Kroezen & Heugens, 2012; Powell et al., 2016; Sillince & Brown,
2009), strategy (e.g., Ebben & Johnson, 2005; Guzman & Li, 2023; Holstein et al., 2018; Jarvis
et al., 2019), innovation (Kinne & Lenz, 2021), and networks (Oberg et al., 2009; Powell et al.,
2017; Wruk et al., 2020).

Past research relying on website data has, however, faced substantial challenges. First, the sheer
volume and variety of websites imply that manual data collection is frequently not an option.
Therefore, researchers need to write complex computer code (“scrapers”) to retrieve the desired
data in an automated fashion. Second, as websites are highly unstructured, researchers face the time-
consuming task of reducing noise in these large and heterogeneous collections of website data. Last,
servers only provide the most recent version of a website at the time of data collection. Hence,
researchers must either resort to cross-sectional data or wait years to build longitudinal datasets
(see Guzman & Li, 2023, for an exception). Given the distinctive characteristics and significant
potential of website data, these challenges hinder the exploration of impactful questions in the
domain of organizational research.

We aim to address these challenges by, first, describing a general-purpose, four-step approach to
collecting longitudinal website data using our open-access codebase written in Python. Our approach
makes use of the Wayback Machine developed by the Internet Archive, a nonprofit organization that
aims to archive the entire internet. The Wayback Machine contains over 850 billion archived versions
of webpages that were collected starting May 12, 1996. Our codebase not only offers streamlined and
scalable access to this data source but also provides an end-to-end pipeline for conducting research
using website data. Moreover, we provide open access to our CompuCrawl database, which was built
using our four-step approach and our associated open-access codebase. The CompuCrawl database
offers researchers immediate access to more than 1.6 million archived webpages between 1996 and
2020 for 11,277 publicly traded firms listed in Compustat North America. Last, we use this database
to assess the quality and coverage of the Wayback Machine’s data and demonstrate one research use
case of longitudinal website data.

Our work offers several contributions. First, although excellent reviews of web scraping
approaches exist (e.g., Boegershausen et al., 2022; Edelman, 2012; Landers et al., 2016), these arti-
cles tend to focus on individual-level website data, scraped from a single or a few similarly structured
websites. Building on the valuable insights gleaned from these approaches, we discuss the unique
challenges that emerge when scraping numerous organizational websites’ unstructured and heteroge-
neous data. A second contribution emerges from our focus on scraping organizational websites over
time. Prior work has highlighted the opportunities for scraping longitudinal data and has explicitly
suggested using the Wayback Machine (Boegershausen et al., 2022; Landers et al., 2016).
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However, we are first to discuss the unique considerations of scraping longitudinal website data and
to evaluate the suitability of the Wayback Machine’s archive for organizational research. Third, our
codebase enables researchers to scrape historical versions of any website. We hope this will enable
organizational research to generate and share rich website-based data, as exemplified by our open-
access CompuCrawl database. As a result, we answer calls for more work that develops and describes
datasets for others to use (Ethiraj et al., 2017, 2019). Last, by discussing ways in which future
research can utilize longitudinal organizational website data, we augment the research agenda under-
pinning the “linguistic turn” and the “visual turn” in management research (Boxenbaum et al., 2018;
Vaara & Fritsch, 2022).

In the following, we discuss the four key steps underpinning research projects using longitudinal
organizational website data, highlighting common considerations and best practices that emerge from
our review of prior work. The four steps (sample construction, data collection, data (pre-)processing
and cleaning, data description and analysis) are summarized in Table 1. Researchers who want to
apply our recommended scraping methods to their own lists of focal websites can download our
Python codebase and in-depth documentation of the code at https:/haans-mertens.github.io/code.
Throughout this review, we illustrate the specifics of our approach via an in-depth illustration of
the construction of our CompuCrawl database. Researchers interested in this ready-made database
of longitudinal website data of firms listed in Compustat North America can download our
CompuCrawl database at https:/haans-mertens.github.io/data.

Step 0: Foundations
Research Question Definition

Before commencing the actual longitudinal web scraping, researchers should first focus on two foun-
dational prerequisites: defining their research question and conducting legal due diligence. For one, a
research project’s focal research question informs all subsequent web-scraping decisions (Landers
et al.,, 2016). We, therefore, consider clarity on a project’s goals and their fit with the focal data
source essential to making reasoned methodological choices and ensuring the accuracy and relevance
of the collected data. Specifically, researchers are advised to iteratively develop a data source theory,
which summarizes their “understanding of what the data source is, provide[s] context for data con-
tained therein, [... and reveals] whether the information contained in the source can be used to test the
research questions” (Landers et al., 2016, p. 483). Moreover, having defined a concrete research
question and associated data source theory a priori supports researchers in defining suitable scraping
parameters, identifying applicable benchmarks against which to compare the coverage of the scraped
data, as well as conducting adequate data (pre-)processing, cleaning, and analysis. Therefore, this
foundational step enables researchers to identify potential threats to their projects’ internal and exter-
nal validity early on and adjust their scraping decisions accordingly (Boegershausen et al., 2022).

It is worth noting that the specific degree of concreteness of this prerequisite step and the scope of
the resulting data collection efforts will depend on the chosen research approach. Hence, projects that
employ hypothetico-deductive research akin to “theory-driven web scraping” advocated for by
Landers et al. (2016, p. 477) will generally achieve higher initial clarity, allowing for more targeted
scraping. Inductive research should similarly start with an a priori definition of the focal research
question and assess its fit with the data source theory. However, we acknowledge that such
endeavors are generally associated with lower initial goal clarity and, thus, may necessitate
broader scraping efforts.

In addition to the general aim of illustrating a general approach to working with longitudinal
website data, our own scraping project had two goals. First, we sought to create a widely applicable
database of longitudinal organizational website data to support future research. Second, our empirical
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Table |. Step-By-Step Tutorial for Longitudinal Website Scraping.

General Steps

CompuCrawl Database

Step 0: Foundations

* Define research question and associated data
source theory.

* Conduct legal due diligence.

Step |: Sample Construction

» Gain access to the website address(es) of the
focal organization(s).

* Clean the website addresses, for example, by
enforcing consistent formatting and removing
duplicates.

Step 2: Data Collection
* Select the timeframe and collection frequency.

* Request and scrape archived website versions
from the Wayback Machine.

* Assess coverage over time.

* Parse the scraped websites for links to subpages.

* Scrape the subpages.

Step 3: Data (Pre-)Processing and Cleaning

* Convert HTML website files.

* Exclude invalid or irrelevant webpages.

* Remove websites not in the desired language.
* Remove invalid/irrelevant content.

* Remove excessively short texts.

*  Further process texts based on the needs of the
application.

Step 4: Data Description and Analysis
* Describe and summarize resulting textual data.

* Use data in project-specific analyses.

Assessed the suitability of firms’ longitudinal website
data to test if the meaning of concepts shifts over time.
Ensured compliance with local regulations and the
Wayback Machine’s terms of use.

Compustat North America provided data on 17,238
firms with a website.

13,575 website addresses remained after automated
and manual cleaning that enforced consistent
formatting and removed duplicates.

Time frame: 1996 to 2020, scraping one historic
website version for each year.

Requested 169,578 archived website versions from
the Wayback Machine, successfully scraping 110,379.
Confirmed unsuccessful scrapes were the result of
websites not yet existing or not related to
organization-level factors.

Parsed the scraped websites, identifying 2,591,743
subpages.

Successfully scraped 2,051,884 subpages.

Converted all 2,162,263 HTML website files to plain
text.

Removed 1,621 frontpages and 468 subpages that
were wholly invalid. Additionally used GPT3.5 to
classify page structure, removing 255,451 webpages
that were duplicates of the frontpage, contained only
legal information, technical resources and
documentation, or regarded site functionality.
Language identification algorithm removed 212,079
non-English webpages.

Removed content based on 5,818 (sub-)sentences.
Removed 74,969 webpages with 10 or fewer words
after cleaning, leaving 1,617,675 webpages and
636,318,656 words.

Aggregated frontpage and subpage texts into 86,303
firm-year observations and removed stop words and
highly infrequent words for topic modeling.

Utilized a 125-topic topic model to summarize the
contents of the collected website texts.
Word-embedding model was used to analyze the
change in meaning of the concepts of “sustainability”
and “profitability.”
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application that utilizes the resulting CompuCrawl database explores the research question of
whether the meaning of concepts relevant to organizational research evolves over time. We, thus,
assessed the suitability of organizations’ longitudinal website data to answer the focal research ques-
tion. This process was informed by Landers et al.’s (2016, p. 484) guiding questions for the devel-
opment of a data source theory. It, for example, included validating the potential of firm websites to
capture relevant shifts in organizational discourse and evaluating the breadth and depth of the avail-
able website data to ensure that they sufficiently capture the concepts of interest. Based on these
considerations, we concluded that texts from organizations’ longitudinal websites archived by the
Wayback Machine indeed allow for reliable inferences on whether the meaning of relevant
organizational concepts evolves over time.

Legal Due Diligence

Conducting legal due diligence is the second prerequisite to longitudinal web scraping. Specifically,
web scraping legislations differ between jurisdictions and change over time. Therefore, we urge
researchers to always assess the legal framework they must abide by and consider ethical norms at
the start of any scraping project (see Dykstra et al., 2014, for an example). There are several excellent
overviews of common legal and ethical requirements for scraping website data (Braun et al., 2018;
Kobayashi et al., 2018; Landers et al., 2016). In general, researchers tend to meet these requirements
when they abide by websites’” terms of use and general fair use principles (Black, 2016; Dreyer &
Stockton, 2013).

As such, we limit our discussion to the specifics pertaining to scraping the Wayback Machine:
Whereas researchers typically encounter different terms of use for every website they scrape, one
must only abide by the Wayback Machine’s terms when scraping its archive. Specifically, the
Wayback Machine limits the use of its data to scholarship and research purposes and places few
other restrictions on users (Internet Archive, 2022). More fundamentally, the U.S. Copyright Act
(17. U.S.C § 108) provides special exemptions for archives, such as the Wayback Machine, from
its otherwise stringent regulations. Similarly, the E.U.’s Digital Single Market Directive demands
that member states implement exemptions for text and data mining conducted for scientific research
(The European Parliament & The Council of the European Union, 2019). Therefore, while websites’
terms of use and legal restrictions warrant attention during the inception of any scraping project,
researchers have significant opportunities to utilize website data retrieved from the Wayback
Machine.

Step |: Sample Construction
Access Website Addresses

Following the formulation of the research question, the assessment of its fit with the data source
theory, and legal due diligence, researchers must obtain focal organizations’ website addresses.
For example, commercial databases like Orbis or public repositories provided by Chambers of
Commerce provide access to website addresses at scale. The articles in our review utilized a wide
range of sources—consistent with the broad potential of website data. For instance, Botero,
Thomas, and Graves (2013) obtained lists of family firms and their website addresses from family
business organizations in the United States, the United Kingdom, and Australia. Guzman and Li
(2023) leveraged the Crunchbase database to access the website addresses of all companies available
in that database between 2003 and 2019. Haans (2019) identified organizations’ websites through a
database of the Dutch Chamber of Commerce. In general, when selecting their source of website
addresses, researchers should be aware of “its properties and limits” and the implications that



6 Organizational Research Methods 0(0)

these will have on the validity of the resulting data (Boyd & Crawford, 2012, p. 668; Landers et al.,
2016). Considerations regarding databases’ survivorship bias and whether old website addresses are
overwritten in the case of website address changes are especially warranted.

For our list of websites to feed into the Wayback Machine, we used Standard and Poor’s
Compustat North America database. Compustat contains website information for thousands of
firms and is a reputable, widely used dataset for firm financials in management research. Indeed,
we find that “Compustat” occurs at least once in 29.8% (325) of the 1,090 articles published in
the Strategic Management Journal and in 25.6% (190) of the 742 articles in the Academy of
Management Journal between 2011 and 2020. This widespread use highlights that obtaining
textual data of the firms listed in Compustat allows for substantial synergies with prior and
ongoing research. Moreover, we can expect the websites to contain textual data that cover salient
organizational constructs and their change in meaning over time.

We downloaded the Compustat database in the second half of 2021 to ensure that the information for
2020 was complete and up-to-date. In total, there were 30,790 firms in the Compustat database between
1996 and 2020, each with a unique identifier called “GVKEY.” Out of the 286,622 GVKEY/year
observations, 84,357 GVKEY /year observations (13,552 GVKEYSs) did not contain any website infor-
mation (see Figure 1).! The remaining 202,165 GVKEY /year observations (17,238 GVKEYs) had a
website address listed. We reduced the extent of survivorship bias in our sample by also retrieving
data from Compustat on firms that have gone out of business. However, Standard and Poor’s is
known to add and back-fill data of previously successful firms in Compustat (Ball & Watts, 1979;
Kothari et al., 1995). This source of survivorship bias is likely still present in our sample of website
addresses. Moreover, it is worth noting that the website addresses provided by Compustat were the
most recent ones available in the database. Hence, if a firm previously changed its website address,
the prior website address was not retained in Compustat, as it was overwritten with the latest
address. This implies a potential loss of website addresses, particularly for the initial years of our data-
base. Nevertheless, we assume that such domain switching is relatively rare given the importance of
consistency to maintain traffic to one’s website.

Clean Website Addresses

Any data collection effort is only as good as the quality of its inputs. Therefore, researchers should
format website addresses consistently and remove duplicate or inactive addresses prior to scraping. In
our literature review, examples of this include Kotha et al. (2001) who manually checked each
website to determine if it was operational and open for customer interactions as well as Haans
(2019) who used an automated approach to validate that websites were active.

We, first, recommend enforcing consistent formatting of the website addresses to ensure that the
Wayback Machine correctly identifies archived website versions. Specifically, we advise researchers
to convert website addresses to lowercase and strip them of prefixes like “http:/” as well as trailing
backslashes. Then, website addresses can be uniformly reconstructed according to the following
pattern: “https:/www. + address.” This website address cleaning for best interoperability with the
Wayback Machine is conducted automatically as part of our codebase.

An additional benefit of this approach is that duplicate website addresses can be reliably identified.
For example, while engaging in this cleaning in preparation for our own scraping for the CompuCrawl
database, numerous GVKEY's with the same website addresses became apparent. Collecting these web-
sites yields repeating observations for otherwise unique GVKEYs. We advise researchers to not simply
drop observations with duplicate website addresses but to explore if patterns in the data explain these
duplicates. Clear decision rules should then be formulated on which observations are kept and why.
Specifically, we noticed that duplicate entries were highly concentrated; a small number of firms
accounted for a disproportionately large percentage of duplicates. Moreover, many of these entries
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Compustat (2020):
30,790 GVKEYs
286,522 GVKEY/yr
v v
With site: Without site:
17,238 GVKEYs 13,552 GVKEYs
202,165 frontpages 84,357 GVKEY/yr
22— L AS—
Not duplicate: Duplicate:
13,575 GVKEYs 3,663 GVKEYs
169,578 frontpages
v v R L A—
Frontpages collected: Frontpages not Frontpages collected: Frontpages not
110,379 frontpages collected: 16,680 frontpages i i collected:
’ pag 59,199 frontpages ’ pag 15,907 frontpages
I —
Subpages total: Subpages total:

2,591,743 subpages

v

v

Subpages collected:
2,051,884 subpages

Subpages not collected:

539,859 subpages

Subpages collected:
523,384 subpages

i iSubpages not collected:

147,909 subpages

v

Total webpages:
110,379 GVKEY/yr
2,162,263 webpages
820,067,840 words

v

Webpages included in
CompuCrawl database:
86,303 GVKEY/yr
1,617,675 webpages
636,318,656 words

Removed during cleaning and selection:
2,089 invalid pages (682,944 words)
255,451 irrelevant page type (158,455,296 words)
212,079 not in English (24,187,840 words)
74,969 very short (423,104 words)

Figure |. Flowchart of sampling steps.

were associated with financial service firms with separate GVKEY entries for the exchange-traded
funds they operate. For example, the website address “www.invesco.com” was linked to 243 unique
GVKEYs, but just one GVKEY was associated with the investment management firm Invesco Ltd.
The remaining 242 GVKEYs referred to, for example, the Invesco DWA SmallCap Momentum
ETF and the Invesco S&P 500 Downside Hedged ETF. Therefore, we manually assessed all duplicate
observations to identify the primary GVKEY associated with each website address. If we did not iden-
tify a primary GVKEY, we classified all as duplicates. There were 3,663 GVKEYs (32,587 GVKEY/
year observations) that became redundant in this way (see Figure 1). We excluded these duplicates from
our main database and analyses, leaving us with cleaned, unique website addresses for 13,575
GVKEYs.
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Step 2: Data Collection
Determine Scraping Parameters

Once the addresses of the focal websites have been cleaned, researchers must determine for what
period to collect the data, which is a unique consideration for scraping archival organizational web-
sites. As noted earlier, obtaining longitudinal data remains a challenge for researchers interested in
leveraging website data. Indeed, nearly all articles we identified relied on cross-sectional data
obtained only at the most recent point in time, with only a few exceptions: Powell et al. (2016) man-
ually collected website data for over a decade, while Guzman and Li (2023) leveraged the Wayback
Machine to collect a version of organizations’ websites in the year after organizations’ founding. As
discussed previously (see Step 0: Foundations), the focal research question and data source theory
inform the entire web scraping project pipeline (Boegershausen et al., 2022; Landers et al., 2016).
Hence, we, for example, recommend explicitly considering how long the focal website content
existed and how regularly it was generally updated in selecting suitable scraping parameters.

To illustrate our approach’s full potential and observe concepts’ shift in meaning over an extended
period, we chose the timeframe of 1996 up to and including 2020. The Wayback Machine started
archiving websites in 1996, and the most recent, complete Compustat dataset was from 2020.
This yielded 339,375 potential GVKEY/year observations (25 years multiplied by 13,575
GVKEYs with a unique, cleaned website address). However, we only scraped the Wayback
Machine’s archive starting with the year when the firm was first present in Compustat up to and
including the last year it was listed. For example, Shutterstock Inc. (www.shutterstock.com) was
present in Compustat from 2010 onwards, and our scraper requested an archived page only for its
active years. We, thereby, reduced the total number of potential GVKEY/year observations to
169,578. Such parsimonious scraping is a best practice, as it conserves researchers’ resources and
limits the strain on the servers that are scraped (Landers et al., 2016).

Moreover, researchers must determine for which point in time the archived website version is
requested from the Wayback Machine. The requested timestamp can be flexibly adjusted in our code-
base, for instance, setting it to the founding dates of firms (see Guzman & Li, 2023) or major exog-
enous events. Since the scraper collects the closest archived website version to the specified
timestamp, we advise researchers to set the timestamp to the midway point of the period of interest.
For example, researchers interested in daily website versions should set the requested timestamp to
noon of the respective days. We opted for yearly intervals as the resulting data for our CompuCrawl
database promise to accommodate many researchers’ needs. Moreover, we expected the temporal
shifts in organizational concepts’ meaning to occur relatively slowly over time. For such yearly
scraping, July 2—the midway point of the year—should be selected.

Scrape Frontpages

Once these parameters are decided upon, the next step is to download (“scrape”) the websites asso-
ciated with the focal website addresses. Although some authors did not use automated scraping (com-
monly working with small sets of websites, e.g., Bertels et al., 2014; Borah et al., 2021; Botero et al.,
2013; Ebben & Johnson, 2005; Hales et al., 2021), we find that most large-scale applications leverage
code-based approaches to automatically collect the focal websites. In our application, we accessed
the Wayback Machine to download the available archived websites during the specified period.
The main/landing pages of these websites will be referred to as “frontpages.” This initial phase
yielded a total of 110,379 frontpages, implying that 59,199 frontpages were not collected (see
Figure 1).
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Describing Coverage

It is essential to assess the coverage of scraped website data to draw justified conclusions from these
data (Landers et al., 2016). However, whereas assessing if a page is available at the time of scraping is
relatively straightforward for cross-sectional scraping projects, scraping organizational website data
over time introduces specific challenges. We, therefore, encourage researchers using archival website
data to diligently assess and transparently describe the coverage of their data. Specifically, we rec-
ommend benchmarking the data coverage against the total number of unique domains on the
entire World Wide Web and the data coverage of relevant comparable databases. Moreover, a rigor-
ous assessment of data coverage should include an explicit distinction between missingness due to
websites not existing yet compared to websites not having been archived by the Wayback
Machine. Finally, researchers should probe for systematic reasons that specific websites went
unarchived.

We start the comparative assessment of the coverage of our longitudinal web scraping using
Figure 2. Panel A of Figure 2 shows the number of frontpages that were collected for our database
over time together with the total number of unique domains on the entire World Wide Web (Netcraft,
2021). Panel B of the same figure shows rates of (un)successful scraping by year. Cases of missing
websites are broken down into two primary reasons for missingness: On the one hand, the website
may not have existed yet in the focal year even if the organization already existed. On the other
hand, the website may not have been archived in the focal year even though it existed. We advise
researchers to distinguish between these two reasons for missingness by visiting each domain’s
“who.is” page. “who.is” provides domain registration information, including the timestamp of
when a domain was registered, which we retrieved for each domain in our sample. In Panel B of
Figure 2, “Not registered” comprises missing observations for which the requested website versions
predate their respective registration dates. Observations for which “who.is” shows that the websites
were registered yet the Wayback Machine did not archive them are categorized as “Registered, not
archived.” The few websites without registration information on “who.is” are listed as “Unknown
registration date” in Panel B.

Panel A Panel B
10,000 2,000 | 100% momannnnAnnNnnAnnnnnnm
1,800
1,600 I
7.500 2 ’ 75% U
’ 4 1,400
: 1,200 |
5,000 _ 1,000 50% |
800 I aH LR
2,500 600 25%
400
200
0 0 0%
YRR EEREEEE SN EEEEEE:
[= = I = e e R e R e R R e I e I ] (=) =) S R e R oS o o o o O
heni - B o B o I BN S BN I oS IR oS INK S IS B o BN | Aan e B o BN o I o B oS BRSNS B o B o B o B o BN oN |
OCollected
Collected frontpages B Registered, not archived
Unki istration dat
------ Global total number of hostnames (in millions) ENgt ?:gv;/;;fis ration date

Figure 2. Data coverage over time.
Note: Panel A shows the total number of collected frontpages and unique domains on the entire World Wide Web in July of
each year. Panel B shows yearly rates of (un)successful data collection.
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Jointly, the two panels in Figure 2 show that the raw number of collected webpages has grown
rapidly and consistently in more recent years. Thus, there are more firm websites available to be suc-
cessfully scraped as time progresses—consistent with the tremendous growth of the World Wide
Web over time. Accordingly, the rate of missing observations due to websites not existing yet rep-
resents a large share of all scraping attempts in initial years and rapidly diminishes over time. It is also
evident that the ratio of registered websites that were not archived by the Wayback Machine remains
fairly consistent over time, hovering at around twenty percent. Hence, there appears to be a random
chance of about twenty percent that the Wayback Machine does not archive a website in a given year.

We advise researchers to statistically validate such inference by probing for systematic reasons
that specific websites went unarchived, which would be problematic. We, therefore, estimated con-
ditional logistic regressions predicting that a registered website went unarchived. The number of
employees, total revenues, net income, and the return on equity of the associated firm served as
explanatory variables.? Each of these variables is representative of firm visibility and/or success,
and less visible/successful firms’ websites might have a lower chance of being archived. None of
the four explanatory variables (separately or jointly in a single model, with p-values ranging from
135 to .790) explain the probability that a registered website went unarchived. In all, this suggests
that the pattern of registered websites that were not archived by the Wayback Machine is indeed
seemingly random.

A logical next question that researchers should also explore is how their archival website data
compare to alternative longitudinal data sources in terms of coverage. Therefore, Figure 3 compares
the percentage of successfully scraped websites in each year to the percentage of available observa-
tions for several commonly used variables from the Compustat database. Panel A covers the entire
database—including observations without a website address—while Panel B focuses on the subsam-
ple of observations with a website available in Compustat. Both panels show that website data cov-
erage was initially limited, which was primarily due to firms’ websites not existing yet, as described
above. However, absolute as well as relative coverage compared to commonly used variables from

Panel A Panel B
100% 100%
_— T .
-‘\-~
N,=-
75% 75% |oeer teen, T TS
50% 50%
25% 25%
0% 0%
O X O A T O XX O NN T O 0 O O 0 S A T O X O AN T O 0 O
DD OO OO === = = D DO DO == = = =
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Figure 3. Comparison of coverage over time.

Note: The graphs show the percentage of observations in the Compustat database that contained an observation for the
respective variables. ‘“Website” indicates a successful scrape of the Wayback Machine. Panel A shows coverage for all
observations in the database. Panel B shows coverage for those with a website in Compustat.
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Compustat significantly improved as time progressed. In recent years, the coverage of website data
even surpassed that of net income, the most widely available comparative variable under
consideration.

Scrape Subpages

Having collected the archived frontpages of websites, a common way to enrich the data is to go
further down the page hierarchy by collecting so-called “subpages” (for instance: https:/www.
website.com/about). For example, Kinne and Lenz (2021) and Guzman and Li (2023) scraped front-
pages and up to 25 and 10 additional subpages, respectively. Similarly, Haans (2019) collected front-
pages and all subpages that were accessible from the frontpage. Following such practice, our code
continues by walking through all website addresses that were listed on the successfully collected
archived frontpages and scrapes those that point to the same domain.> In other words, for each
archived frontpage, the scraper attempts to collect all archived subpages that the frontpage linked
to in the year under consideration. In our application, this yielded 2,591,743 additional valid
subpage addresses, of which 2,051,884 were also archived by and successfully scraped from the
Wayback Machine. On average, each frontpage, therefore, contained 18.58 additional archived sub-
pages, resulting in a joint database of 2,162,263 webpages including the collected frontpages (see
Figure 1). Such large-scale scraping projects require significant time to collect the focal data
(Landers et al., 2016). In our case, data collection ran at an average pace of about 2,100 webpages
per hour, taking about 1,000 hours or 43 days to complete.

Step 3: Data (Pre-)Processing and Cleaning

After scraping the available longitudinal frontpages and subpages from the Wayback Machine, the
resulting files are converted “to ensure that the structure and form of the data collected match the
structure and form intended” (Landers et al., 2016, p. 485). Specifically, the scraped websites are ini-
tially stored as HyperText Markup Language (HTML), the standard web language for creating and
defining websites’ structure and content. Given that the vast majority of research applications using
website data are centered on textual content (e.g., Guzman & Li, 2023; Jarvis et al., 2019; Sillince &
Brown, 2009), our codebase converts the scraped HTML files to one of the most flexible data
formats: plain text (.txt).* It is important to note here that the websites under consideration were
created using multiple versions of the HTML standard, which evolved over time (see Landers
et al., 2016, p. 476, for a discussion of these developments). As a result, we took special care in
our codebase to accurately process the broad range of possible page structures to yield valid
textual data. This is yet another unique feature of longitudinal web scraping compared to cross-
sectional scraping projects, where researchers will generally encounter a much more limited
variety of HTML standards.

Then, a crucial step is to (pre-)process, select, and clean the textual data. Although there are many
viable approaches, we find that most empirical applications engage in at least one of three general
steps: excluding irrelevant webpages (Borah et al., 2021; Botero et al., 2013; Guzman & Li, 2023;
Haans, 2019; Kotha et al., 2001), excluding webpages in languages not of interest to the researchers
(Guzman & Li, 2023; Jancsary et al., 2017), and cleaning as well as processing the remaining texts
(see, e.g., Braun et al., 2018; Hickman et al., 2022, for reviews on practices related to this step).5

For one, to identify irrelevant (types of) webpages, we recommend two main considerations:
removing entirely invalid webpages and removing subpages that are of irrelevant types. For the
former, we manually checked all websites where there was only a frontpage available, yet no
further subpages were available or successfully collected. This may occur, for instance, if website
addresses were registered but did not yet contain any content except for placeholder text. In
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earlier years, it was also sometimes the case that the website required the use of specific browsers that
the Wayback Machine’s archiving crawlers did not use, resulting in error messages. Manually check-
ing all websites without subpages yielded 1,621 wholly invalid websites (shown in the sheet “pages”
in the “exclusion_list.xIsx” file, available at https:/haans-mertens.github.io/data).®

Next, we removed subpages of irrelevant type (e.g., site functionality subpages). We, therefore,
utilized recent developments in large language models to assign all subpages to one of sixteen cat-
egories: products and services; news and events; home; contact and locations; investor relations;
about us; legal; resources, support, and documentation; sustainability and social responsibility; site
functionality; donate and support; jobs and opportunities; partners and affiliates; team and leadership;
testimonials and reviews; and an “other” category for subpages not fitting the above categories. We
created this set of sixteen categories by first engaging in a broad web search to identify the most
common subpage types. We also inductively assessed a random set of subpages in our database—
adding any common categories that we had not covered yet. We then iteratively clustered the resul-
tant categories into 16 higher-level categories.

To assign all subpages to one of these 16 categories, we first manually classified 600 randomly
selected subpages based on their HTML title and their full website address.” We also used
OpenAl’s GPT3.5 model to classify these 600 subpages using their HTML title and subpage path
(excluding the domain name). The performance of GPT 3.5 was satisfactory: Whereas the two
authors had an 88% agreement rate in the random sample of 600 subpages, the pair-wise agreement
rates with GPT were 80.3% and 81.7%. This implies a Krippendorff’s alpha of 0.787 or a moderate to
strong level of agreement. Therefore, we used GPT3.5 to classify all subpages into the 16 categories.®
Definitions of these categories and details on their prevalence in the database over time are shown in
Table A in the Online Appendix.

We consider the following four page categories irrelevant for most applications in organizational
research, including the research question of our application below: home (52,773 subpages), as these
subpages are duplicates of the already collected frontpages and thus contain redundant information;
legal (81,900 subpages), as these subpages tend to provide boilerplate legal information rather than
more substantive content; resources, support, and documentation (75,755 subpages), as qualitative
assessments suggested that these subpages provide highly technical and overly specific information
and a high degree of nontextual content; and site functionality (45,024 subpages), as these subpages
provide little to no relevant content, centering on technical details of the functioning of the sites.
Removing all subpages that are associated with these four categories from the subsequent analyses
further removes 255,451 subpages. However, our codebase provides researchers with full flexibility
to make their own project-specific decisions regarding this and all other (pre-)processing and clean-
ing decisions.

Second, we follow common practice by removing non-English texts. We do so by using the “detec-
t_langs” command from the “langdetect” package in Python, which is a port of Google’s language
detection library (Danilk, 2021). To ensure the replicability of the language estimation process, we
set the seed to 123456789.” We only retained webpages identified as English with at least 85% cer-
tainty, as there was a distinct knee in the certainty score distribution at this value: 212,079 additional
webpages were excluded via this selection decision.

Third, the texts that remained after the above selection and cleaning sometimes still contained
faulty content, such as error messages (e.g., “Ouch! Your JavaScript is disabled.”) or content that
we deemed otherwise irrelevant for organizational research, such as cookie notifications (e.g.,
“read more about our use of cookies”). Sometimes, such faulty content was all that was shown on
the webpage, whereas other times it was only a fragment of the text. As such, we recommend
taking a two-stage approach to cleaning the remaining texts. For one, invalid content should be
removed. Therefore, we manually went through scraped webpages that seemed to contain faulty
or irrelevant content to identify specific (sub-)sentences that could be removed to improve data
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quality. We identified these webpages by iteratively checking very short webpages (<100 words
long) as well as those that contained specific keywords, such as “frames,” “error,” “sorry,”
“Netscape,” “under construction,” “under development,” “javascript,” “cookies,” and “does not
support.” This enabled us to identify a set of 5,818 (sub-)sentences that we recommend be
removed from website texts, as they contain invalid content. Applying this cleaning step to our
data removes 5,357,823 out of 636,741,758 words.

Moreover, some texts contained no or little content after removing these (sub-)sentences, but we
also observed webpages that contained either no or only minimal content from the start. Given the
limited added value of excessively short texts, we recommend removing them outright. To decide
which short texts to remove, we checked a random selection of webpage texts of differing lengths
(sampling 200 webpages with 1-10 words, 200 webpages with 11-20 words, etc. up through 91—
100 words) and manually coded if these texts were invalid. Whereas about 64% of texts in the
first length bracket were wholly invalid, this rate quickly dropped in subsequent brackets.
Therefore, we decided to exclude all webpage texts with 10 or fewer words after cleaning, removing
74,969 out of the remaining 1,692,644 webpages. Our codebase includes this as well as the preceding
selection and cleaning steps. Finally, to move these data to the GVKEY/year level for further anal-
ysis, we merged frontpage texts with their respective lower-level subpage texts for a given GVKEY/
year into one aggregated file, yielding the consolidated CompuCrawl database representing 86,303
GVKEY/year observations, 1,617,675 webpages, and a total of 636,318,656 words (see Figure 1).10
Our full database, documentation of the codebase scripts, frequently asked questions, and all inter-
mediate data steps can be accessed at https:/haans-mertens.github.io.

In general, it is important to emphasize that the aforementioned selection and cleaning decisions
are, to some degree, subjective, specific to the collected dataset, and fundamentally informed by
one’s data source theory (Landers et al., 2016). To this end, we recommend researchers to carefully
consider which types of webpages and content should be removed for their own purposes, how their
data are affected by this removal (for instance, by reporting the associated change in the number of
observations), and assess the implications of this cleaning for their subsequent analyses (we do so at
the end of our own application below). Anticipating the need for custom selection and cleaning
decisions, while also recognizing the importance of rigorously documenting these choices
(Boegershausen et al., 2022; Landers et al., 2016), we designed our codebase to allow researchers
to flexibly make and keep track of alternative choices to move from the uncleaned texts to their
own cleaned texts.

9 <. ELINT3

Step 4: Data Description and Analysis
Describing and Summarizing Textual Content

Once the cleaned and processed dataset has been constructed, an important next step is to describe the
collected data before turning to (statistical) analyses. For research leveraging website texts, we view
topic modeling as a particularly useful tool for this task (see Haans, 2019; Powell et al., 2016, for
examples). Topic models are probabilistic models designed to discover and analyze latent themes
in large-scale textual data. Utilizing documents and their words, which are observed, topic models
reveal unobserved topic structures—returning individual topics, their prevalence per document,
and the prevalence of words per topic as outputs (see Hannigan et al., 2019; Schmiedel et al.
2019, for overviews)."!

To estimate our topic model, we utilized the “stm” package in “R” (Roberts et al., 2019), which
offers an efficient implementation of various topic modeling algorithms. Specifically, we applied a
Correlated Topic Model, which has been shown to outperform alternative algorithms by allowing
for topics to exhibit correlation (Blei & Lafferty, 2007)."% It is common practice in topic modeling


https://haans-mertens.github.io
https://haans-mertens.github.io

14 Organizational Research Methods 0(0)

to remove both extremely frequent (i.e., stop words) and infrequent terms for both substantive and
computational reasons (Blei & Lafferty, 2007, p. 28). Hence, we removed all stop words as
defined by Python’s nltk package and terms that occur fewer than 100 times in all website texts, yield-
ing a dataset of 86,299 GVKEY/year observations.

One crucial choice in topic modeling is the number of topics to be estimated, as there is no single
best number for a given collection of texts (Roberts et al., 2019). To this end, we assessed two
common fit measures: semantic coherence and exclusivity (see Roberts et al., 2019). Semantic coher-
ence focuses on whether topics are internally consistent, containing words that are similar in
meaning. Yet by itself, semantic coherence is easily achieved by having just a few topics dominated
by the most common terms. In contrast, exclusivity captures if salient terms within a topic are unique
to that topic, having low probabilities of appearing in other topics (see Roberts et al., 2019).
High-quality topic models feature topics with words that are both semantically coherent and high
in exclusivity. Following Hannigan et al. (2019), we estimated models ranging from 25 to 300
topics, which suggested that the 125-topic model offers the best trade-off between coherence and
exclusivity (shown in Table B in the Online Appendix).

Table 2 shows the 25 most prevalent topics across all scraped website texts. For each topic, the
table also lists the five words with the highest likelihood of occurrence. We also provide labels
for all topics based on these top words. Given that this labeling is fundamentally interpretive (see
also Hannigan et al., 2019; Schmiedel et al., 2019), each author independently labeled the full set
of 125 topics, and we queried GPT 4-Turbo to generate labels for each topic based on its words
with the highest likelihood of occurrence. Subsequently, we went through the three sets of labels
to decide on the most appropriate label for each topic. Table C in the Online Appendix provides
an overview of all topics, together with additional clarifications of specific words.

In organizational research contexts, topic models, generally, capture the symbolic and material
attributes of products, organizations, and industries that are both shared among actors and that dis-
tinguish these entities from others (Durand & Thornton, 2018). Indeed, dominant topics pertain
to, for instance, executive leadership (topic 53: “president,” “officer,” and “chief”), organizational
culture and employment (topic 105: “work,” “people,” and “employees”), and product offerings
(topic 42: “solutions,” “technology,” and “products”). Some topics are also anchored in specific
industries (topic 41: “bank,” “banking,” “deposit,” or topic 83: “clinical,” “drug,” and “develop-
ment”). Therefore, our data contain a wide variety of rich textual information about how firms
present themselves to the outside world. This further supports the suitability of our database for
addressing the research question posed in our empirical application below.

Application

To briefly demonstrate a use-case of our approach and highlight the unique benefits of leveraging
organizational website data over time, we extend recent work that employs word-embedding
models to study the meaning assigned to salient organizational concepts (Poschmann et al., 2023).
The use of word-embedding models in organizational research is a relatively recent methodological
innovation (see Aceves & Evans, 2024, for a review). The key notion underpinning these models is
that the meaning of a word can be inferred by considering the words that frequently appear in its
immediate context (Firth, 1957; Harris, 1954). Therefore, based on shared words in their immediate
contexts, words can have a similar meaning even if they do not occur in the same texts. For instance,
even though “doctors” and “lawyers” rarely co-occur in texts, they both frequently have words such
as “work,” “cases,” and “appointment” in their immediate context, implying a similar meaning. In
contrast, topic models identify meaning solely based on co-occurrences of words within the same
texts.
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To estimate the word embedding vectors, we utilized the widely used continuous bag-of-words
(CBOW) Word2Vec architecture (Mikolov et al., 2013), which has a straightforward implementation
in Python and has been shown to perform well in a range of settings (Aceves & Evans, 2024). The
intuition behind this approach is as follows: Each unique word in a collection of texts is randomly posi-
tioned in high-dimensional, shared vector space'® (Hovy, 2020). The CBOW algorithm goes through
all texts word by word. The words that precede and succeed a target word are used to predict that
word."* A word that repeatedly predicts a focal word is nudged closer to it in the vector space. As a
result, the algorithm generates so-called embeddings, high-dimensional vectors that represent each
word based on its association with other words. In turn, these vectors can be used to understand the
meaning of specific words by comparing them to the vectors of other words—for instance by consid-
ering which words are closest in vector space based on their cosine similarity.'®

There are two key decisions when applying the Word2Vec algorithm: the number of dimensions
that should be used to represent words (i.e., the size of the embeddings to be learned) and the size of
the context window that the algorithm uses (i.e., how many words to the left and right of each target
word to consider). The developers of the Word2Vec algorithm identified 300 as the optimal number
of dimensions to represent words (Mikolov et al., 2013), which later work confirmed (Rodriguez &
Spirling, 2022), such that we followed these recommendations. For the context window size, prior
work identified five or six words as optimal (Le & Mikolov, 2014; Rodriguez & Spirling, 2022).
We set the window size to six, as larger windows encode finer-grained differences. Unlike for our
topic model, we did not remove stop words or infrequent words in our pre-processing as this
would alter the context windows used by the word-embedding model. In addition, given that
words on separate webpages are conceptually not part of the same context, we used individual
webpage texts as input documents.'

The goal of our application is to assess the assumption made by Poschmann et al. (2023, p. 10)
“that the semantics of individual words [are...] relatively stable within similar textual contexts”.
Accordingly, they task future research to explore if the meaning of concepts evolves over time
(endnote 4, p. 23). To do so, we focus on two important concepts for organizations: “sustainability”
and “profitability.” We selected these concepts because we expected the discourse around sustain-
ability to have changed substantially over the years, whereas the meaning of profitability is unlikely
to have changed. Specifically, the concept of sustainability first meaningfully entered the organiza-
tional domain in the mid-1990s following the 1987 Brundtland Report—which primarily emphasized
an environmental lens to sustainability. The United Nations Millennium Development Goals set in
2000 then widened the scope of the concept to include the three interconnected pillars of environmen-
tal, economic, and social sustainability. This, in turn, led to the emergence of different standards to
capture progress in these three dimensions. Finally, the Sustainable Development Goals adopted by
the UN in 2015 led to further crystallization of relevant standards and the substantive meaning of the
concept of sustainability. Thus, we expect a relatively large shift in the meaning of sustainability from
the starting point of our sample period relative to later years. In contrast, we do not expect such a shift
in meaning of the concept of profitability due to its more objective nature and established operatio-
nalization in accounting.

To test these conjectures, we split our dataset into five time periods of 5 years each (e.g., 1996—
2000) and separately applied the word embedding algorithm to each of these subperiods (Hamilton
et al., 2016). Respectively, this yielded 7,125 firm/year observations, 37,068 unique webpages, and
8,693,766 total words for the 1996-2000 period, 11,617/85,435 / 21,593,183 for the 2001-2005
period, 15,994/195,797/59,239,480 for the 2006-2010 period, 23,631/570,869/218,366,018 for
the 2011-2015 period, and 27,936/728,506/328,426,220 for the 20162020 period.17 One complica-
tion is that embedding models trained on different sets of texts will not be aligned to the same coor-
dinate axes. While this does not impact the word representations within a period, it obscures the
change in the meaning of concepts between periods. Therefore, following Hamilton et al. (2016),
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we enabled the comparison of vectors over time by using orthogonal Procrustes to align periods’
learned dimensions to those of the prior period.'®

Table 3 shows the five most similar word vectors to “sustainability” and “profitability” over time.
For “sustainability,” the high fluctuation in the list of most similar word vectors over the five time
periods supports our suspicion that this concept’s meaning evolved. Specifically, in the 1996—
2000 period, “sustainability” was most similar to the terms “habitat,” “fostering,” “vitality,”
“welfare,” and “political.” In the 2001-2005 period, “sustainability” shifted in meaning to become
aligned with “Environment, Health, and Safety” standards (EHS and HSE in the table). In the last
three periods, “sustainability” aligned closely with the concept of corporate social responsibility
(CSR) and organizational citizenship. Confirming this pattern, the vector of “sustainability” is ini-
tially quite dissimilar to its own vector in the preceding period (e.g., 0.301 cosine similarity, compar-
ing the 2001-2005 vector to the 19962000 vector) and stabilizes in later periods (e.g., 0.916 cosine
similarity, comparing the 2016-2020 vector to the 2011-2015 vector). In contrast, the meaning of
“profitability” has remained mostly constant over time (cosine similarity>0.74 between all
periods). This strongly suggests that the shifts in meaning observed for sustainability are not
merely an artifact of the empirical approach taken, as we would then expect to see the meaning of
all concepts change over time. Importantly, as shown in Table E in the Online Appendix, these pat-
terns are unchanged when not incorporating the various aforementioned selection and cleaning deci-
sions (other than the removal of duplicate frontpages)—suggesting that these steps did not have
substantive implications for our overall conclusion.

In all, this brief application highlights the unique insights that can emerge when leveraging
longitudinal organizational website data. It reveals that the meaning of some—but not all—concepts
in organizational discourse, as captured by how organizations discuss them on their websites,
changes over time. Thus, work that analyzes textual data generated by organizations should critically
consider the extent to which the fundamental meaning of focal concepts differs depending on the time
period under consideration.

Discussion and Conclusion

Organizational websites offer researchers access to unique perspectives compared to other data
sources, such as firm disclosures (e.g., Hoberg & Phillips, 2010). Nevertheless, collecting and ana-
lyzing the unstructured big data necessary for such research remains a major bottleneck—especially
concerning website data over time. We provide a framework and toolkit that enables researchers to
leverage the latent potential of these data—offering a four-step tutorial, an open-access codebase, and
anovel database. Following suggestions in recent work (Boegershausen et al., 2022; Edelman, 2012;
Landers et al., 2016; Powell et al., 2016), we have designed our approach around Archive.org’s
Wayback Machine and critically evaluated the data it provides. As a result, we offer, to the best
of our knowledge, the first systematic empirical validation of this rich database’s data quality and
coverage.

Our approach to collecting longitudinal website data at scale that works with any website sparks
novel research avenues that leverage websites’ texts, their multimodal nature, and/or their HTML
code. Table 4 summarizes the nonexhaustive list of research avenues that we discuss below. First,
future research may explicitly consider how the effects of variables constructed using organizations’
website texts compare to those generated using other data sources. For example, while organizational
distinctiveness can be operationalized using many different variables (Deephouse, 1999; Zhao et al.,
2017), work to date has largely remained agnostic about the implications of doing so. Yet, position-
ing oneself as different from competitors online should have substantially different consequences
than distinctively arranging strategic resources: The former is highly visible yet may be merely rhe-
torical, while the latter is less visible yet entails actual resource allocation decisions. Therefore,
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Table 4. Examples of Approaches to Using Website-Based Data for Future Organizational Research.

Domain

Construct

Operationalization

Optimal distinctiveness

Strategic groups

Organizational ecology

Competitive dynamics

Organizational
behavior and change

Organizational

reputation
Domain-spanning

Human resource
management

Organizational identity

Networks

Innovation and
information systems

Stakeholder strategy

Distinctiveness

Industry association

Industry concentration

Industry turbulence

Closest competitor

Responsiveness

For example, reputation for
customer service

Within-concept change in
meaning over time

Between-concept similarity

Salience

Recruitment practices

For example, differentiation-
centric organizational identity

Strength of network link

Network status

Organizational readiness for
digital innovation

Stakeholder communication
effort

Deviation of organizations’ website-based topic
weights from industries’ mean topic weights

Clusters of organizations with similar values for
their website-based topic weights in an
n-dimensional space

Density of organizations in an n-dimensional space
where an organization’s position is determined
by its website-based topic weights

Rate of change of organizations’ association to
clusters in an n-dimensional space where
organizations’ position is determined by their
website-based topic weights

Highest pairwise similarity between organizations’
website-based topic weights and the topic
weights of all other organizations in the industry

Time between an exogenous shock and the first
mention of the event on an organization’s
website

Prevalence of keywords on organizations’ websites
that indicate customer-centric operations

Word embedding vectors’ cosine similarity
between periods to proxy the degree of change
in terms’ meaning over time

Word embedding vectors’ cosine similarity between
terms to proxy their perceived similarity

Operationalize the salience of constructs for
organizations based on the percentage of their
subpages devoted to, e.g., website category 9:
Sustainability & Social Responsibility

Qualitative content analysis (assisted by generative
artificial intelligence) of organizations’ talent
acquisition, as described on subpages in website
category [2: Jobs & opportunities

Prevalence of FREX words (FRequent in the
website and EXclusive to it) on organizations’
websites

Number of outgoing hyperlinks from organization
A’s website to organization B’s website

Total number of outgoing hyperlinks across all
other websites that direct to a focal
organization’s website

Duration between announcement of a new World
Wide Web Consortium HTML standard and its
implementation on the focal website

General website complexity (e.g., number of lines
of code, number of dependencies); the use of
boilerplate websites compared to custom-
written sites
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operationalizations of distinctiveness based on differing data sources promise to have strong theoret-
ical implications (Durand & Haans, 2022).

A second research opportunity regarding website texts lies in how they enable the categorization
of organizations into groups based on more fine-grained and multidimensional data than traditional
approaches. Indeed, much work in organization research hinges on comparisons between firms,
requiring researchers to define which firms are considered and compared. Here, work commonly
relies on established industry classifications, such as SIC Codes, to determine the set of relevant
firms. More recently, however, scholars have attempted to develop inductive classifications using
dictionary-based approaches (Hoberg & Phillips, 2010), topic modeling (Guo et al., 2017; Shi
et al., 2016), and embeddings (Guzman & Li, 2023). Organizational website texts enable researchers
to devise such bottom-up, positioning-based classifications for all organizations with a website. For
example, the topic model that we used to summarize the textual content of firms’ websites also
enables the granular identification of industries, their concentration, and changes therein over
time. Moreover, website texts can be used to operationalize firms’ strategic positioning, including
their closest competitors (Guzman & Li, 2023). In contrast to approaches using mandatory disclo-
sures as their source of organizational textual data (e.g., Hoberg & Phillips, 2010), website-based
insights can also be generated for third-sector industries and private entities with minimal disclosure
requirements. Website data can, thus, offer novel insights on topics such as strategic groups, organi-
zational ecology, and competitive dynamics for types of organizations not captured in other data
sources (Carroll, 1984; Hannan & Freeman, 1977; McNamara et al., 2003; Porac et al., 1989).

We also see valuable contributions emerging from the longitudinal website data in our
CompuCrawl database, given the widespread use of Compustat in organizational research.
Compustat is frequently augmented with other databases, such as those containing data on patent
citations (Arora et al., 2018; Hall et al., 2001; Yu et al., 2019), to study innovativeness and techno-
logical exploration. However, even those data extensions only capture a fraction of organizations’
portfolios of actions. Accordingly, Morandi Stagni et al. (2021, p. 25) highlighted how incorporating
“other domains of corporate activity” would nuance our understanding of organizational behavior,
for example, firms’ reactions to competitive shocks. We view the website texts offered in our data-
base as uniquely valuable to address these shortcomings and broaden our understanding of, amongst
others, organizational behavior and change.

Similarly, scholars studying the antecedents and implications of organizational reputation fre-
quently rely on financial metrics, such as organizations’ market share and asset quality
(Deephouse & Carter, 2005; Shamsie, 2003). However, organizational reputations are inherently
multifaceted, and organizations can, for example, be known for “being diversified or focused, envi-
ronmentally friendly, or high-technology oriented” (Blagoeva et al., 2020, p. 1737). Yet, scholars
have been limited in operationalizing such reputational multidimensionality when solely utilizing
financial data (Lange et al., 2011)—despite the significant practical and scholarly implications of
studying conflicting reputations (Parker et al., 2019). Hence, employing website texts could allow
for a more holistic assessment of organizational reputations.

Moreover, longitudinal website texts hold great potential to reveal elusive yet highly relevant
organizational phenomena when paired with state-of-the-art machine learning approaches. For
one, we agree with Aceves and Evans (2024) that word-embedding models enable substantial
advances in the measurement and theory of organizational research. As demonstrated in our brief
application, word embeddings of longitudinal website texts can be used to quantify the temporal
change in meaning of otherwise difficult-to-measure constructs. Similarly, word-embedding
models can be used to assess the similarity between different concepts and the temporal development
thereof (Charlesworth et al., 2022; Garg et al., 2018; Hamilton et al., 2016). These powerful tech-
niques can be paired with impactful research questions in the domain of organizational research
that could otherwise not be answered. Second, the large-scale website data generated by our approach
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pair well with generative artificial intelligence applications. In our project, Open AI's GPT
approached human-level performance in assigning websites to predefined categories. Moreover, it
completed the task at a fraction of the time and cost that human coders would have required. The
resulting categorization of webpages into sixteen categories can, for example, enable researchers
to operationalize the salience of sustainability in organizations’ public self-representations over
time. More generally, generative Al models can be readily integrated into research workflows that
utilize large-scale website data. The potential applications range from simple categorization tasks
to, for example, human resource scholars cooperatively using generative Al to support their qualita-
tive content analysis of firms’ jobs and opportunities subpages.

While our application and the preceding future research avenues have put website texts front and
center, websites provide additional, highly valuable research data. For one, websites are inherently mul-
timodal, integrating visual elements, such as photos and videos, with text. Accessing these visuals is
straightforward with our codebase and database, which provide access to historical websites” HTML
files and the contained links to the visual elements archived by the Wayback Machine. Due to the
rise of the visual turn in organizational research (Boxenbaum et al., 2018), which leverages
organizations’ visual artifacts, we see great potential in researchers studying visuals on organizations’
websites—especially in combination with website texts. Such multimodal research has been repeatedly
called for in the literature (Hollerer et al., 2018; Meyer et al., 2013; Quattrone et al., 2021). For example,
organizational identity researchers’ access to longitudinal website texts and visual artifacts at scale can
support their use of these metaphorical windows into organizations. Specifically, websites’ textual and/
or visual artifacts have been utilized to research firms’ (multiple) identities, their use of narratives, and
the formation of legitimacy as well as stakeholder trust (Bell & Davison, 2013; Bertels et al., 2014;
Botero et al., 2013; Jancsary et al., 2017; Meyer et al., 2013; Santos, 2019; Sillince & Brown,
2009). However, research in this domain has mostly resorted to cross-sectional analyses or short obser-
vation periods and small samples due to the need for repeatedly collecting live website versions. Hence,
the exploration of this “distinctive genre of collective identity” can substantially benefit from longitu-
dinal, multimodal website data at scale and the resulting ability to analyze identity shifts over time
(Sillince & Brown, 2009, p. 1835).

In addition to websites’ visitor-centric texts and visuals, websites” HTML files can be leveraged to
operationalize otherwise elusive constructs. For example, a stream of research in network theory
operationalizes network ties through outgoing links on organizational websites (e.g., Powell et al.,
2016, 2017; Wruk et al., 2020). These studies are based on the premise that outgoing links represent
relational resources and, thus, indicate embeddedness. However, researchers in this domain have
been confined to cross-sectional analyses, and were, thus, “technically not able to confirm an
ongoing process” (Oberg et al., 2009, p. 6; Wruk et al., 2020). Therefore, longitudinal website
data enable more rigorous assessments of network associations, for example, via stochastic actor-
oriented models (Snijders, 2017) to help illuminate processes.

Moreover, what is considered modern website code changes over time (Landers et al., 2016).
Hence, researchers can exploit events such as the transition from HTML4 to HTMLS as the officially
recommended website markup language by the World Wide Web Consortium on October 28, 2014.
The lag between new HTML versions becoming state-of-the-art and organizations adopting them on
their websites may reflect organizations’ readiness to embrace technological advances (Lokuge et al.,
2019). Similarly, HTML files can inform researchers of the effort that organizations exert in their
stakeholder communication through their websites. For example, HTMLs reveal websites’ complex-
ity and whether organizations utilize customized code or resort to boilerplate websites provided by
website-building companies like Squarespace.

To conclude, numerous high-potential organizational research streams have emerged from the
increased importance of language and visual artifacts (Bencherki et al., 2021; Boxenbaum et al.,
2018; Cornut et al., 2012; Krautzberger et al., 2021; Kwon et al., 2014; Quattrone et al., 2021;
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Spee & Jarzabkowski, 2011). However, collecting the big data necessary for exploring many asso-
ciated research questions has frequently remained out of researchers’ grasp (Simsek et al., 2019). We
hope this paper as well as the associated codebase and database spark future organizational research
by offering an open-source approach to tapping into the rich, multimodal, and ever-changing data
that websites represent.
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Notes

1. It might be possible to manually collect websites for some of these cases. To assess the extent to which such
an effort would yield additional data, we engaged in a Google search for the firm name, the term “website,”
and the firm’s city for a random sample of 100 firms with a missing website. This effort took around
three hours due to the need to thoroughly verify potential matches yet yielded only 33 valid websites—
suggesting, in the case of Compustat, limited added value (an expected 4,400 websites) relative to the
manual effort required to collect these websites (around 400 hours).

2. We transformed these variables since they are all highly skewed. Because some of them can be negative or
zero, precluding a log transformation, we utilized the cube-root transformation (Cox, 2011).

3. It s, of course, possible to continue further down the page hierarchy to collect lower-level subpages from
links listed on first-level subpages. While this would add many subpages (an additional 20,869,923 unique
subpages in the case of our database), the added value appears limited. First, there are a handful of websites
that yield an extreme number of additional subpages at this level: The three largest have 400,751, 453,052,
and 489,402 additional subpages (compared to 2,304, 2,361, and 6,433 subpages at the current page hier-
archy depth). Second, this level of analysis seemingly goes further into the page hierarchy than is desirable:
It yields a median number of “/”in the website addresses of three (two in the current level of depth, e.g.,
www.shutterstock.com/blog/design), with a 95th percentile of six (four at the current depth), and a
maximum of 90 (23). Thus, the current approach to scrape subpages based on frontpage links already
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10.

11.

12.

captures website data in great detail. Nevertheless, we offer code to go further down the page hierarchy in
our codebase.

. While we focus on websites’ textual content in the subsequent discussion and our application, websites are

inherently multimodal, frequently featuring visual elements, such as photos and videos together with text.
Therefore, we intentionally provide access to websites’ HTML files from which links to these archived
visuals can be extracted. The resulting links can be used to download these visuals from the Wayback
Machine.

. It is also common practice in natural language processing to remove stop words (such as “the” and “a”) as

well as highly infrequent words (e.g., Pina & Tether, 2016). However, because such terms do not represent
inherently invalid content, we recommend that these decisions be informed by the subsequent use case of
these data. Word embedding approaches, for instance, assess terms’ latent meaning based on their context,
and removing terms, such as stop words, affects these contexts. Hence, most embedding-based projects do
minimal cleaning (Rodriguez & Spirling, 2022). In contrast, “bag of words” approaches, such as most topic
models, do not rely on the sequence of words but, for example, on the co-occurrence of words within doc-
uments. Accordingly, researchers typically remove both stop words and infrequent terms for such applica-
tions due to substantive and computational reasons (e.g., Blei & Lafferty, 2007, p. 28). We, thus, leave this
particular cleaning step to be implemented according to the specific research application.

. This sheet can also be used to remove additional webpages in a straightforward manner. We used this oppor-

tunity to remove 468 subpages that manual assessments in subsequent cleaning steps, discussed below,
determined to contain invalid data.

. An HTML title is the text enclosed within <title> tags in most HTML documents. This text is displayed to

website users in their browsers’ tab bar and usually provides a concise description of the webpage’s content.

. We used GPT 3.5 due to its satisfactory performance and because, at the time of writing, there was no API

implementation of more recent models. The total classification task cost $ 1,627.79 and took over two weeks
to complete, which would have been thirtyfold with, for instance, GPT4 due to pricing and rate limit
differences.

. In probabilistic machine learning applications, such as detect_langs, outcomes are not deterministic. While

these applications do not require a seed, setting one during initialization ensures consistent results, facilitat-
ing collaboration and reproducibility. The chosen seed value is arbitrary and interchangeable with any other
integer without impacting the application’s functionality.

Although these numbers suggest that these are relatively big data, we have tested all scripts on a (at the time
of writing) seven-year-old workstation with an AMD Ryzen 7 1700 3.0 GHz processor and 16 GB of
3200 MHz memory, which handled all reported steps with ease. As such, we anticipate that most machines
are capable of working with the general approach and the database described in this paper.

In brief, the process begins with a collection of documents (e.g., website texts). It is assumed that each docu-
ment contains a mixture of various topics. For example, a firm’s investor relations page may feature topics
related to financial performance, financial targets, and stakeholder communication. Moreover, it is assumed
that each topic has a distinct distribution of words. For instance, the topic related to financial performance
might have a high probability for words like “profits,
ations between topics and words, words are iteratively associated with topics. Topic—word associations are

9 <

revenue,” and “margin.” To arrive at these associ-

retained if they reflect the observed patterns in the underlying documents, as measured by fit statistics. For
example, associating the word “income” with the topic related to financial performance may fit the data
better than associating the word “travel” with it. Through this iterative process, the algorithm refines the
associations between topics and words. Finally, it returns a prespecified number of topics that are charac-
terized by their associations with words from the input documents. The algorithm also outputs the preva-
lence of the topics in each of the documents (e.g., the salience of the topic related to financial
performance in every website text).

As the name suggests, Correlated Topic Models explicitly incorporate the correlations that exist between
topics to better reflect the underlying documents. Returning to the example from the previous note, the
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topic related to financial performance likely correlates positively with the topic related to stakeholder com-
munication. When one is salient in a website text, the other frequently is as well. By incorporating such
inter-topic correlations, the Correlated Topic Model presents an improvement over classic latent
Dirichlet allocation (LDA) topic models. It, thus, “gives a more realistic model of the latent topic structure”
in real-world texts (Blei & Lafferty, 2007, p. 19).

13. A high-dimensional vector space describes a coordinate system with numerous dimensions in which the
words are represented. The vector space is “shared” as all words in the focal collection of texts are positioned
within the same vector space, allowing for comparisons and analyses across the entire collection of texts.

14. For example, consider a context window size of three and the sentence “Our recent profitability has
rewarded shareholders for their trust.” When the sliding context window of the CBOW algorithm
reaches the word “shareholders,” it attempts to predict this word using the three preceding and succeeding

9 <

words (“profitability,” “has,” “rewarded,” “for,” “their,” and “trust”). Across all texts, “shareholders” may
be predicted more reliably by the word “profitability” than by the word “trust.”

15. Consider a simplified scenario with just three words: “sustainability,” “profitability,” and “‘shareholders.”
The words are represented by vectors, so-called embeddings, in a two-dimensional shared vector space.
For example, “shareholders™ could be represented as vector a = [0.3, 0.6], “sustainability” as vector b =
[0.9, 0.4], and “profitability”” as vector ¢ = [0.2, 0.7]. The respective values result from the words’ relation-
ships with other words as learned by the embedding model. The similarity between the three words can then
be calculated based on the vectors’ cosine similarity. Specifically, “shareholders” is closer to “profitability”

a-c 0.3x0.240.6x0.7
lal X llell — +/0.32+0.62 x +/0.22 +0.72
ers” is to “sustainability” (Scosine(@, b) = 0.772).
16. To further ensure that words are in the same context, rather than, for instance, separated by images or other

(cosine similarity = Spsine(@, ¢) =

= 0.983) than “sharehold-

types of content within a given page, we additionally ran our Word2Vec application taking individual sen-
tences as input documents. The results of this analysis are shown in the Online Appendix Table D; we thank
an anonymous reviewer for this suggestion.

17. Altszyler et al. (2017) showed that the threshold above which Word2Vec outperforms simpler approaches is
around one million words. All periods are well above this threshold. Indeed, Altszyler et al. (2017, p. 179)
noted that a dataset of 8 million words, which corresponds to the size of the dataset for the smallest period in
our application, is a “medium size corpus.”

18. Orthogonal Procrustes is a mathematical technique that aligns two sets of vectors via scaling, shifting, and
rotation while preserving their original similarities and angles. In our application, this technique is used to
map a period’s word embedding vectors to that of the prior period without distorting the associations
between vectors. As a result, we can make inter-period comparisons without altering the meaning of words.
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