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ABSTRACT
Artificial intelligence (AI) is advancing continuously. However, full delegation to an AI application is often not possible or desir-
able due to technical limitations, ethical concerns or legal issues. Augmented intelligence systems, where humans and AI work 
together jointly, have been proposed to improve decision making in complex, uncertain and failure-intolerant environments. Yet, 
this raises questions about how compatible human and AI knowledge are, and whether translating between the two increases 
decision making intelligence, or whether it effectively limits AI applications' capacity for computational agency and human 
agents' capacity to consider uniquely human knowledge. We explore this notion by looking at augmented intelligence in terms 
of systemic intelligence and mutual learning. Building on an emergence perspective, we perform a case study of an augmented 
intelligence system for image-based diagnostics in the radiology branch of a medical care centre. Our findings indicate a strong 
distinction between specialists' and non-specialists' intelligence augmentation with AI. This distinction fuels generative cycles 
which produce iteratively more sophisticated algorithms, human representations and practical routines. Drawing on this anal-
ysis, we propose three stages by which new forms of intelligence emerge from the addition of AI recommendation tools, specifi-
cally, intelligence by propagation, intelligence by specialisation and intelligence by articulation.

1   |   Introduction

Recent artificial intelligence (AI) research has focused on the 
power of AI to support human agents' decision-making, rather 
than replace or automate it; a term referred to as ‘augmented 
intelligence’ (Jain et  al.  2021). In augmented intelligence sys-
tems, an AI application provides human agents with a recom-
mendation to help those human agents make decisions under 
uncertain and complex conditions (Bansal et al. 2019a). In prin-
ciple, these systems allow human agents and the AI application 
to combine their relative strengths in a way that allows the AI 
application to harness its ability to process large amounts of data 
quickly, and human agents to consider issues that algorithms 
may miss, such as fairness (Teodorescu et al. 2021) and ethical 

or legal implications (Saunders et al. 2017; Fügener et al. 2021). 
These systems have been applied in fields such as medicine 
(Wang et al. 2016), crowdsourcing (Kamar and Horvitz 2012), 
and speech recognition (Gaur 2015). However, this process may 
be limited by two theoretical challenges.

First, augmented intelligence requires an interplay of mutual 
learning between the AI application and its users, with the re-
sult that algorithms come to replicate what human agents deem 
valuable (Van den Broek, Sergeeva, and Huysman Vrije 2021). 
This can be difficult because the human agents involved often 
possess varying backgrounds and knowledge (Kokkodis 2021), 
and the ability for AI to draw on ‘appropriate’ knowledge and 
produce appropriate intelligence requires some judgement about 
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what constitutes appropriate knowledge (Samtani et al.  2023). 
Complicating matters further, it appears that once human 
agents overcome this challenge and converge on a shared un-
derstanding of what constitutes appropriate knowledge for an 
AI, they may become less capable of leveraging their unique 
relative strengths and diverse perspectives (Fügener et al. 2021). 
This may contribute to a larger loss of intelligence in augmented 
intelligence systems, as decision makers and groups become 
less likely to consider the types of ‘uniquely human knowledge’ 
that are not captured by their AI applications (in other words 
‘the knowledge a human has, but the AI does not’) (Fügener 
et  al.  2021, 1528). Thus, it seems that the act of integrating 
human intelligence with AI threatens to degrade that human 
intelligence.

Second, much of the espoused value of AI applications comes 
from their ability to solve problems in radically different ways 
from human agents (Verganti, Vendraminelli, and Iansiti 2020). 
This has been described as ‘computational agency’, and it dis-
tinguishes AI from other digital systems, ‘Because the input–
output relationships of such tools are unknowable, both ex ante 
and ex post, [meaning] designers never become fully knowl-
edgeable with regards to the tool's behaviors’ (Zhang, Yoo, 
et al. 2021, 1207). This implies that at least some of the value 
of AI applications arises because they can discover solutions in 
unpredictable, and often non-reproducible ways. However, for 
human agents to critique the outputs of an AI application and 
apply their judgement, ‘users would have a need to understand 
the underlying algorithmic process and/or be offered explana-
tions that accompany actions’ (Jain et al. 2021, 678). This places 
restrictions on the types of algorithms and approaches that can 
be applied. Thus, it seems that the act of integrating human in-
telligence with AI also threatens to degrade the types of AI that 
can be used for intelligence augmentation.

Despite these challenges, augmented intelligence systems are 
already being implemented in organisations (Jain et  al.  2021). 
These implementations assume that the interactions between 
humans and AI can enable new forms of intelligence, that is, 
intelligence which may not have manifested without the collab-
oration of humans with AI. Such new forms of intelligence may 
emerge in  situations where the available human and artificial 
intelligence cannot independently address a problem, and so 
each is used to support different elements of problem-solving. 
There are multiple practical examples of augmented intelli-
gence systems enabling new forms of intelligence. Jussupow 
et al. (2021) demonstrated that medical professionals can use AI 
recommendations to provide an alternative perspective which 
can trigger metacognition and self-reflection. Jia et  al.  (2024) 
provide another example, showing that knowledge workers can 
use AI tools as assistants to make additional intelligence avail-
able when engaging with customers, and so to stimulate new 
creative solutions. Such studies demonstrate that augmented 
intelligence can result in new forms of intelligence. However, 
they do not explain how these systems overcome the theoretical 
challenges outlined above, and how such systems can integrate 
human and artificial intelligence when each builds on diverging 
assumptions and capabilities.

This study explores the process by which such new forms of 
intelligence are discovered. Specifically, we ask: how do new 

forms of intelligence emerge in augmented intelligence systems? 
We argue that these systems can increase intelligence at a sys-
temic level due to mutual learning, both between human agents 
and an AI application, and among human agents prompted by 
the enabling role of an AI application. We draw on existing lit-
erature on augmented intelligence, mutual learning, complex-
ity and emergence. We perform a case study of an augmented 
intelligence system for image-based diagnostics in the radiol-
ogy branch of a medical care centre. Our findings indicate a 
strong distinction in the ways that specialist and non-specialist 
interact with the AI. This distinction fuels generating mecha-
nisms which produce iteratively more sophisticated algorithms, 
human representations, and practices. At the heart of this pro-
cess, we propose three ways in which augmented intelligence 
emerges from the interplay of diverse human actors and the AI 
application, namely, intelligence by propagation, intelligence by 
specialisation and intelligence by articulation.

2   |   Augmented Intelligence and Mutual Learning

2.1   |   The Interplay of Artificial and Human 
Intelligence

The concept of AI dates back to Alan Turing's ‘Can Machines 
think?’ in 1950 (Turing  1950). It was first defined during the 
preparation of the Dartmouth summer workshop in 1956 as 
‘making a machine behave in ways that would be called intel-
ligent if a human were so behaving’ (McCarthy et al. 1955, 11). 
More recently, the concept of AI has extended beyond simply 
replicating human intelligence, with the emphasis on actually 
solving problems that humans could not. For example, Berente 
et al. (2021, 1435) define AI as ‘the frontier of computational ad-
vancements that references human intelligence in addressing 
ever more complex decision making problems’.

What it means to ‘reference human intelligence’ can change 
from one context to another. In some instances, algorithms are 
created to mimic human neural systems to help them learn from 
past experiences (Krogh  2008). In other instances, human in-
telligence is required to continuously reconfigure algorithms 
(Sturm et al. 2021). This is sometimes referred to as the ‘human-
in-the-loop’ (Fügener et al. 2021; Morse et al. 2021; Teodorescu 
et  al.  2021). A large body of research has argued that this 
human-in-the-loop is indispensable for successfully develop-
ing and implementing AI applications (Abdelzaher et al. 2017; 
Shah et  al.  2010; Stankovic  2015; Talburt and Zhou  2015; 
Tomaszewski  2021; Wagner  2016). Humans often provide the 
labels or annotation of training and test data, they decide which 
data should be used for the training, and they may also decide 
which features of the data should be incorporated (Hastie, 
Tibshirani, and Friedman 2009; Shao, Yuan, and Wang 2020). 
Additionally, in many application areas of AI, human agents 
must entrench a ‘ground truth’, which represents the consensus 
of correct labels (Lebovitz, Levina, and Lifshitz-Assa 2021). This 
need for human input into AI-based learning suggests that AI 
cannot operate independently from human agents.

The reliance between AI and human input is not only one-way. 
There has been a surge in personal and professional scenarios 
in which human intelligence also relies on AI (Brynjolfsson 
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and McAfee  2017). Examples include AI-coaches for training 
sales agents (Luo et  al.  2021), AI-enabled voice assistants and 
smart household appliances (Puntoni et  al.  2021), AI-enabled 
auditing and advisory functions (Munoko, Brown-Liburd, 
and Vasarhelyi  2020), as AI for medical purposes, such as di-
agnosis recommendations or chatbots for medical advice 
(Abràmoff et al. 2018; Gulshan et al. 2016; Haenssle et al. 2018; 
Huston  2017; Longoni, Bonezzi, and Morewedge  2019; 
O'Hear  2017). Embracing the collaboration between human 
agents and AI, in which augmentation is favoured over auto-
mation, is therefore viewed as among the most promising near-
term directions for AI (Jain et  al.  2021; Jussupow et  al.  2021; 
Raisch and Krakowski  2021; Teodorescu et  al.  2021). Hence, 
multiple IS scholars have called for further research to consider 
the implications of augmented intelligence (Lebovitz 2019; Van 
den Broek, Sergeeva, and Huysman Vrije  2021; Wilson and 
Daugherty 2018).

2.2   |   The Paradox of Mutual Learning in 
Augmented Intelligence

The collaborative relationship between human agents and AI 
tools may vary, based on the specific groups of human agents 
involved. Many AI applications seem to integrate specialised 
human domain knowledge to help address complex problems and 
support difficult tasks (Dwivedi et al. 2021). The goal of this inte-
gration is that, together, ‘humans and AI systems jointly evolve in 
their mutual understanding of each other's strengths and weak-
nesses’ (Jain et  al.  2021, 681). This interplay between human 
agents and AI ultimately leads to a paradox where humans un-
avoidably learn from the AI (simply by using it in their workflow) 
while they are at the same time expected to correct it. There are 
consequently concerns that this will result in the loss of unique 
human knowledge, as human agents enter a self-supporting loop 
of collective incremental learning, which reinforces a narrow un-
derstanding of a problem, and which inhibits a team's ability to 
draw on their diverse backgrounds and to apply alternative per-
spectives (Fügener et al. 2021; Jussupow et al. 2021).

To mitigate this threat, researchers and practitioners advocate 
an active, explicit learning process and increased engagement 
in addition to the implicit ad-hoc learning that takes place or-
ganically through the use of AI (Fügener et al. 2021; Jussupow 
et  al.  2021; Lebovitz, Lifshitz-Assaf, and Levina  2022; Zhang, 
Mehta, et al. 2021; Zhou and Chen 2019). This not only applies to 
the users of the systems, but also the AI developers who can in-
tentionally or unintentionally steer domain users' learning due 
to the way they design recommendation algorithms, provide in-
formation, or configure the AI application (Bansal et al. 2019a; 
Fügener et  al.  2021). This is one reason why ‘explainable AI’ 
(Rai 2020) has become popular; to turn opaque AI applications 
into comprehensible ones which provide transparency and ex-
planations for the AI algorithm's behaviour. These explana-
tion are expected to support users in integrating the AI advice 
into their decision making, facilitate trust, and provide better 
means for accountability (Doran, Schulz, and Besold  2017; 
Holzinger 2018; Rai 2020).

These trends towards explainable AI and augmented intelli-
gence appear complementary. Augmented intelligence suggests 

that systems are more effective if human agents can critically 
consider the outputs of AI applications before making deci-
sions (Lebovitz, Lifshitz-Assaf, and Levina  2022; Jussupow 
et al. 2021), while explainable AI suggests human agents need 
some way of understanding how AI is arriving at its outputs to 
reliably evaluate them. Thus, both research streams argue that 
human reflection and learning is the key to achieve augmented 
intelligence and to advance the performance of systems of aug-
mented intelligence.

2.3   |   The Potential of Human and Mutual 
Learning in Augmented Intelligence

Social learning is important for individuals seeking to develop 
specialised knowledge and skills (Bandura 1977). While for-
mal instructions can help individuals accumulate standard 
behaviours and guiding principles, those individuals often 
rely on guidance and feedback from peers in their social sur-
roundings if they wish to develop sophisticated practical skills 
and task-specific knowledge (Compeau and Higgins  1995; 
Warkentin, Johnston, and Shropshire  2011). This learning 
is often mutual in nature, even where some individuals are 
significantly more knowledgeable than others. Less knowl-
edgeable and skilled individuals benefit from interaction 
with more knowledgeable and skilled individuals, as they 
are able to observe important behaviours that may be over-
looked or difficult to explain (Kanfer and Ackerman  1989). 
Simultaneously, more knowledgeable and skilled individuals 
benefit from demonstrating and explaining behaviours to less 
knowledgeable and skilled individuals (Burgess, McGregor, 
and Mellis 2014). These benefits can be attributed to the pres-
sure placed upon the more knowledgeable and skilled indi-
vidual to externalise these behaviours, which often requires 
that they symbolise them and engage in higher psychological 
processes for reflection (Vygotsky  1980). The potential for 
mutual learning between individuals with specialised knowl-
edge and others is one of the reasons that medical training 
often includes peer mentoring (Ten Cate and Durning 2007), 
and why systems development teams often pair programmers 
with high and low experience (Balijepally et al. 2009). Mutual 
learning is therefore an ongoing and adaptive social process 
which can allow a system to continuously adapt to changing 
circumstances, inside and outside the system.

A similar view of learning can be applied to the interaction 
among various user groups and AI applications. Given that AI 
represents the frontier of computational advancements, then by 
definition, AI applications are continuously evolving in search of 
more accurate responses to feedback from complex and uncer-
tain application contexts (Raisch and Krakowski 2021). It is the 
human agents working with AI applications that are typically 
expected to coordinate feedback about instances of AI failure 
for reconfiguration and improvement of AI applications (Jain 
et al. 2021). This requires that the human agents develop insights 
into the AI's performance by building a mental model of its be-
havioural patterns to evaluate when the AI is correct or when it 
should be overruled (Bansal et al. 2019b). The result is a process 
of multidirectional adjustment and correction, which unfolds in-
terdependently between the AI application and its human users. 
In this process, humans learn from the AI while simultaneously 
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teaching it what they deem valuable for further improvements 
(Van den Broek, Sergeeva, and Huysman Vrije 2021). Thus, aug-
mented intelligence appears to require a form of mutual learn-
ing among human agents and an AI application.

There are calls for augmented intelligence to embrace this mu-
tual learning dynamic, especially when recommendations need 
to be evaluated in light of undesirable social or legal implications, 
such as algorithmic fairness, discrimination, accountability, re-
sponsibility and culpability (De Lima Salge and Berente  2017; 
Floridi et al. 2018). For example, there is evidence that AI can help 
to mitigate bias by focusing on measurable facts and replacing 
intuitive instincts of human decision making (Agrawal, Gans, 
and Goldfarb  2019; Van den Broek, Sergeeva, and Huysman 
Vrije 2021). On the other hand, there is also evidence that bias 
can become magnified in black-boxed AI algorithms when those 
systems are trusted to make decisions without human oversight 
(Faraj, Pachidi, and Sayegh 2018; Floridi et al. 2018). This sug-
gests that, not only might augmented intelligence systems allow 
for more ethical decision making than standard AI systems; due 
to the capacity for mutual learning, they may broaden human 
awareness and provide more ethical decision making than sys-
tems which rely solely on human knowledge (Morse et al. 2021; 
Teodorescu et al. 2021). Building on the discussed literature, it 
appears the mutual learning dynamic of augmented intelligence 
systems deserves further theoretical attention.

3   |   Augmented Intelligence as a Process of 
Emergence

Digital systems tend to evolve along fast-paced and uncertain 
trajectories (Munoko, Brown-Liburd, and Vasarhelyi 2020). This 
is because the underlying technologies do not just become more 
advanced, they both shape and are shaped-by their contexts of 
use (Orlikowski 2000). AI applications appear especially com-
plex and unpredictable, given they include some of the most ad-
vanced computational approaches (Berente et al. 2021) and some 
of the most specialised human domain knowledge (Dwivedi 
et al. 2021). To help understand augmented intelligence systems, 
Benbya et al. (2020, 4) suggest that ‘complexity theories such as 
emergence […] offer an explanation of processes and outcomes, 
[in which] systems appear to constantly adapt and self-organise 
to create configurations that ensure compatibility with an ever-
changing environment’. Building on this argument, we now ex-
plore the basic tenets of emergence, and how this perspective 
may be applied to augmented intelligence.

3.1   |   Complexity and Emergence

Complexity is a characteristic of systems which are composed 
of semi-autonomous entities that interact with and influence 
each other in non-linear ways, while responding to external 
or internal tensions (Holland  1995; Waldrop  1992). Complex 
systems undergo constant change, as well as coevolution and 
adaptation of their parts, which may lead to unpredictable out-
comes (Kauffman 1992; Lewin 1992). The concept of complexity 
builds on the idea that, despite all of this seeming instability, 
an order emerges through the interaction of parts of the system. 
The study of complexity aims to explain how such order emerges 

from self-organised, complex and non-linear combinations of in-
teractions (Anderson  1999). As such, ‘complexity theory, with 
its investigation into emergent phenomena, promises to provide 
both a methodology and a theoretical framework for studying 
something that is already playing a crucial function in our busi-
nesses and institutions’ (Goldstein 1999, 69).

Depending on the system under investigation, different ap-
proaches can be taken to study and model complexity, includ-
ing coevolutionary models (Allen and Varga  2006), complex 
adaptive systems (Nan 2011) and chaos theory (McBride 2005). 
This study applies an emergence perspective, which is defined 
in the context of augmented intelligence as ‘a dynamic process 
of interactions among heterogenous agents [in this case humans 
and AI] that unfolds and evolves over time, resulting in various 
kinds of unexpected, novel, individual- and group-level configu-
rations and/or broader social structures’ (Benbya et al. 2020, 5). 
This means that emergence-based explanations of phenomena 
‘contain the claim that emergent phenomena are neither pre-
dictable from, deducible from, nor reducible to the parts alone’ 
(Goldstein 1999, 57). The types of structures that emerge may 
take the form of either ‘composition’ or ‘compilation’ (Kozlowski 
and Klein 2000). Composition configurations describe the con-
vergence of agents' perceptions and behaviour, that is, how they 
come to act as a single integrated system. Compilation configu-
rations describe the divergence of perceptions and behaviours 
into distinct sub-systems, each contributing to larger system 
outcomes in different ways. Both types of configurations lead 
to novel outcomes, which are best understood as amalgamated 
unit-level phenomena that cannot be sufficiently understood by 
regarding only the sum of their constituent parts (Kozlowski 
and Klein 2000).

3.2   |   Key Characteristics of Emergent Systems

Emergent systems can be described according to four key char-
acteristics (Benbya et  al.  2020). These four characteristics are 
summarised in Table 1, along with samples of supporting liter-
ature for each.

The first characteristics is the presence of disequilibrium or 
beyond equilibrium situations. ‘Beyond equilibrium’ refers to a 
situation in which a complex system had reached equilibrium, 
but that equilibrium has been disturbed due to changes in its 
environment. Complex systems thus ‘move beyond their equi-
libria’, as ever-changing contexts mean they are subject to con-
tinuous adaptive tensions, triggers and small events outside 
the norm (McKelvey 2001, 2004). These tensions, triggers and 
events force the system to adapt to maintain a sense of order 
among its various components (Benbya and McKelvey 2006a). 
For example, a hospital might acquire a new AI application 
which promises to help classify patients as high risk or low 
risk of contracting some disease, and the availability of this 
application might prompt that organisation to consider how it 
could change its structures and practices to integrate the new 
application. Augmented intelligence systems seem especially 
susceptible to disequilibrium situations, given the role of com-
putational novelty (Berente et al. 2021). Human agents must 
therefore perpetually realign their way of working with their 
AI algorithms, anticipating and adjusting to new capabilities 
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and new challenges as they come to light. The resulting adap-
tive tension between humans and AI constitutes an important 
part of the dynamic interplay, as each enables and constrains 
the other (Jain et al. 2021).

The second characteristic is positive feedback. Positive feed-
back occurs when the changes in a system create changes in 
adjacent levels which amplify the associated conditions and 
interdependencies (see Benbya and McKelvey 2006b). Positive 
feedback therefore increases the pressure on specific com-
ponents to interact in particular ways, and this pressure al-
lows predictable and reusable patterns of interaction to form 
within a system, even if the precise nature of the emergent 
system is unpredictable (Dooley and Van de Ven  1999). For 
example, when the aforementioned hospital introduces the 
new AI application to help predict patients' risk of contracting 
some specific disease, many individuals may initially prefer 
to ignore or minimise use of the AI application, while others 
may interact with the AI application in unpredictable ways. 
However, once some individuals demonstrate positive results 
from using the AI predictions, then everyone is pressured to 
adopt similar practices and to find ways to leverage the AI 
application further. Thus, positive feedback is essential for the 
emergence of new higher level structures in complex systems, 
as it acts upon both systemic and task-specific outcomes, and 
so provides a means for top-down contextual forces to shape 
and influence lower level phenomena and interactions (Choi, 
Dooley, and Rungtusanatham 2001).

The third characteristic is self-organisation. Self-organisation 
describes ‘the emergence of system-level order as an unintended 
consequence of the action and repeated interaction of lower 
level system components, without intervention by a central 
controller’ (Chiles, Meyer, and Hench 2004, 502). Importantly, 
self-organisation allows components to organise themselves 

into higher level phenomena in ways that would not be possible 
via top-down direction alone (Kozlowski et al. 2013). It also al-
lows systems to find novel configurations capable of addressing 
local complexity, without having to balance the particularities 
of other parts of the system. Returning to our hospital example, 
the need for self-organisation means that, as the doctors and AI 
application co-evolve, it is up to those doctors and AI applica-
tions to direct future adaptations, as the configurations that suit 
each human agent may not generalise to others in the system. 
For example, some doctors may work with elderly patients and 
others may work with children, and this difference could change 
how accurate the AI predictions are, or how to act upon those 
predictions. Thus, augmented intelligence systems demand that 
each human and digital component can create new ways to nav-
igate the unique complexities they both suffer and create (Jain 
et al. 2021).

The fourth characteristic is phase transitions. Phase transitions 
occur when a complex system has changed from one stable equi-
librium to another (Benbya and McKelvey 2006a). This concept 
borrows from studies of physical systems, where phase tran-
sition describes matter passing between ‘states’, for example, 
a liquid to a gas (Polese et  al.  2021). In social contexts, phase 
transition occurs when the incremental process of component-
level adaptation reaches a tipping point, triggering significant 
changes in the system's structure which create new struc-
tures and logics to replace older versions (Pentland et al. 2020; 
Tanriverdi and Lim  2017). At this point, the instability in the 
system reduces, and the complexity in the system may begin 
to slow change, rather than accelerate it. For augmented intel-
ligence, such phase transitions may occur as systemic tensions 
cause human agents and/or the AI application to form new as-
sociations over repeated interactions until some stable config-
uration emerges. In our hospital example, when doctors begin 
using the new AI application they might continuously scrutinise 

TABLE 1    |    Four characteristics of the process of emergence.

Characteristic Explanation Related literature

Disequilibrium or 
beyond equilibrium 
situations

Tensions, triggers and small events outside the 
norm allow for the amplification of random events. 

Tension in the form of external or internal pressures 
drive the system from one state to another.

(Goldstein 1999; McKelvey 2001, 
2004; Benbya and McKelvey 2006a; 

Benbya et al. 2020)

Positive feedback and 
bursts of amplification

A process starting with (1) bottom-up dynamic 
interactions among lower-level entities which over 
time yield a phenomenon that manifests at higher, 

collective levels. (2) The emergent higher collective level 
influences the components' behaviours on the lower 

levels from which it simultaneously emerges. Positive 
feedback is the ‘engine’ of complex system adaptation.

(Choi, Dooley, and 
Rungtusanatham 2001; 

Benbya and McKelvey 2006b; 
Kozlowski et al. 2013; Kozlowski 

and Klein 2000; Dooley 
and Van de Ven 1999)

Self-organisation and 
coevolution

Creative, self-generated, adaptability seeking behaviour. 
Emergent phenomena are novel structures that confer 
the adaptability which allows for continuous change.

(Kauffman 1992; Holland 1995; 
Goldstein 1999; Chiles, 

Meyer, and Hench 2004)

Phase transitions and 
attractors

The system transitions from one phase into another 
due to its self-learning abilities. Potential outcome 

situation, called attractors, may manifest themselves 
with a burst of amplification so that new roles, 

structures or causal relationships emerge.

(Goldstein 1999; Pentland 
et al. 2012, 2020; Tanriverdi 

and Lim 2017)
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AI predictions based on their own domain knowledge. If the AI 
predictions and their own interpretations routinely converge, 
then those doctors may stop these scrutinising practices. At this 
point, the interdependencies among components begin to limit 
component-level adaptation so that a stable new equilibrium 
manifests in form of a composition or a compilation. Over time 
this stable equilibrium may then be challenged by new tension, 
triggers or events outside the norm, creating the next beyond 
equilibrium situation.

4   |   Methodology

This study applied a qualitative research methodology to explore 
how augmented intelligence can emerge around AI applications. 
Specifically, we performed an interpretivist case-study (Klein 
and Myers  1999) that used the core concepts identified in the 
emergence literature as a sensitising lens. We chose to focus on 
a single case, rather than a comparative case study for two main 
reasons. First, while we built on existing studies of AI and aug-
mented intelligence systems, we also sought new explanations 
that could address some of the challenges in the existing liter-
ature. A single case encourages the researchers to stay close to 
their empirical observations and to allow those observations to 
dictate the direction of theorising, so limiting the impact of pre-
existing assumptions and biases (Flyvbjerg 2006; Ragin 1992). 
Second, our focus was on understanding complex patterns of 
emerging intelligence within the system of augmented intelli-
gence. A single case encourages the researchers to engage with 
the full complexity of the system, while a comparative case often 
encourages researchers to look for more abstract patterns that 
could be easily compared with other contexts (Patton 2005).

To obtain rich data on the emergence of augmented intelligence, 
we needed to observe a context where it had been implemented 
previously and was actively in use before and during the time 
of study. Thus, as with much existing AI research (Davison and 
Martinsons  2015; Ghassemi, Oakden-Rayner, and Beam  2021; 
Lauritsen et al. 2020; Lebovitz, Lifshitz-Assaf, and Levina 2022), 
we chose to focus on a medical context. The interpretivist ap-
proach allowed us to synthetize the shared narratives of actors 
that develop, market, work with, and refine systems of aug-
mented intelligence (Klein and Myers  1999). We also chose a 
case where we could talk to users as well as developers of the AI 
application, as this helped us to gain a holistic understanding of 
the case from multiple perspectives.

Overall, the approach drew heavily on Pentland  (1999), who 
laid out how to build a process theory from narratives. This 
approach advocates that researchers focus on the ‘stories’ told 
by different participants, where ‘stories’ represent a version of 
events as told from a particular point of view. Such stories are 
not necessarily complete in isolation; rather, they capture a co-
herent and memorable embodiment of past experiences. Each 
story is assembled from different ‘tellings’ or ‘texts’ presented 
from a particular narrator. These texts can be performed in a va-
riety of ways, including speech, written documents, recordings 
or other forms of documentation. Researchers can then synthe-
sise these stories into a ‘fabula’, that is, a generic description of 
events and their relationships. This fabula synthesises the vari-
ous stories into a deep structure that transcends the experience 

of any one individual. Finally, with the fabula in place, re-
searchers can theorise the underlying structures that enable and 
constrain the process, or the ‘generating mechanisms’. These 
generating mechanisms present the tensions that drive change 
in the system.

4.1   |   Case Background

The selected case context surrounds an AI application, called AI-
Rad Companion, which was developed by Siemens Healthineers 
for providing multi-modality imaging decision support in the 
field of radiology. This AI application had been developed in co-
operation with a medical care centre in North-Rhein-Westfalia, 
Germany. The project also includes members of the radiology 
department of a university hospital in Bavaria, Germany.

We selected this context for two main reasons. First, while 
the AI application is continuously evolving, it is past the ex-
perimental stage, which could otherwise have made it chal-
lenging to separate characteristics of the system from issues 
with the initial implementation. The product's usefulness had 
been investigated and tested in multiple studies and is ap-
proved by the European Medicines Agency (EMA) with a CE 
(Conformité Européenne) mark. We focused on the ‘AI-Rad 
Companion Chest X-ray’, which as ‘a member of the AI-Rad 
Companion family […] automatically processes upright chest 
X-ray images [and] next to pneumothorax, pleural effusion 
and nodule detection […] is able to indicate consolidation 
and atelectasis’ (AI-Rad Companion, sieme​ns-​healt​hinee​rs.​
com). Hence the algorithm can detect the five most common 
findings spotted in chest X-rays (Rudolph et  al.  2021, 2022). 
When detected, patients often undergo additional diagnostic 
investigation to (dis)confirm the X-ray finding (e.g., CT scan 
for nodule detection). The AI application is constructed with 
multiple algorithms arranged within a neural network, and 
this network is trained on manually annotated training data. 
Thus, the AI application falls into the category of supervised 
deep learning. It can be tailored to new data and contextual 
nuances, and it is reconfigured twice a year to integrate new 
data and user feedback. The second reason for selecting this 
context is that the chosen medical care centre is the first pri-
vate practice to implement and test the AI application on a 
large scale by integrating it into the daily routine of doctors. 
The centre is comprised of 17 sites, many of which are con-
nected to affiliated hospitals to which they offer radiology ser-
vices. This has created sufficient opportunity for complexity 
to develop and augmented intelligence to emerge. Further, all 
relevant stakeholder groups were familiar with the AI appli-
cation and could be interrogated for our study; this included 
different AI users, as well as a development team seeking to 
further advance the technology.

We identified four categories of stakeholders to interview in 
our case context. First, we identified ‘specialists’, which in-
cluded qualified radiologists with experience in advanced di-
agnosis. Second, we identified ‘specialists-in-training’, which 
included individuals who were training to become radiologists 
but were not yet fully qualified. Third, we identified ‘non-
specialists’, which included internists, surgeons, and other 
clinicians who rely on services from radiology to assist their 
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daily work and diagnoses. Non-specialists primarily use the 
AI application when radiology services are not easily avail-
able, such as during night or weekend shifts, or during nor-
mal working hours characterised by high workloads and long 
waiting times. Fourth, we identified a ‘development team’. 
Since the AI application's modalities require the determina-
tion of a ‘ground truth’ for training and test data, members of 
the development team evaluated AI-processed images ex-post 
for research purposes and product improvements. The devel-
opment team, thus, included trained radiologists who used 
their expertise to contribute to product enhancements, rather 
than using the AI application in their medical routines. It also 
included product managers and a data scientist, who were still 
collaborating closely with the medical care centre at the time 
of study. We interviewed members from all four categories of 
stakeholders in an effort to integrate multiple perspectives as 
we built our process theory, as ‘there is a great deal of insight 
to be gained from a careful analysis of the same story from 
multiple, subjective points of view’ (Pentland 1999, 714).

4.2   |   Data Collection

We sought to identify multiple stories told by individuals with 
specific points of view, so, consistent with Chakraborty, Sarker, 
and Sarker (2010), we began our case exploration with two initial 
talks with the development team where we focused on scoping 
the analysis of the system. These talks helped to delineate some 
of the different groups, as well as verifying the fit of the case 
site, and improving our contextual understanding. We designed 
an interview protocol to encourage participants from each of 
these groups (doctors as users of the AI application and varying 
members of the development team) to describe their experiences 
with the system. Our exploration of the case included a strong 
deductive element, as we used existing emergence concepts to 
guide the construction of our interview protocol. Specifically, 
the interview protocol was informed by the concepts of disequi-
libria, positive feedback, self-organisation and phase transitions, 
which we expected to stimulate participants' communication 
of their stories in a way that could be related to the principles 
of emergence. Due to the variety of interviewees, the protocol 
was slightly adapted for each group and the semi-structured 
interview guide allowed for follow-up questions during the 
interviews.

The first semi-structured interviews served to refine the in-
terview questions, while contributing to a better general un-
derstanding. We adopted a ‘theoretical sampling’ approach in 
which we used the insights from ongoing analysis to direct 
further data gathering (Urquhart, Lehmann, and Myers 2010). 
This meant we often relied on a snow-balling approach to 
reach out to additional interviewees by asking each inter-
viewed person which of their colleagues might be able to tell 
us more about specific contexts and practices. The main suit-
ability criteria were that interviewees were familiar with the 
AI application, regularly engaged in intelligence augmenta-
tion with the AI-Rad Companion, and were willing to openly 
share and elaborate upon their experience with the AI applica-
tion. Similarly, interviewees from the development team were 
engaged in the reconfiguration and improvement of the AI 
application, either by contributing to establishing the ground 

truth of new training data or by enhancing the technicalities 
of the AI application and its implementation. We were espe-
cially interested in exploring different ‘stories’ and sampling 
continued until we reached theoretical saturation, that is, ad-
ditional interviews were neither identifying new stories, new 
stages, nor new theoretical nuances that required the stories 
and stages to be characterised differently. This required that 
data gathering and analysis was done iteratively throughout 
the process to integrate insights and allow the data to ‘talk 
back’ (Flyvbjerg 2006).

Theoretical saturation was reached after 16 interviews, at which 
point the open style of questions was no longer identifying new 
stories or stages that had not already been identified in previ-
ous interviews. Specifically, two distinct stories with six stages 
each had emerged: one for specialists/specialists-in-training and 
another for non-specialists. Each story could be told using six 
comparable stages. We interpreted the identification of these 
comparable stages as a sign that it was time to focus on theo-
rising a generic description of events and relationships (fabula), 
and the underlying structures that enabled and constrained 
the process (generating mechanisms). We thus increased our 
efforts to relate our findings with existing literature on com-
plexity, emergence, mutual learning and augmented intelli-
gence. Simultaneously, we performed further eight interviews 
to challenge our interpretation and look for areas of ambigu-
ity or misunderstanding. The interviews lasted approximately 
40 min on average, with a longest duration of 62 min and a short-
est duration of 21 min. One interview took place in person, was 
audio-recorded, and transcribed directly after. All remaining 
interviews were conducted via video call, fully recorded with in-
terviewees' consent and transcribed within a maximum of 24 h 
after the interview. Table 2 and Figure 1 provide an overview of 
interviews.

4.3   |   Data Analysis

For the analysis we adopted the narrative analysis approach 
proposed by Pentland  (1999). This approach meant we theo-
rised at the level of stories, the level of the fabula and the level 
of generating mechanisms. Building on Pentland  (1999), we 
expected that the stories would be most explicit in the data, 
when compared with the more latent fabula and generating 
mechanisms. We accommodated this in our analysis in two 
ways. First, while we continuously referred to both data and 
literature when analysing each level, we tended to refer more 
often to the data when theorising the stories and more often 
to literature when theorising the fabula and generating mech-
anisms. Second, while we theorised each level continuously 
throughout the study, we focused our early analysis more on 
the stories than the fabula and generating mechanisms. This 
approach ensured we grounded our analysis firmly in the data 
and allowed us to stay responsive to unexpected observations. 
Figure 2 illustrates this approach.

Coding began with a thorough review of all transcripts while 
simultaneously listening to the recordings, highlighting im-
portant passages, noting down potentially relevant comments 
and thoughts, revisiting study notes, and browsing external 
media sources. This amounted to the type of ‘line by line’ 
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exhaustive exploration described by Charmaz  (2000). We 
observed two distinct ‘stories’ from the different ‘tellings’ 
of all narrators, one of which was the specialists' story of 
emerging augmented intelligence and the other was the non-
specialists' story of emerging augmented intelligence. For this 
distinction, the specialists' story was primarily informed by 
interviews with specialists/specialists-in-training, while 
the non-specialists' story was informed by interviews with 

non-specialists, as well as specialists/specialists-in-training 
who worked together closely with non-specialists. We consid-
ered whether the development team also told a distinct, third 
story. However, such a third story was not evident in the data 
we gathered. Instead, members of the development team alter-
nated between the specialists' story and the non-specialists' 
story, filling in gaps in each and contributing to a larger un-
derstanding of the interactions of all user groups with the AI 

TABLE 2    |    Overview of interviews.

Count Category Role AI experiencea Duration Affiliation

1 Development team (DT) Medical CEO Low 38 min Medical Care Centre

2 45 min

3 Product Manager 1 (High) 39 min Provider

4 Product Manager 1 (High) 42 min

5 Product Manager 2 (High) 43 min

6 Data Scientist (High) 62 min

7 Data Scientist (High) 54 min

8 Medical Specialist High 23 min University Hospital

9 Specialists (S) Project Lead High 56 min Medical Care Centre

10 Specialist 1 52 min

11 Specialist 2 High 48 min University Hospital

12 Specialist 3 High 21 min Medical Care Centre

13 Specialist 4 Medium 24 min

14 Specialist 5 Low 41 min

15 Specialists in training (SIT) Specialist-In-Training 1 Medium 40 min Medical Care Centre

16 Specialist-In-Training 2 Medium 28 min

17 Specialist-In-Training 3 High 41 min

18 Specialist-In-Training 4 Medium 35 min

19 Non specialists (NS) Internist 1 High 36 min Affiliated Hospitals

20 Surgeon 1 Medium 28 min

21 Internist 2 Medium 22 min

22 Internist 3 High 37 min

23 Internist 4 High 41 min

24 Internist 5 High 40 min
aAI experience refers to interviewees level of experience with the AI Rad Companion depending how intensively or how long they have been accustomed to using 
the tool. Low: little regular use and/or very short use duration of up to 3 months; Medium: little regular use or short use duration of up to 6 months; High: consistent 
regular use and/or long use duration of up to a year.

FIGURE 1    |    Interview timeline.
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application, including how the AI application was adapted in 
response to users' changing expectations over time.

To make sense of these stories, we considered preliminary 
open codes (see Weick 2007) which were continuously related 
to the four stages of emergence identified from literature, that 
is, ‘disequilibrium or beyond equilibrium situations’, ‘positive 
feedback and bursts of amplification’, ‘self-organisation and 
coevolution’, and ‘phase transitions and attractors’. As the 
analysis progressed, we discussed specific observations that 
both supported and challenged these four stages of emergence 
identified from literature, with a particular focus on data that 
did not fit the coding scheme. We found the need to decompose 
‘disequilibrium or beyond equilibrium situations’ into exter-
nally generated equilibrium and new emerging tensions. This 
need to differentiate was because externally generated equi-
librium referred to generative forces outside the system, while 
new emerging tensions described changes among human ac-
tors and AI applications within the system which stimulated 
adaptive pressure. We also found the need to separate ‘self-
organisation and coevolution’ into human self-organisation 
and AI/developer self-organisation. Human self-organisation 
referred to the ability of specialists' and non-specialists' to 
creatively adapt new structures for continuous change. AI/
developer self-organisation referred to the ability of AI appli-
cations, under the control and guidance of the AI developers, 
to creatively adapt new algorithms, data, structures, modali-
ties, and interaction norms to enable continuous change. Each 
stage is described in more detail later in the study.

As our understanding of the distinct stories began to crystal-
ise, this allowed us to dig deeper into the fabula that linked 
different stories as part of one larger narrative (Pentland 1999), 
and to relate observations to the generating mechanisms for 
change described by Van de Ven and Poole (1995). This process 
can be compared with the scaling up from ‘substantive theory’, 
which provides an abstract account of observed phenomena, 
into ‘formal theory’, which builds on the substantive account 
by comparing it with other theories to search for deeper concep-
tual mechanisms and relationships (Urquhart, Lehmann, and 
Myers 2010). This scaling up process resulted in a fabula that 
included three common underlying stages of mutual learning 
at the heart of the emergence process. The first stage was learn-
ing by propagation. We identified this stage by observing sim-
ilarities between the first two stages in the parallel stories and 
existing accounts of mutual learning in organisations, which 
showed how knowledge is shared through demonstration. The 
second stage was learning by specialisation. We identified this 

stage by contrasting the third and fourth stages in the paral-
lel stories with existing literature which showed how self-
organising systems allow actors to be become more focused 
in their roles and responsibilities. The third and final stage in 
the fabula was learning by articulation. We identified this stage 
by contrasting the fifth and sixth stages in the parallel stories 
with existing literature which showed how actors can improve 
their own understanding by making their knowledge explicit 
to others.

For the generating mechanisms, throughout the study the 
research team continuously engaged in an iterative and col-
laborative theorization process. We realised that the gener-
ating mechanisms appeared to reflect the type of ‘dialectic’ 
generating mechanism that is described by Van de Ven and 
Poole  (1995), that is, ‘conflicts emerge between entities es-
pousing opposing thesis and antithesis that collide to produce 
a synthesis, which in time becomes the thesis for the next 
cycle of a dialectical progression’ (Van de Ven and Poole 1995, 
520–521). In our study context, this dialectic emerged from 
the systemic need to adapt to competing forces and values 
within and among groups of specialists and non-specialists. 
Specifically, we found two generating mechanisms related 
to competing desires: the competing desire for standardised 
practices and unique human knowledge and the competing 
desire for computational agency and explainability.

As the analysis matured, this process of zooming in and out 
of the different levels of the theory, and zooming in and out of 
data and relevant literature became increasingly interwoven 
and iterative. We eventually settled on a stable interpretation 
which appeared to be both empirically and logically consistent 
(Eisenhardt 1989). We challenged this selected interpretation to 
look for issues related to theoretical validity, interpretive valid-
ity, descriptive validity, evaluative validity and transferability 
(see Appendix C for more detail of the steps taken). We further 
continued to challenge this interpretation after this point, using 
the data and literature to propose alternative stages in both the 
stories (e.g., training or testing) and the fabula (e.g., intelligence 
by reflection), to challenge the distinction between user groups 
(e.g., whether the development team told a distinct story), and 
to link the process with alternative generating mechanisms for 
change (e.g., power dynamics or the embedded biases in the as-
sumed ‘ground truth’ for diagnoses). None of these other theori-
zations were able to explain the findings as well as the selected 
interpretation, so we concluded the analysis. Figure 3 illustrates 
the coding procedure and provides selected open codes from the 
analysis.

FIGURE 2    |    The integration of data and literature during theorising.
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5   |   Findings

The distinction between specialists' and non-specialists' inter-
action with the AI was evident in the way human agents de-
scribed themselves and others, and in the different stories they 
told. These differences mainly arose from the diverging applica-
tion contexts in which the two groups operate, as well as each 
group's diverging perceptions of how the AI could create value 
for them. Despite these differences, there were also many areas 
of convergence. First, participants agreed in principle that the 
recommendations from the AI application were less trustworthy 
than those from specialists. This elevation of human judgement 
informed many of the other dynamics, as the AI application was 
configured to fill in the gaps left by human agents, rather than 
the other way around. Second, each of the stories shared a sim-
ilar set of six stages that characterised the process of emerging 
augmented intelligence, specifically (i) externally generated dis-
equilibrium (ii) positive feedback, (iii) human self-organisation 
(iv) AI/developer self-organisation (v) phase transition and (vi) 
new emerging tensions. Despite the consistency of these key 
stages in the stories told by specialists and non-specialists, each 
described the stages differently, based on the forces they experi-
enced in their roles.

5.1   |   Externally Generated Disequilibrium

Each story began with a ‘beyond equilibrium’ stage that resem-
bled those described in general emergence literature. Notably, 
however, the disequilibrium in this context was generated by ex-
ternal, social influences. For specialists, they believed that they 
were expected to be curious and forward-looking, and so, they 
should embrace and leverage the potential of new technologies. 
For non-specialists, they often found themselves reliant for oth-
ers, particularly specialists, and this meant they were limited in 
the speed and quality of healthcare they could provide patients. 
These non-specialists initially saw the AI application as a way 

to limit their dependency on others who were often unavailable 
when needed.

5.1.1   |   Specialists Experience Social Pressure to 
Embrace New Technologies

The motivation to develop an augmented intelligence system was 
driven by specialists' discussion of new technologies with hos-
pital administrators and peers in other institutions, and the de-
sire to stay ahead of potentially disruptive trends linked to those 
technologies. Specialist 1, the specialist who initiated the collab-
oration, explained that he ‘would rather steer the development in-
stead of being pulled with it afterwards’. Several other specialists 
echoed this general sense of curiosity, admitting they were look-
ing at the advice provided by the AI application to learn about 
what it can do, rather than because it solves an existing problem 
for them. Project Manager 1 explained that this type of curiosity 
is essential, as it means they are collectively ‘open for new tech-
nologies, for new possibilities and clinical pathways’. External ac-
tors also contributed to this curiosity around new technologies, 
many of whom assumed the use of these new technologies was 
an indicator of doctors' commitment to improving practices and 
outcomes. Specialist-In-Training 3 summarised this sentiment,

‘Even if for the doctors it is only a little more certainty, 
I could imagine that patients feel much safer, because 
maybe you attribute flawlessness to the AI rather than 
to humans. Then the patients feel safer, because their 
diagnosis was double-checked by an AI system. These 
psychological factors can be helpful […] and very good 
advertisement’. Ultimately this can lead to the fact ‘that 
patients say they rather go to this medical practice for 
screening, because it offers an additional, independent 
computer program that checks the images. This then 
leads to an economic benefit as well’.

FIGURE 3    |    Illustration of coding.
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These forces combined to push specialists to embrace new AI 
technologies, even if it was not yet clear how they could increase 
intelligence and add practical value.

5.1.2   |   Non-Specialists Become Aware of a Dependency 
on Others Who Are Unavailable

The motivation to introduce augmented intelligence was not 
only driven by the availability of new technologies, but also by 
growing political and clinical demands for more frequent scan-
ning and diagnosis. Product Manager 2 in the development team 
explained that ‘the workload of radiologists gets higher and 
higher every year, because there is more and more imaging, and 
imaging is getting more and more important’ and that ‘in many 
clinical situations it is reality that X-ray images are not always 
reviewed in time by radiologists’. The practicalities of this trend 
meant that non-specialists are increasingly asked to step in and 
scan images, even though it may not be their domain of exper-
tise. Specialist 2 explained that,

‘In real life it is not only the board-certified radiologists 
with 20 years of experience who looks at the images 
and decides on the therapy from the image, there are 
also the very young resident radiologists or even, the 
surgeons, internal medicine doctors, and residents in 
the emergency department who see or have to detect 
pneumonia. For those people who don't have the 
experience, the algorithms that are close to or as good 
as the board-certified radiologist, have a great benefit’.

This created an opening for the AI tool to be used by non-
specialists, as external circumstances meant it could add value 
without being able to replicate the full value of a consultation 
with a specialist.

5.2   |   Positive Feedback

Consistent with previous research on emergence, positive feed-
back played an important role in the emergence of new forms 
of intelligence. While both specialists' and non-specialists were 
working with the same AI application, they often responded 
to different forms of positive feedback around the system. 
Specialists saw the role of the AI application as relatively nar-
row, so they responded positively when those capabilities could 
be leveraged for some highly specific task, such as detecting pul-
monary nodules. Non-specialists saw the role of the AI applica-
tion as potentially broader, so they responded positively when 
the AI application could provide some guidance on a wider va-
riety of tasks, even if the quality of guidance was not as high as 
they would receive from specialists.

5.2.1   |   For Specialists, the AI Provides Value for a 
Specific, Difficult, but Unambiguous Task

Many specialists found the system most useful for a set of dif-
ficult, but routine tasks. Specialist-In-Training 3 explained 

that ‘it does help [in specific situations, for example] when 
doing the 50th diagnosis of the day […], there might be some 
small nodules that I might have otherwise missed’. Specialists 
repeatedly reported that the AI application was particularly 
good at detecting pulmonary nodules. Specialist 4 explained 
this support as ‘another focus that I might not have noticed 
before, then I look at it again and see … ok is there something 
there now or not?’ Usually, radiologists scrutinised specific 
areas in X-ray images that appear suspicious, thus if the AI 
highlighted a specific area with a recommended diagnosis, 
radiologists could follow known decision-making steps to 
evaluate the AI advice, that is, interrogate the AI application 
according to a human-logic guided procedure. This allowed 
the AI application to triangulate bias, simply by causing 
human agents to revisit some factors that may otherwise not 
have received extensive attention.

The accumulation of positive experiences when using the AI 
for specific tasks convinced several specialists that it is worth 
checking what the AI recommends. Specialist-In-Training 1 and 
2 remarked that looking at the AI after writing their own di-
agnosis created a sense of confirmation which ‘actually makes 
[them] more secure in [their] work’.

5.2.2   |   Non-Specialists Find a New Focus on Key 
Indicators by Using the AI

At first, the AI supported non-specialists for quick decisions 
and routine tasks by directing their attention towards possi-
ble causes of concern, or alternatively reassuring them that 
their diagnosis was correct. This was also how specialists an-
ticipated that non-specialists would use the system, as it could 
offer ‘a great benefit for the non-radiologist, who can much 
more easily say that there is nothing. If the AI is not showing 
him anything; then he can send the patient home with a much 
better feeling’ (Specialist 3). Viewed in this way, the role of the 
AI application was to help determine whether to escalate a 
diagnosis to specialists.

In practice, however, the effect of the AI recommendations 
on non-specialists was more transformative. Much of the 
reported positive feedback arose because the AI recommen-
dations challenged non-specialists to think through their 
diagnosis more carefully. Internist 1 described this impact, 
explaining

‘It does not necessarily make me more sure, but it 
makes me more awake or alert. [Also], it adds some 
stress, because it makes you question yourself, but I 
don't think that's a bad thing, because it makes you 
look a little closer’.

This meant the AI application became a useful learning tool 
for two main reasons. First, it prompted non-specialists to pay 
attention to seemingly simple diagnoses, as well as to assume 
greater responsibility for those diagnoses. Second, because the 
AI application was designed to emulate the diagnostic reason-
ing of a specialist, it highlighted the information that those 
specialists found most important, and why it was relevant. 
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This allowed the AI application to act as a form of ‘teacher’, 
propagating general diagnostic knowledge from specialists to 
non-specialists via the information priorities embedded in the 
AI recommendations.

5.3   |   Human Self-Organisation

Most existing accounts of self-organisation do not differen-
tiate between human and technical actors. However, this 
case context suggested that human self-organisation played 
a distinct and important role. Once the AI application began 
to demonstrate value, both specialists and non-specialists 
began to adapt to take advantage of the new system. The way 
they adapted varied, depending on how they perceived the 
strengths and weaknesses of the AI application. Specialists 
recognised that, although the system could perform clearly 
defined tasks quickly and reliably, the system did not learn 
quickly. Specialists therefore began to refocus their role within 
the system to concentrate on the new and unusual aspects 
of diagnoses. Non-specialists recognised that, although the 
AI application allowed them an effective way to analyse the 
clearly defined aspects of a diagnosis, the system missed many 
other contextual details that were important. Non-specialists 
therefore began to refocus their role on contextualization and 
the ‘human side’ of treatment.

5.3.1   |   Specialists Learn Faster and More Broadly Than 
the AI

Over time, the perceived limitations of the AI became a way 
for specialists to conceptualise how and why some cases were 
unusual and worthy of more nuanced analysis. Specialist 3 
explained that ‘surely the more severely sick patients, those 
where multiple diseases occur together […] there the AI has 
weaknesses, it simply shows many things and doesn't relate 
them to the context’. The specialists learned to treat AI rec-
ommendations with caution and started to crystalise the sit-
uations in which they should refer to the AI application. This 
was further facilitated during active revision processes which 
encouraged the specialists to consider the clinical context of 
a diagnosis, and to compare current diagnoses with previous 
cases. Thus, specialists and specialists-in-training were able 
to learn quicker than the AI could, often identifying recurring 
problems in the AI that could be reported to the development 
team. This practical reality (that human learning quickly out-
paces AI learning) was widely accepted among interviewees, 
including the members of the development team themselves. 
While the AI needs to be told which information to consider, 
users can decide for every case which information is useful for 
the evaluation.

More broadly, much of the human self-organisation occurred 
because, while some of the more basic tasks are relatively 
rule-based, the more advanced learning tends to require more 
creativity and dynamic problem solving. Product Manager 1 
summarised this as ‘if you are already at a very high level, it is 
difficult to get even better, but if you're at a lower level, you have 
much more potential to improve’. As a result, many specialists 
found they used the system differently once they gained more 

experience, as they found the value of confirming their recom-
mendations less reassuring and the ability to challenge their 
recommendations less compelling. These pressures forced the 
development team to expand the system in order to maintain 
those specialists' engagement.

5.3.2   |   Non-Specialists Renew Their Focus on 
Human Judgement

While specialists were often trained to look closely for a specific 
range of illnesses, non-specialists were often more sensitive to 
the broader context of a patient. Non-specialists felt they were 
obliged to consider a wider range of explanations, albeit with sig-
nificantly less precision. Further, non-specialists also felt it was 
not unusual to receive conflicting recommendations from mul-
tiple sources. For these reasons, non-specialists often perceived 
imprecisions in the AI application to be less severe than spe-
cialists. The Data Scientist confirmed that non-specialists were 
more tolerant of mistakes and inconsistencies, noting ‘often 
radiologists don't agree with each other’. When this happens, 
it is up to the various human agents involved to adapt to these 
conflicting recommendations and find a way to balance various 
perspectives. Internist 1 explained when a non-specialist reads 
a written report, it was common for this to prompt a longer 
informal conversation where ‘you can call the radiologist and 
with the radiologist you can discuss the state of the patient bet-
ter’. Such discussions were facilitated during daily meetings, in 
which ambiguous cases were presented and reviewed to agree 
on a treatment approach and to facilitate social learning among 
specialists and non-specialists.

These norms made it more straightforward to accept the limita-
tions of the AI for non-specialists, as they were accustomed to this 
process of resolving conflicting or incomplete recommendations. 
AI recommendations became integrated into the daily discus-
sions, and this allowed them to be challenged by specialists if nec-
essary. Thus, the addition of AI recommendations created more 
pressure on non-specialists to also apply human judgement. Often, 
this judgement took the form of requesting additional diagnostics, 
such as blood testing or more advanced imaging (e.g., computed 
tomography (CT) scans). Surgeon 1 explained

‘AI just tells me, you have to look at it again, maybe 
you didn't see something. […] Just look at it, is it the 
lung? It's not the lung, then more diagnostics, and 
that's very good actually, that you have to look twice’.

5.4   |   AI/Developer Self-Organisation

The case context also identified a distinct AI/developer self-
organisation stage. The AI application had limited computational 
agency to change how it operated, for example, the data it used, the 
parameters it considered, and the techniques it applied. Instead, 
most changes in the AI application were initiated and carefully 
controlled by the development team. However, the AI develop-
ers were nonetheless constrained by the capabilities of the AI 
application, the available data, and which algorithms were fea-
sible. Similar to the human self-organisation stage, AI/developer 
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self-organisation was responsive to tensions in the system. For 
example, just as the specialists and non-specialists self-organised 
around the perceived strengths and weaknesses of the AI applica-
tion, so the AI application (under the guidance and supervision of 
its developers) self-organised around the perceived strengths and 
weaknesses of the specialists and non-specialists. In particular, 
AI/developer self-organisation focused on the tendency for spe-
cialists to become fatigued and to make ‘human errors’, and the 
tendency for non-specialists to seek multiple, potentially contra-
dictory perspectives when making decisions. What distinguished 
AI/developer self-organisation from the human self-organisation 
stage was that, while the latter generally reacted to and resolved 
tensions and instabilities, AI/developer self-organisation included 
a continuous reconfiguration of internal elements which actively 
created tensions and instability.

5.4.1   |   AI Adapts to the Short-Term Limitations of Both 
Itself and Specialists

Early adaptions to the AI application focused on general im-
provements in the recommendations. This required ongoing 
dialogue between specialists and the development team to ex-
plicate the reasons when the AI application was underperform-
ing. One prominent example was the use case of pneumothorax 
detection; one of the most critical and well-known lung X-ray 
diagnoses performed by doctors. In an earlier version, the AI 
application provided surprisingly inaccurate recommendations 
for this (from a human perspective) relatively easy task. After 
extensive communication and collaboration, the development 
team discovered that the AI application was misclassifying the 
tubes used to treat a pneumothorax as physiological features. 
The algorithms were subsequently adjusted, the number of false 
positives was reduced, and the accuracy improved.

Data Scientist 1 explained that the large amount of training data 
and the black-box nature of deep learning algorithms made it dif-
ficult to discern why seemingly reliable and well-tested computa-
tional processes produced unreliable outputs in certain situations. 
As a result, the system had to be troubleshooted as it was deployed, 
and this demanded close dialogue with specialists. This dialogue 
allowed specific cases to be reannotated, labels to be updated, al-
gorithms to be improved, and new training data to be added. The 
AI application could then autonomously adjust the filters of its 
convolutional layers, until the system produced more reliable rec-
ommendations. This was an attritional process, which the Medical 
Specialist described as ‘very tedious’ and based on ‘a lot of trial and 
error’. However, it also provided a rich exchange between special-
ists and AI developers, as each came to understand in more detail 
how recommendations could be derived.

Critically, over time, this dialogue also revealed weaknesses in 
the ways that specialists performed diagnoses. They observed 
that specialists are subject to fatigue and diminishing atten-
tiveness in ways that the AI application was not. Specialists 
also acknowledged this, with Specialist 4 explaining that ‘for 
the complex diagnosis it is less of a benefit for the radiologists, 
but with combinations of simple tedious tasks it can be very 
helpful, if it provides intermediary steps’. This focus on fa-
tigue meant the challenge for the AI changed from replicating 
human decision-making to folding in around the weaker points 

of human decision-making, without interfering with the human 
dynamism required for complex, dynamic problem solving. For 
example, the development team responded by including ex-
plainability features, such as highlighting visualisations and a 
confidence score, with the goal of helping human agents extract 
helpful embedded information from the AI application. This ap-
proach also alleviated some of the concerns around relying on 
the AI application, as it ensured that the specialists, as human 
agents, remained at the centre of the diagnosis. Specialist-In-
Training 1 summarised,

‘I actually don't think that the radiologist will be 
completely replaced, well I think, that it will get 
better and better. […] I think that we will always 
need someone who at least takes a look and says that 
everything is ok’.

5.4.2   |   AI Adapts to the Long-Term Limitations of Itself 
and Non-Specialists

The wide range of (sometimes conflicting) inputs typically 
received by non-specialists allowed the AI application to self-
organise into the role of ‘just another perspective’. The inacces-
sibility of specialists at certain times meant the AI application 
was not replacing the role of specialists, but rather it helped 
non-specialists to proceed when diagnoses were relatively 
straightforward, and to escalate to specialists when diagnoses 
were more ambiguous. The AI application adapted to this role 
by ensuring it was weighted to prefer false positives over false 
negatives, meaning its impact on non-specialists was typically 
to elicit more caution, rather than less. This did not mean 
that non-specialists were not influenced by the reliability of 
the system; only that the ways in which they made decisions 
allowed them to be more tolerant of imprecise AI recommen-
dations than specialists. This ‘just another perspective’ role 
for the AI application meant that, in contrast to specialists, 
non-specialists were often impressed with the performance of 
the AI application, especially compared with earlier versions. 
For example, Internist 2 reflected that, ‘I think now it is a little 
bit more reliable and more detailed than at the beginning… 
That encourages me to always look at the AI and which result 
it formed’.

The ability for non-specialists to generate value from the AI, 
even when its recommendations were not always reliable, 
create the opportunity for the AI application to expand its 
capabilities and interactions. In particular, non-specialists 
highlighted the opportunity to expand the system from just 
looking at X-rays to also looking at other imaging technolo-
gies, such as CT and magnetic resonance imaging (MRI). As 
Surgeon 1 explained,

‘I would use artificial intelligence in everything if it 
was available. It tells you look twice, so why not?’

Non-specialists' appetite for more AI recommendations pro-
vided impetus for the development team and specialists, who 
began to see the knock-on effect on patient outcomes. The 
Medical Specialist in the development team remarked that, 
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‘with the system that we have now, I hope and think that this 
already helps [non-specialists] and that we can change some-
thing for the quality of care for patients’. In response the de-
velopment team expanded the product's capabilities towards 
a multi-modal AI by creating a product platform, which in-
cluded different AI extensions for various use cases. This de-
velopment was still ongoing at the time of study and not yet 
implemented at our case site.

5.5   |   Phase Transition

Similar to many previous accounts of emergence, phase tran-
sition played an important role in the emergence of augmented 
intelligence in the case context. Phase transition occurred 
roughly in parallel for both specialists and non-specialists, as 
each group found a way to integrate the AI application into 
a new system of augmented intelligence. For specialists, the 
integration of the AI application for specific tasks not only 
reduced their participation in those tasks, but also created a 
new scrutiny on other tasks that could be similarly integrated 
with the system. Simultaneously, the specialists maintained 
scrutiny over the recommendations produced by the AI ap-
plication, as despite positive feedback generated from the de-
tection of pulmonary nodules, they remained sceptical due to 
their unclear understanding of the exact workings of the AI 
and the frequent diagnostic errors made by the AI application. 
For non-specialists, the integration of the AI application was 
part of a trade-off between the accuracy and availability of 
recommendations. While they observed many issues with the 
AI application, the non-specialists viewed this recommenda-
tions as part of a larger assemblage of diagnostic inputs. They 
thus felt increasingly comfortable and confident with their use 
of the AI application so that their use of the application be-
came routinised.

5.5.1   |   Specialists' AI Use for One Specific Task Causes 
Formalisation of Additional Tasks

Over time, as the AI application demonstrated high levels of re-
liability and the dialogue between specialists and the develop-
ment team ensured sufficient mutual understanding, specialists 
began to routinise the system and formalised it as part of diagno-
sis practices. The risk averse nature of specialists meant that the 
system was integrated gradually and within targeted domains, 
rather than being applied to the more complex and uncertain 
tasks. As the system demonstrated value, and the development 
team and relevant specialists generated a mutual understand-
ing, the AI application was embedded as an extra precaution. 
Specialist-In-Training 3 explained this tentative, selective, and 
risk averse routinisation,

‘In total it is balanced, that for the small things that 
I might have missed [without the AI application], 
I write a sentence more for when it is wrong. After 
all that is fine, because it is not a large time effort, 
[…] it is presented automatically, I don't have to click 
or load anything, [but if I had to] then I wouldn't 
use it’.

Thus, specialists also found the system useful when it did not 
confirm their diagnosis, as this encouraged those specialists 
to challenge their thinking, even if they generally ended up 
sticking with their own diagnosis. As such, a non-confirming 
AI recommendation did not necessarily lead to insecurity or 
doubt, because specialists were confident enough to justify 
their decision based on previous experience, professional 
knowledge, and their human-logic guided decision making 
process.

5.5.2   |   Non-Specialists' Routinisation of the AI Creates 
New Structures

The routinisation of the AI application, and the formation of 
intelligence that resulted from understanding its information 
priorities, appeared to empower non-specialists to interact 
with patients, specialists, and the AI application differently. 
Non-specialists became more confident that they could pre-
empt some of the feedback they would receive from specialists. 
They also became more confident ignoring or overruling the 
AI recommendations, as they increasingly felt they understood 
the limitations of the system. Internist 3 summarised this, ex-
plaining that when discrepancies arise, they ‘usually follow the 
clinical representation of the patient [and] just continue without 
the X-ray itself’. This meant they could slip back into more con-
ventional processes when the AI recommendations did not seem 
suitable.

The effect of this was that non-specialists did not necessarily be-
come faster with their own diagnosis for the tasks where they 
had support from the AI application. However, the overall pro-
cess became faster because non-specialists felt they could make 
progress, even when specialists were not available. For example, 
Internist 1 reflected that, ‘The system is not a big part of my 
normal day [but]… it is a big part of my night shifts’. Thus, the 
changes became embedded within larger systemic changes in 
rhythm at the medical centre and affiliated hospitals, as the AI 
application did not suffer from the same limitations in terms of 
working hours as typical specialists.

More broadly, the routinisation of the AI application thus meant 
these non-specialists became better informed, more focused, 
and more capable of progressing a diagnosis without waiting to 
engage in dialogue with a specialist. This change allowed them 
more autonomy from those specialists, provided the AI applica-
tion could fill in some of the gaps in the system. Non-specialists 
also became better at differentiating between the types of rou-
tine diagnoses that could be processed reliably by the AI appli-
cation, and the types of information it prioritised, and those that 
were more challenging and required alternative information or 
discussion.

5.6   |   New Emerging Tensions

The integration of the AI application addressed some of the 
causes of previous instabilities, particularly previous frustra-
tions regarding the availability of specialists and the amount of 
time spent on seemingly routine diagnoses. However, the inte-
gration of the AI application was also linked with new emerging 
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tensions. For specialists, these new tensions surrounded the 
additional demands to triangulate their diagnoses with the rec-
ommendations of the AI application, and to consider and often 
correct erroneous AI recommendations. For non-specialists, 
new emerging tensions were linked to their growing depen-
dency on the AI application and the concern that this depen-
dency could start to black box the logic behind the diagnoses, 
especially if it became less normalised to discuss these diagno-
ses with specialists.

5.6.1   |   Specialists Experience an Increased 
Triangulation of AI Recommendations Across Tasks

Specialists' focus on return of effort introduced a new and inter-
esting tension into the use of the AI application. In order to be 
routinised, the system had to be intuitive for specialists and inte-
grate easily into their workflow, without forcing them to change 
their basic approach. However, the resulting simplicity of the 
system meant it became predictable, with the result that the 
perceived value to specialists diminished over time. Specialists 
used it to check and improve their diagnoses, treating any di-
vergences as an opportunity to critically reflect upon their own 
processes and those of the AI application. Once they had done 
this, the frequency of divergences became fewer and the need to 
refer to the AI application decreased. For example, Specialist-In-
Training 1 lamented that,

‘If it stays at this level I really don't think [we will 
keep using it] because the more you are experienced 
in your field, the more you already know. At a first 
glance on your X-Ray you already know, so here is the 
problem […] so we don't need extra help… if it adds 
something to your daily work, then [maybe yes, we 
keep using it]’.

This meant the system needed to adapt so that specialists could 
extract value without relying on continuous dialogue with the 
development team or effort-intensive interactions with the AI 
application. This reality of ongoing commitment to dialogue con-
flicted with one of the initial motivations for many specialists, 
which was to use the AI application to free up time. However, 
the improved decision making that occurred because of the con-
tinuous dialogue also increased these specialists' respect for the 
AI application. This led to a crystallisation of the role of the AI 
application among specialists; a low-effort tool for triangulating 
their diagnoses. Specialist-In-Training 3 explained,

‘If we are well staffed, I take those extra seconds […] it 
is rather a small percentage, where you see something, 
that was not relevant to the acute situation, but that 
might have a relevance later on […] by the end of 
the day you are also happy about the small benefits 
… maybe it makes you a bit slower after all […] but 
if you're a little bit better in the end, compared to 
without AI, then I think it is worth something […]’.

Because the development team adapted to this changing role 
for the AI application by ensuring AI recommendations were 

presented automatically, it created a sense of expectation that 
specialists would consider them. Specialist 4 remarked that ‘now, 
because the AI advice is available and also presented automati-
cally, [she] has to look at it, even though it most likely up to 80% 
has marked something that is not pathological’. This new role 
meant the system was continuously challenging the decision-
making outcomes and decision-making criteria of specialists. 
This safeguarded against human fatigue, while also pushing 
specialists to explain the reasons when they make recommen-
dations at odds with the AI application. Specialist 4 described 
the impact this triangulation had upon diagnoses, remarking:

‘If it is more precise and these false positives are not 
marked any longer, then definitely it makes life easier, 
because you look at it again with focus [to identify 
something that you haven't recognized before] or 
your assumption that there actually is something 
suspicious is supported. But for [it to work] that [way] 
it would need to perform better’.

This also fuelled further cycles of development, as specialists 
demanded the integration of more human-like decision making 
processes, for example, incorporating previous images or addi-
tional demographic data about the patients, so that they are en-
abled to engage further in the more complicated and ambiguous 
cases. For example, Specialist-In-Training 1 noted ‘it would be 
interesting to see, which parameters it is really using to detect 
pathologies’, while Specialist-In-Training 3 complained that 
‘the biggest crux is actually that [the AI] cannot compare pre-
vious examinations and can thus not detect whether something 
is constant or new. […] That is how misinterpretations happen’. 
The development team recognised the potential of integrating 
previous images to improve accuracy and human-logic guided 
explainability and were working on adjusting the system ac-
cordingly at the time of study.

5.6.2   |   Anticipated Dependency on the AI Application 
Concerns Non-Specialists

Over time, non-specialists came to increasingly rely on the AI 
recommendations, and this reliance was perceived to lighten 
the workload of specialists and allow them to focus on the most 
complex or critical cases. However, this growing reliance also 
presented a new tension in the augmented intelligence system. 
Non-specialists were empowered to take on more decision-
making, and to rely on their discretion when interpreting in-
formation. However, the more effective the AI became, the less 
critical the non-specialists became of its recommendations. 
Specialist 3 described how ‘things are misconstrued, or you rely 
too much on [the AI] and don't engage with the topic sufficiently 
yourself, [in other words] that the doctor on-duty relies too heav-
ily on the AI and doesn't visualize it himself and only checks 
what is offered’.

The potential for deteriorating critical reflection was viewed as a 
minor threat among present users but perhaps as a more signif-
icant threat for newer non-specialists in the future. Internist 2 
expressed his concern that ‘those coming after me will not learn 
to diagnose by themselves anymore because they rely on the AI’ 
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before noting that ‘but then again if the AI is good enough and 
available, that does not really matter’. This growing dependency 
conjured mixed feelings in non-specialists, in part, because 
many would have preferred to have simply received a single, 
non-contradictory recommendation from specialists to begin 
with. They consequently did not fear losing their skills for inde-
pendent evaluation, because they felt they should probably not 
have been required to develop those skills if proper support was 
available. This meant each successive improvement in the ac-
curacy in the system also threatened to make its mistakes more 
consequential, as non-specialists could begin to assume it was 
more reliable resulting in less critical reflection.

6   |   Discussion

This study investigated how new forms of intelligence emerge 
in augmented intelligence systems. The ability for these systems 
to enable new forms of intelligence is important, given existing 
evidence that integrating human and artificial intelligence can 
be harmful to each, individually. We applied an emergence per-
spective to guide our investigation, with particular focus on the 
key stages of emergence described in existing literature. We ob-
served two distinct stories of emerging augmented intelligence 
in our case context. These two stories contained six similar 
stages, which mapped partially, but imperfectly to the four gen-
eral stages of emergence described in existing literature.

First, we observed that self-organisation had to be decom-
posed into ‘human self-organisation’ and ‘AI/developer 
self-organisation’. Existing descriptions of self-organisation 
suggest that systems generally self-organise towards stability 
(Bergmann Lichtenstein 2000). However, we observed a quali-
tative difference in the human self-organisation that occurred 
in the levels around the AI application, and the AI/developer 
self-organisation that occurred within the interactions with 
the AI application itself. While the latter was still human-
driven in many respects, as it was directed and supervised by 
the development team as ‘humans-in-the-loop’ (cf. Grønsund 
and Aanestad  2020), the AI/developer self-organisation was 
nonetheless subject to an independent internal logic; a logic 
which inverted the relationship between attentiveness and 

interaction. While the human actors needed to conserve at-
tention by selectively interacting, the AI application became 
increasingly attentive as it was afforded extensive, continu-
ous interaction. Thus, while human self-organisation often 
resolved tensions, AI/developer self-organisation often cre-
ated them.

Second, we observed an additional stage, which we called ‘new 
emerging tensions’. The contrasting nature of human self-
organisation and AI/developer self-organisation meant the AI 
application tended to subsume more and more responsibility 
over time. This appeared to create new internal tensions at 
multiple levels each time the system went through a phase tran-
sition, assuming these phase transitions led to a deeper integra-
tion of the AI application. By substituting interactions with the 
specialists for interactions with the AI application, each phase 
transition challenged both the position and role of specialists 
within the system. By substituting non-specialists' dependency 
on diverse human expertise for a dependency on algorithmic ac-
curacy, each phase transition challenged those non-specialists' 
need to triangulate and critique recommendations. Finally, by 
expanding the responsibility of the AI application, each phase 
transition challenged the ability to allocate responsibility and 
accountability to human agents, which remains an important 
concern for both doctors and patients (Ghassemi, Oakden-
Rayner, and Beam  2021). Thus, each phase transition created 
new instabilities between the specific healthcare system and ad-
jacent systems, even (perhaps especially) if it resulted in better 
health outcomes.

Interestingly, despite these tendencies of the system which 
appear to elevate the AI application over time, we observed 
that the emergent new forms of intelligence originated within 
the human actors, rather than within the AI application. This 
did not mean the AI application was not responsible for new 
forms of intelligence; rather, it appears that the AI applica-
tion catalysed the emergence of human intelligence in the 
system. The following sections discuss the underlying stages 
by which systemic intelligence was increased, as well as ex-
plicate the generating mechanisms that drove this process 
(Pentland 1999). Figure 4 presents an overview of this elabo-
rated process theory.

FIGURE 4    |    A model of emerging augmented intelligence.
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6.1   |   The Underlying Stages by Which Augmenting 
AI Increased Systemic Intelligence

Our findings revealed two stories by which systemic intelligence 
was perceived to improve over time. Not only do these stories 
provide a rich account of specialists' and non-specialists' expe-
riences; they also share a common underlying fabula of events 
and relationships that led to these gains.

The first, and perhaps most intuitive stage, was intelligence 
by propagation. The augmented intelligence system allowed 
specialists' knowledge to spread to non-specialists on a day-
to-day basis, grounded in those non-specialists' experience 
with specific contexts. Non-specialists could then make more 
intelligent decisions regarding a diagnosis, even when specific 
specialists were unavailable. This stage also afforded these 
non-specialists some degree of training, as prolonged expo-
sure to the AI application meant they became more capable 
of anticipating AI recommendations and the reasons behind 
them. Intelligence by propagation was therefore mainly a 
means of increasing intelligence among the non-specialists in 
the system.

This stage can be compared to the learning that emerges from 
a knowledge management system (Schultze and Leidner 2002), 
albeit the knowledge that is shared is embedded within specific 
recommendations. The AI application also differed from tradi-
tional knowledge management systems in how it engaged users. 
Knowledge management systems have historically been limited 
by the social costs of sharing knowledge, as the most knowl-
edgeable people in an organisation do not always have clear 
incentives to share what they know (Kankanhalli, Tan, and 
Wei  2005). Further, the act of sharing often brings the sharer 
under additional scrutiny, as it can highlight inefficiencies in 
their practices and blind spots in their understanding (Young, 
Kuo, and Myers 2012). The AI application overcame these chal-
lenges because it incentivised specialists to share certain routine 
types of knowledge so they could offload some time consuming 
tasks, without necessarily exposing all areas of their professional 
practices to ridicule. As a result, the augmented intelligence 
system did not necessarily have to create new knowledge to ef-
fectively increase intelligence across the system. Rather, it in-
creased systemic intelligence by elevating the decision-making 
intelligence of the least well-trained human agents of the sys-
tem for the given diagnosis tasks. In other words, it made the 
system smarter by lifting the baseline levels of decision-making 
intelligence.

The second stage in which the introduction of the reconfigu-
rable AI application increased systemic intelligence was intelli-
gence by specialisation. In addition to providing more timely and 
consistent support to non-specialists, the AI application trig-
gered specialists' to deemphasise routine consultations and in-
stead engage more with complicated or ambiguous cases. While 
the addition of AI recommendations reduced the effort required 
by specialists to formulate detailed reports for routine diagno-
ses—a custom that appeared to offer a diminishing learning op-
portunity for them—it pressured them to redirect their attention 
towards the more difficult diagnoses. Intelligence by speciali-
sation was therefore mainly a means of increasing intelligence 
among the specialists in the system.

The opportunities of AI applications to increase efficiency are 
well documented in existing literature, with many organisa-
tions realising value through process automation to reduce 
human labour (Shollo et  al.  2022). However, these applica-
tions rarely discuss the potential gains in mutual learning that 
occur when that human labour is redirected towards more 
challenging problems. Instead, AI-based process automation 
is often described as a threat to human participation, as more 
and more jobs become ‘computerised’ and human agents be-
come redundant (Frey and Osborne 2017). Viewed in terms of 
augmented intelligence and mutual learning, our case context 
showed how the addition of the AI for routine recommenda-
tions challenged specialists to become more specialised, and 
so increased the depth of knowledge in the system as a whole. 
This pattern is at odds with many anticipated applications of 
AI in contexts such as healthcare and image screening, where 
deep learning-based AI is expected to tackle some of the more 
complex problems that are beyond human comprehension (cf. 
Hosny et al. 2018). Instead, our findings suggest systemic in-
telligence gains occur when human agents address the most 
dynamic and challenging problems, building on the support 
of reliable AI recommendations for routine tasks. Specialists 
become more specialised and sophisticated in their work, and 
this feeds into more advanced algorithmic support as mutual 
learning increases. This learning becomes embedded in the 
algorithms, which allows (and demands) that specialists find 
new problems where they can apply their human knowledge 
to create additional intelligence.

The third stage in which the introduction of AI increased sys-
temic intelligence, and arguably the most subtle, was intelligence 
by articulation. Previous research has illustrated that AI appli-
cations are more effective when human decision makers make 
use of ‘metacognitive processes’ and engage in ‘AI-interrogation 
practices’ to evaluate AI recommendations (Jussupow 
et al. 2021; Lebovitz, Lifshitz-Assaf, and Levina 2022). Our find-
ings suggest this effect may be more pronounced than what is 
described in existing literature. We observed that, as special-
ists and non-specialists interacted with the AI application, they 
became more aware of what they knew and what they did not 
know. Specialists and non-specialists also appeared to become 
more aware of what they could and could not clearly articulate. 
Further, the act of articulating knowledge may also have helped 
individuals to advance their own understanding, as the ability 
to clearly symbolise and externalise knowledge is part of the en-
actment of higher psychological processes (Vygotsky 1980). This 
also occurred when AI recommendations disagreed with spe-
cialists' conclusions. Under such conditions, both specialists and 
non-specialists were prompted to scrutinise the situation more 
closely. Individuals did not appear to necessarily integrate the 
logic of the AI in such instances. Instead, if they applied human 
logic to arrive at a conclusion and the machine disagreed, they 
would often apply more human logic to see if their conclusion 
changed. Intelligence by articulation was therefore a means 
of increasing intelligence among both specialists and non-
specialists in the system.

The relationship between human agents and the AI applica-
tion thus created a new mediator of peer learning, in which the 
specialists benefitted from teaching the AI application, in the 
same way experienced clinicians benefit from teaching novices 
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(Weiss and Needlman 1998; Ten Cate and Durning 2007). Thus, 
the introduction of AI tools created new forms of intelligence, 
as it created an incentive to articulate and reflect upon prac-
tices that may otherwise have remained implicit. It is also pos-
sible, although we did not have the data to examine this, that 
the increased symbolization added to the morality of decision 
making, as such symbolization also allows individuals to inter-
nalise moral cues in their environment and to develop a more 
consistent and salient moral identity (Aquino and Reed II 2002). 
In other words, where specialists chose to overrule the AI rec-
ommendations for moral reasons, this may have helped verbal-
ise those moral reasons in ways that allowed them to become 
normalised.

6.2   |   The Generating Mechanisms of Augmented 
Intelligence

The parallel stories arising from the fabula, as well as the asym-
metrical tensions and pressures perceived by human agents, 
suggest the emergence of augmented intelligence is compilation-
based in nature, rather than composition-based, that is, per-
ceptions and behaviours divide into distinct sub-systems, 
each contributing to larger system outcomes in different ways 
(Kozlowski and Klein 2000). The stories further describe a pro-
cess where the integration of AI recommendations to increase 
systemic intelligence is constructive and exploratory, rather 
than prescribed within clear a priori planning. Thus, the gener-
ating mechanism for the process can be considered ‘dialectical’; 
driven by competing forces and contradictory values (Van de 
Ven and Poole 1995).

Our findings highlighted two salient sets of competing forces 
and values. The first was the need to balance standardised 
practices with unique human knowledge. While this generating 
mechanism appeared to drive all three stages in the fabula, it 
was especially prominent in the progression from intelligence 
by propagation to intelligence by specialisation.

Existing literature describes this pressure on augmented in-
telligence systems to both standardise and exploit existing 
knowledge, and to consider and explore new uniquely human 
knowledge (cf. Fügener et al. 2021; Allen and Choudhury 2022). 
Yet, much of the existing discourse around augmented intelli-
gence treats human agents as a single population of knowledge-
able users; users whom the AI application must convince it is 
trustworthy. This view is summarised by Jain et al. (2021, 680), 
who highlighted three ways AI applications can complement 
human agents ‘(i) AI works alongside humans to accomplish pe-
ripheral tasks and generally looks to support the human expert. 
(ii) AI takes over when the human has high cognitive load. (iii) AI 
replaces humans in areas where humans have limited strengths, 
or the environment is toxic or when real-time response is key’. 
This study expands on this view by distinguishing between the 
highly knowledgeable human agents who often help inform the 
logic of the AI application and the less knowledgeable human 
agents who often apply the AI recommendations.

Viewed in this way, augmented intelligence becomes a means 
of knowledge mediation among a population of heteroge-
neous agents. In our case context, specialists provided the 

standardised diagnostic considerations that informed the 
AI application, and the AI application propagated this intel-
ligence to others in the system. This spread of intelligence 
allowed those specialists to engage more with problems that 
could not be addressed by standard considerations, so enabling 
them to deepen their specialisation and expand the horizon of 
their unique human knowledge. Building on this propagation 
of standards and deepening specialisation, both specialists 
and non-specialists were better positioned to articulate their 
unique human knowledge, either from their deepening spe-
cialisation (for specialists) or their empowerment to engage 
with patients' context (for non-specialists). Mutual learn-
ing is therefore not a case of AI applications ‘echoing back’ 
knowledge to the same users who provided it. It is a means to 
connect continuous learning in different parts of the larger 
emergent augmented intelligence system. This resonates with 
findings by Sturm et  al.  (2021) who argue that domain spe-
cialists are needed to continuously reconfigure AI algorithms. 
However, unlike Sturm et al. (2021), our findings suggest that 
reconfiguring the AI application may mean allowing it to act 
as a mediator of human knowledge flows, rather than allow-
ing the AI application to act as a source of knowledge.

The second set of competing forces and values was human 
agents' simultaneous desire to afford the AI application with 
the computational agency to take advantage of its powerful 
computational capabilities but also to afford the users with ex-
plainability to understand and explain how the AI arrives at its 
recommendations. As with the previous generating mechanism, 
this appeared to drive all three stages in the fabula. However, it 
was especially prominent in the progression from intelligence 
by specialisation to intelligence by articulation.

Competing forces and values around computational agency and 
explainability have been widely discussed in existing literature 
(cf. Zhang, Mehta, et al. 2021; Ghassemi et al. 2021). Much of 
the existing, composition-based discourse around augmented 
intelligence focuses on distinguishing between automat-
able tasks and tasks that require human judgement (Frey and 
Osborne 2017; Benbya et al. 2020). This implies that AI applica-
tions should either be designed to imitate or differentiate from 
the logic of human agents. Our findings suggest an alternative 
compilation-based dynamic; AI applications may offer a way to 
construct and deconstruct the accepted logic of human agents as 
part of an ongoing learning process. At the heart of this process 
is the discovery of generative conflicts and the routinisation of 
adapted behaviours (Putnam 2015).

In our case context, external forces meant that multiple enti-
ties, the specialists, the non-specialists, and the AI application 
(including its developers), had to work together towards shared 
outcomes. The first step was to find ‘uncontested’ diagnostic 
practices that could be translated from human knowledge to 
algorithms with minimal ambiguity or controversy (Lebovitz, 
Levina, and Lifshitz-Assa 2021). The spread of these practices 
propagated intelligence among different agents with relatively 
low resistance. An outcome of this process was that special-
ists could explore new practices which were less immediately 
amenable to be translated to algorithms. Specialists could 
therefore expand their specialised intelligence without imme-
diate pressure to align with computational agency. As the AI 
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application became more widely used and trusted, the desire to 
integrate more human knowledge grew. This prompted increas-
ing scrutiny of the perceived incompatibility between computa-
tional approaches and human intelligence, encouraging human 
agents and AI developers to articulate critical considerations 
for their respective approaches. This not only highlighted new 
opportunities for augmented intelligence, but it also enabled 
new forms of reflection among the agents in the system (Abdel-
Karim et al. 2023).

6.3   |   Practical Implications

Explainable AI is a popular topic in the fields of IS and manage-
ment (Arrieta et al. 2020). Explainable AI appears to be espe-
cially important in areas where the need for accountability and 
adherence to best practice is important, such as health (Lauritsen 
et al. 2020) and financial services (Asatiani et al. 2020). One ap-
proach to balancing the dual demands for computational agency 
and explainability is to treat explainability as a retrospective 
process (Lipkova et  al.  2022). This approach proposes that AI 
applications apply computational agency to solve problems, then 
translate the applied computational logic into a form that allows 
human agents to understand it. This has also come under criti-
cism, as the interpretability gap means humans tend to explain 
algorithms by imprecisely analogizing them with human-like 
decision processes, with the result that ‘using post-hoc expla-
nations to assess the quality of model decisions adds an addi-
tional source of error—not only can the model be right or wrong, 
but so can the explanation’ (Ghassemi, Oakden-Rayner, and 
Beam 2021, 747). Our findings suggest an alternative approach 
to explainability; explainability for mutual learning. This focus 
on mutual learning changes the requirements for explainability, 
as the representational focus moves from building trust in AI 
applications to enabling new models of AI-enabled knowledge 
coordination. In practical terms, explainability mechanisms 
may therefore become less focused on highlighting which vari-
ables were more or less important for a recommendation, and 
more focused on why specific variables were more or less im-
portant. For example, specialists may wish to embed secondary 
explanations which can help non-specialists deepen their under-
standing of the phenomenon, beyond the instance in question. 
Similar to generative AI systems, AI applications may also con-
sider embedding specific sources to encourage both specialists 
and non-specialists to relate AI recommendations to scientific 
research of which they may or may not be aware.

Our findings also have specific practical implications for dif-
ferent groups. First, system designers and administrators need 
to consider that augmented intelligence is a continuous and 
adaptive process, rather than a one-shot transition from human 
intelligence to semi-automated decision making. Our case con-
text illustrated that early perceptions of value may therefore 
be minimal, as human agents may need to invest significant 
time and effort with few obvious short-term benefits. Further, 
our findings suggest the generating mechanism for augmented 
intelligence may be the interaction between specialists, the 
development team, and non-specialists, as cycles of emerging 
tensions can produce iteratively more sophisticated algorithms, 
human representations, and practical routines. This means that 
encouraging interactions among heterogenous user groups and 

AI developers may be key to realising new forms of intelligence. 
It is therefore important that the introduction of augmented 
intelligence systems is carefully incentivised, so as to encour-
age both routine engagement and curiosity. Our case context 
took advantage of a wider excitement about technology and AI, 
prompting specialists, in particular, to engage with the system 
out of curiosity and a desire to stay up to date with professional 
discourse. In other contexts where such wider excitement is not 
prominent, AI developers may need to stimulate excitement 
through workshops and other strategic initiatives.

Second, system users need to recognise that the aim of the system 
is not necessarily to make their job easier, or to relieve them of 
responsibility. Part of integrating AI recommendations is learn-
ing when they are not reliable and why, and forming a healthy 
scepticism about how it arrives at its recommendations. System 
users may benefit from approaching AI applications as a learn-
ing technology, rather than a tool for automation. They may also 
need to consider that incremental learning with the AI alone is 
not sufficient. Rather, they should treat the system as an enabler 
of mutual learning with different groups. One way to encourage 
this type of approach may be to prompt users to document and 
share practical experiences, particularly practical experiences 
where those users discovered limitations in either the AI or their 
own analytical processes. Such sharing of experiences may have 
benefits beyond the discovery of specific limitations, if it can 
nurture wider reflective practices around the use of AI.

Third, this study has implications for policy makers and in-
surers. Much of the discussion around accountability and aug-
mented intelligence systems assumes that accountability shifts 
to the human agents using such systems, as these human agents 
must ultimately interpret recommendations and make the final 
decisions (Saunders et al. 2017; Fügener et al. 2021). The find-
ings of this study suggest this simple allocation of accountability 
may be misleading. We observe that augmented intelligence can 
operate on the collective level, by circulating decision making 
norms across heterogeneous agents. This makes it difficult to 
allocate praise or blame for specific outcomes, as each decision 
has direct or indirect input from a range of human contributors, 
including the specialists who informed the logic and the AI de-
velopers who translated that logic into computation. One possi-
bility to address the need for accountability may be to introduce 
formal auditing practices which monitor the evolution of aug-
mented intelligence systems, and which ensure that emerging 
practices remain grounded in established values and principles.

Finally, we also observed some indicators that the system could 
potentially diminish systemic intelligence over time, especially if 
the reliability of the system reaches levels where non-specialists 
stop critiquing AI recommendations. Research has long high-
lighted this threat that human knowledge can diminish when 
human agents are given sophisticated decision-making tools 
(Arnold and Sutton 1998; Rinta-Kahila et al. 2018; Strich, Mayer, 
and Fiedler 2021). There are also suggestions that human knowl-
edge representations may adapt towards computation-friendly 
representations, potentially losing important nuance in the 
process (Introna 2016). It is not clear whether these threats are 
significant in our study context. The potential for complacency 
seems like it may be counterbalanced by the dynamism of the 
system and the tendency towards continuous mutual learning. 
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However, time will tell whether non-specialists maintain their 
impetus for such learning, or whether the larger balance of power 
and assumed ‘ground truth’ (cf. Lebovitz, Levina, and Lifshitz-
Assa  2021) shifts to AI applications over time, with the result 
that human agents are willing to concede more and more of the 
unique human knowledge in search of operational convenience. 
For example, in our case context, the judgements of the special-
ists were arguably perceived as the ground truth, or at least, the 
closest thing available to it. This meant that the AI application 
recommendations were considered correct or incorrect, based on 
how closely they mirrored those specialists' judgements. As the 
AI application continues to evolve and more data becomes avail-
able about long term patient outcomes, it could become possible 
to compare specialist and AI recommendations. At some point in 
the future, it is conceivable that the AI recommendations could 
overtake specialists in terms of diagnosis accuracy. It is not clear 
how this would impact mutual learning, particularly if the grow-
ing predictive power enabled by greater computational agency 
justifies a decreasing focus on explainability.

7   |   Conclusions

This study advances our understanding of augmented intel-
ligence by examining how it emerges in a complex real-world 
setting. Specifically, we focused on the emergence of aug-
mented intelligence in a medical context, building on several 
existing studies of AI in this domain (van Beek, Mirsadraee, 
and Murchison 2015; Lebovitz 2019; Yoo et al. 2021). However, 
there is a range of other contexts where augmented intelligence 
is applied, including legal decision support (Angwin, Larson, 
and Kirchner  2016), in the financial market (Ge et  al.  2021), 
and for digital platform businesses (Rai, Constantinides, and 
Sarker 2019). With these varied contexts in mind, we sought to 
theorise the underlying mechanisms by which augmented intel-
ligence can emerge. We discovered a dialectic process that may 
also be useful to inform future studies of these other contexts. 
Perhaps more importantly, we discovered that nurturing aug-
mented intelligence may mean that human agents allow AI ap-
plications to take responsibility for some of the more mundane 
tasks, rather than some of the most dynamic and loosely defined 
problems at the frontier of specialised knowledge.

This study has several notable limitations. First and foremost, 
data gathering took place over a period of less than 12 months. 
This period was sufficient to observe the process of emergence 
over multiple adaptations of the system. However, it is not long 
enough to observe the longer-term evolution of AI and practice. 
Such trends are ongoing and subsequent research should build 
on our findings in coming years and decades to position them 
within a longer timeframe. Second, we focused on a single case 
context, based on a single AI application and multiple physi-
cal sites. This allowed us to perform an in-depth analysis and 
stay close to the subtleties of our chosen environment. Yet, we 
expect that different contexts will display different idiosyncra-
sies and different dynamics. Thus, we encourage other studies 
to compare findings, and particularly other contexts where the 
distinction between specialists and non-specialists is less clearly 
defined. Third, we relied heavily on self-reported data, rather 
than behavioural observations. This was pragmatic, as many 
of the medical diagnoses are sensitive in nature and difficult 

to observe without incurring concerns over privacy and ethics. 
Future research may wish to include medical practitioners who 
can better manage the obstacles when securing research access 
for participant observation. Fourth, explainable AI is an im-
portant contemporary topic when discussing the acceptance of 
AI (Rai 2020). Our findings raise interesting questions for that 
academic discourse, such as how explainability interacts with 
dialectic learning, and whether this relationship changes over 
time. While we touched on this topic, there is clearly more to be 
learned about this dynamic. We hope our findings provide an 
impetus for future research to explore this further.
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